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Abstract

Tables are among the most widely used tools
for representing structured data in research,
business, medicine, and education. Although
LLMs demonstrate strong performance in
downstream tasks, their efficiency in process-
ing tabular data remains underexplored. In
this paper, we investigate the effectiveness of
both text-based and multimodal LLMs on ta-
ble understanding tasks through a cross-domain
and cross-modality evaluation. Specifically, we
compare their performance on tables from sci-
entific vs. non-scientific contexts and examine
their robustness on tables represented as im-
ages vs. text. Additionally, we conduct an in-
terpretability analysis to measure context usage
and input relevance. We also introduce the
TableEval benchmark, comprising 3017 tables
from scholarly publications, Wikipedia, and fi-
nancial reports, where each table is provided
in five different formats: Image, Dictionary,
HTML, XML, and LATEX. Our findings indicate
that while LLMs maintain robustness across ta-
ble modalities, they face significant challenges
when processing scientific tables.

1 Introduction

Tables are one of the most ubiquitous tools for pre-
senting data in a structured or semi-structured man-
ner. They are commonly represented in a variety of
textual (e. g., HTML, LATEX, XML) or image for-
mats (e. g., PNG, JPEG) and used across domains
such as finance, medicine, and business, as well as
in research and education.

In recent years, there has been a growing interest
in table understanding (TU) techniques (Zhang and
Balog, 2020; Gorishniy et al., 2021; Sahakyan et al.,
2021; Borisov et al., 2022; Sui et al., 2024; Deng
et al., 2024), aiming to extract and interpret infor-
mation and knowledge contained in tables for tasks
such as question answering (QA) and table-to-text

generation (T2T) (Nan et al., 2022; Cheng et al.,
2022; Osés Grijalba et al., 2024; Zheng et al., 2024).
While large language models (LLMs) demonstrate
strong performance in a wide range of applications
(Chang et al., 2024; Raiaan et al., 2024; Caffagni
et al., 2024; Zhang et al., 2024a; Team et al., 2024;
OpenAI et al., 2024), their ability to understand
(semi-)structured data remains under-researched
(Sui et al., 2024; Fang et al., 2024) – especially for
tables from scientific sources such as peer-reviewed
articles, conference proceedings, and pre-prints.1

There is also limited research on the impact of the
representation modality of structured data (i. e., im-
age vs. text) on model performance (Deng et al.,
2024; Zhang et al., 2024d), and to the best of our
knowledge, there are no approaches yet that specif-
ically address scientific tables. In particular, most
TU studies primarily focus on tables from non-
scientific contexts such as Wikipedia (Parikh et al.,
2020; Chen et al., 2021; Marzocchi et al., 2022;
Wu et al., 2024b; Pang et al., 2024). However, com-
pared to these domains, scientific tables often in-
clude technical terminology, complex concepts, ab-
breviations, and dense numerical values, requiring
domain-specific knowledge and strong arithmetic
reasoning skills (Ho et al., 2024; Moosavi et al.,
2021). Recent works (Yang et al., 2025; Wu et al.,
2024a) indicate that scientific tables present chal-
lenges to multimodal LLMs (MLLMs) and incorpo-
rating such (semi-)structured data into pretraining
improves performance. As the number of published
articles continues to increase rapidly (Fortunato
et al., 2018; Bornmann et al., 2021; Hong et al.,
2021), TU for scientific contexts, e. g., for schol-
arly document processing including information
extraction and research knowledge graph construc-
tion, is becoming even more relevant. Finally, we

1Throughout this paper, we refer to such tables as scientific
and to tables from other sources as non-scientific.
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Figure 1: Schematic representation of the main phases in our experiments: 1. Develop TableEval dataset, 2.
Evaluate each (M)LLM on individual data subsets from TableEval using various table representations (Image, LATEX,
XML, HTML, Dict), 3. Apply interpretability tools to the output yielding post-hoc feature attributions (e. g., using
gradient-based saliency) which signify the importance of each token with respect to the model’s output.

notice that interpretability analysis (Ferrando et al.,
2024) for TU has received little attention and re-
mains underexplored (Fang et al., 2024).

In this paper, we address the aforementioned
gaps by examining the efficiency of both LLMs
and MLLMs on a set of TU tasks. Specifically, we
compare their ability to handle (semi-)structured
data from scientific and non-scientific sources and
explore the effects of image vs. diverse text-based
table representations on model performance. We
also conduct feature importance analyses to inter-
pret the use of context information in LLMs. Fig-
ure 1 illustrates the main phases of our experiments.

Our contributions can be summarised as follows:

• We introduce TableEval, a cross-domain
benchmark containing 3017 tables from schol-
arly publications, Wikipedia, and financial
reports, available in image and four text
formats (Dictionary, HTML, XML, and
LATEX). The dataset is publicly available on
Hugging Face: https://huggingface.co/
datasets/katebor/TableEval

• We conduct an extensive evaluation revealing
that, although current (M)LLMs remain ro-
bust across table modalities, their performance
significantly declines on scientific tables com-
pared to non-scientific ones.

• We examine the applicability of gradient-
based explanations for LLMs (Sarti et al.,
2023) to TU to learn about the relevance of
table content in prompts.

2 TableEval benchmark

Since no existing dataset covers both scientific and
non-scientific tables across text and image modali-
ties, we construct a benchmark tailored to our evalu-
ation. This section outlines the collection processes
of data (§2.1) and diverse table formats (§2.2).

2.1 Source data
To study the cross-domain performance of
(M)LLMs, we developed the TableEval benchmark
by leveraging pre-existing datasets of scientific and
non-scientific tables. We collected relevant datasets
based on the following criteria: 1. data is open-ac-
cess; 2. test set with the gold labels is available;
3. metadata includes references to the sources of ta-
bles, such as DOIs for scholarly papers or URLs for
Wikipedia pages; 4. target tasks (e. g., QA, T2T) are
identical or very similar across datasets to maintain
consistency and ensure comparability; 5. tables can
be converted to the pre-defined formats (see §2.2).
The following five datasets were selected (see Ta-
ble 1): (a) ComTQA (Zhao et al., 2024), a vi-
sual QA (VQA) benchmark containing tables from
PubTables-1M (Smock et al., 2022) and FinTab-
Net (Zheng et al., 2020), originating from PubMed
Central2 (PMC) papers and annual earnings reports,
respectively. The annotations are generated using
Gemini Pro (Team et al., 2024) and include ques-
tions requiring multiple answers, calculations, and
logical reasoning. (b) numericNLG (Suadaa et al.,
2021), a dataset focusing on the T2T generation
task with numerical reasoning based on tables and

2https://pubmed.ncbi.nlm.nih.gov
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Dataset Task Source Image Dict LATEX HTML XML

Scientific tables

ComTQA (PubTables-1M) VQA PubMed Central  3 3 3 <
numericNLG T2T ACL Anthology <  3  3
SciGen T2T arXiv and ACL Anthology <  < 3 3

Non-scientific tables

ComTQA (FinTabNet) VQA Earnings reports of S&P 500 companies < 3 3 3 3
LogicNLG T2T Wikipedia 3  3 < 3
Logic2Text T2T Wikipedia 3  3 < 3

Table 1: Overview on the formats and collection methods for each dataset. Symbol  indicates formats already
available in the given corpus, while < and 3 denote formats extracted from the table source files (e. g., article PDF,
Wikipedia page) and generated from other formats in this study, respectively.

their textual descriptions extracted from ACL An-
thology3 articles and annotated by experts in the
Computer Science field. (c) SciGen (Moosavi et al.,
2021), a corpus designed for reasoning-aware T2T
generation, comprising tables from arXiv4 papers
across fields such as Computation and Language,
Machine Learning, Computer Science, Computa-
tional Geometry, etc. Its test set contains expert-an-
notated data. (d) LogicNLG (Chen et al., 2020a), a
T2T dataset of open-domain tables from Wikipedia
and associated with manually annotated natural lan-
guage statements that can be logically entailed by
the given data. (e) Logic2Text (Chen et al., 2020c),
features open-domain Wikipedia tables manually
annotated with descriptions of common logic types
and their underlying logical forms for the T2T task.
As shown in Table 1, the final TableEval corpus
contains six data subsets, covering two downstream
tasks (QA and T2T), and comprising 3017 tables
and 11312 instances in total (for the detailed statis-
tics see Table 4 in Appendix A). All annotations
are taken from the source datasets. Examples from
each dataset are provided in Appendix B.

2.2 Table formats

We represent tables from each TableEval subset as
PNG images and in structured or semi-structured
textual formats including HTML, XML, LATEX, and
Python Dictionary (Dict) to analyse LLMs’ per-
formance across different modalities. HTML is
chosen as it is the original format of Wikipedia ta-
bles, XML for its use in encoding tables from PMC
articles, LATEX as it is the primary format for scien-
tific tables, and Dict since it is readily available in
most source datasets. Instances of tables in various

3https://aclanthology.org
4https://arxiv.org

representation formats were obtained using one of
the following methods (see Table 1): 1. extraction
from the original dataset; 2. extraction from the
table source (e. g., article PDF); 3. generation from
other formats (e. g., HTML ⇔ XML). Note that
for the latter two, we manually validate the final
results for each format and data subset by check-
ing a random sample of about 100 instances. In
what follows, the way we assembled each table for-
mat in the TableEval corpus is described in detail.
Additional information is provided in Appendix C.

Image. Since the PubTables-1M subset of
ComTQA already includes JPGs of tables, we
simply convert them to PNGs. In contrast, other
datasets provide only textual representations of
tables. Thus, for numericNLG and SciGen, we
first collect PDF files of the arXiv and ACL pa-
pers, and then use the PDFFigure2.0 (Clark and
Divvala, 2016) tool to extract images of tables.5

Whenever PDFFigure2.0 fails to produce an image,
we utilise the MinerU tool (Wang et al., 2024) as
an alternative. Note that SciGen instances asso-
ciated with papers that are no longer open-access
or do not contain tables are excluded. In case of
FinTabNet, images of tables are extracted from the
corresponding PDF pages of financial reports us-
ing the gold annotations of the bounding boxes.
Finally, images of the Wikipedia tables in Logic-
NLG and Logic2Text are generated by converting
their HTML representations into PNG files with
the imgkit Python wrapper6. Distribution of image
aspect rations across data subsets is provided in
Figure 12 in Appendix D.

XML and HTML. PubTables-1M is the only
dataset where the original XML sources of tables

5In SciGen, some PDFs are taken from the ACL Anthology
as they are no longer available on arXiv.

6https://pypi.org/project/imgkit/
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can be obtained. To achieve this, we retrieve the
source papers based on their PMC ID using the
E-utilities API7 and extract the tables with the Ele-
mentTree parser8. When it comes to HTML, we are
unable to retrieve the original format since system-
atic downloading of article batches from the PMC
website is prohibited9. This is why we generate
HTML from XML using a custom Python script
instead. Similarly, for numericNLG, we convert
already available HTML into XML with a Python
script. For SciGen, we download the source LATEX
code of each paper from arXiv, use the LATEXML
tool10 to produce both XML and HTML, and ex-
tract tables from the resulting files. In contrast,
we construct HTML for FinTabNet tables by lever-
aging gold annotations of HTML structure which
provide tags and associated cell values. Afterwards,
the HTML code is converted to XML in the same
way as described for numericNLG. Finally, HTML
in LogicNLG and Logic2Text are collected from
the respective Wikipedia pages, while the XML
format is obtained using the same approach applied
to numericNLG and FinTabNet.

LATEX. For SciGen, we obtain the LATEX code
directly from the source files of the papers. In
contrast to arXiv data, no LATEX code is available
for PMC and ACL papers. Thus, we generate LATEX
for numericNLG and PubTables-1M tables from
their HTML representations. To ensure the validity
of the output, we compile the code and resolve any
errors encountered. The same approach is used to
obtain LATEX for Wikipedia and financial tables.

Dictionary. All datasets except ComTQA al-
ready include linearised tables represented as lists
of column headers and cell values, although the en-
coding conventions slightly vary across them (see
Appendix C). To align with these datasets, we col-
lect column headers, subheaders, and cell values for
the PMC subset in ComTQA by parsing the table
XML code with ElementTree. In case of FinTab-
Net, we extract these elements from a dataframe
representation of each table obtained during the
HTML collection phase. For the experiments, the
linearised tables are represented as a Dict contain-
ing lists of column headers, lists of subheaders (if
extracted), lists of rows, as well as title, caption,

7https://www.ncbi.nlm.nih.gov/home/develop/
api/

8https://docs.python.org/3/library/xml.etree.
elementtree.html#

9https://pmc.ncbi.nlm.nih.gov/about/copyright/
10https://math.nist.gov/~BMiller/LaTeXML/

and footnote (if available).

3 Experiments

We benchmark various (M)LLMs using individ-
ual data subsets and representations of tables from
TableEval. This is followed by an interpretability
analysis applied to the output yielding attributions
from a gradient-based method. In the following, we
first describe the experimental set up (§3.1), then
report and analyse the results (§3.2).

3.1 Experimental setup
Models. We evaluate both smaller and larger
models in terms of parameter size (3-14 billion),
see Table 2.11 We primarily focus on open-source
instruction-tuned (M)LLMs published on Hug-
ging Face12 (HF). The only closed-source model
we use is Gemini-2.0-Flash (Team et al., 2024),
which serves as our baseline, since Gemini is cur-
rently considered among the state-of-the-art. For
MLLMs, we select LLaVa-NeXT (Li et al., 2024),
Qwen2.5-VL (Bai et al., 2025), and Idefics3 (Lau-
rençon et al., 2024). As for text-based LLMs,
we evaluate Llama-3 (Grattafiori et al., 2024),
Qwen2.5 (Qwen et al., 2025), and Mistral-Nemo13.

Model HF checkpoint Size (B) Vision

Gemini-2.0-Flash – – Ë
LLaVa-NeXT llama3-llava-next-8b-hf 8 Ë

Qwen2.5-VL Qwen2.5-VL-3B-Instruct 3 Ë
Qwen2.5-VL-7B-Instruct 7 Ë

Idefics3 Idefics3-8B-Llama3 8 Ë
Llama-3 Llama-3.2-3B-Instruct 3 é

Qwen2.5 Qwen2.5-3B-Instruct 3 é
Qwen2.5-14B-Instruct 14 é

Mistral-Nemo Mistral-Nemo-Instruct-2407 12 é

Table 2: (M)LLMs used in the experiments (“Size” in-
dicates the number of parameters in billions).

Prompts and data. We run experiments on every
data subset from the TableEval corpus and develop
prompt templates that are customised to each task,
applying them uniformly across all models to en-
sure consistency during the evaluation. To study
the models’ true capability to understand various ta-
ble representations, we exclude explicit document
type indicators (e. g., HTML/XML headers) and
do not specify the format in the prompt. Addition-
ally, given the diversity of the (M)LLMs and the
fact that they may not always adhere to a specific

11Due to limited computational resources, we restricted the
evaluation to (M)LLMs with up to 14 billion parameters.

12https://huggingface.co
13https://mistral.ai/news/mistral-nemo
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Figure 2: BertScore.F1, MoverScore, ROUGE-L.F1, and METEOR for the table formats averaged over data subsets
and models (left), and for scientific vs. non-scientific domain averaged over data subsets, models, and formats
(right). Error bars indicate standard deviation.

output structure (which can hinder proper parsing
of the answer), we do not enforce a particular re-
sponse format. The prompt templates are provided
in Appendix E.

Evaluation metrics. We follow the scores re-
ported in the original papers for each data sub-
set. Thus, we compute BLEU-N (Papineni et al.,
2002), SacreBLEU (Post, 2018), METEOR (Baner-
jee and Lavie, 2005), ROUGE-N, ROUGE-L (Lin,
2004), MoverScore (Zhao et al., 2019), BertScore
(Zhang* et al., 2020), and BLEURT (Sellam et al.,
2020). Given the extensive set of metrics, we report
only BertScore.F1, MoverScore, ROUGE-L.F1,
and METEOR in the main text, while providing all
raw score values in Appendix F.

Interpretability analysis. Inseq (Sarti et al.,
2023) applies feature attribution methods to gener-
ative LLMs to highlight how important each token
in the input is for generating the next token with
the help of a heatmap. In our experimental setup,
we perform post-hoc analyses using the model out-
puts as custom attribution targets on an instance
level. Input x Gradient (Simonyan et al., 2014),
provided by Inseq, is selected as it is both com-
putationally efficient and more faithful than, e. g.,
attention weights. The saliency is averaged to pro-
duce a one-dimensional vector of token attributions,
which we visualise as a heatmap.

Implementation details. All experiments are
conducted in a zero-shot setting using the
(M)LLMs’ default hyperparameters with the seed
value set to 42. We choose the batch size equal
to 1 for all open-source (M)LLMs and to the size
of the given subset for Gemini-2.0-Flash. We use

Nvidia A100 (40GB, 80GB), H100 (80GB), H200
(141GB), and L40S (48GB) GPUs for the open-
source models depending on the given LLM and
TableEval subset size. The Gemini-2.0-Flash re-
sults are evaluated using the Batch API through the
LiteLLM framework14. We developed an end-to-
end evaluation pipeline15 for the experiments and
use HF transformers or LiteLLM and the datasets li-
brary to load the models and datasets, respectively.

3.2 Results and analysis

Image vs. text. Averaged score values across
models and data subsets for each table format are
given in Figure 2 (left), whereas raw results are
shown in Table 5 in Appendix F. The use of images
outperforms the use of text across all metrics by
approximately 1-13%. In particular, for ComTQA
and LogicNLG, image achieves the best results,
while for other data subsets the outcomes are ei-
ther similar or the text modality prevails (by about
1-10%), as shown in Figure 3 a) and Tables 6–11
in Appendix F. This aligns with previous studies
(Deng et al., 2024) reporting comparable or signifi-
cantly better performance of models on the vision
modality. Unlike prior works (Sui et al., 2024;
Singha et al., 2023; Deng et al., 2024), we do not
observe a large variation in results across LLMs
and the four text formats, with the maximum gap
equal to about 4%. Further analysis of the metrics
for individual models and formats also indicates
similar accuracy across the LLMs, see Figure 3 b)
and Tables 12–16 in Appendix F. Hence, our find-

14https://www.litellm.ai
15https://github.com/esborisova/

TableEval-Study
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Figure 3: Values of BertScore.F1, MoverScore, ROUGE-L.F1, and METEOR a) for individual data subsets and
all formats averaged over models, and b) for individual models and text formats averaged over data subsets. Error
bars indicate standard deviation. Here “Fin” stands for FinTabNet, “PMC” denotes PubTables-1M, while “_llm”
indicates text input for Gemini-2.0-Flash.

ings suggest that current models are less sensitive
to diverse text representations of tables. Such out-
comes may be attributed to LLMs’ exposure to data
encoded in the given formats during pretraining.

Scientific vs. non-scientific. The results for each
domain are shown in Figure 2 (right) and Table 17
in Appendix F. The findings indicate that LLMs are
more efficient on TU tasks from the non-scientific
split, achieving a score boost of up to 34%. The
best score values are obtained for LogicNLG fol-
lowed by Logic2Text, see Figure 4 (left) and Ta-
ble 18 in Appendix F.

We hypothesise that this difference could arise
from (a) the complexity level of the given data
and the target task; (b) lack or sparsity of the data

from scientific contexts in the pre-training corpus
of (M)LLMs. In numericNLG and SciGen, the goal
is to generate a coherent paragraph or a collection
of paragraphs summarising the table’s content. In
contrast, both LogicNLG and Logic2Text involve
producing a single statement, filling in masked en-
tities in a sentence and generating text based on
a logical form, respectively. Furthermore, accord-
ing to Moosavi et al. (2021), SciGen is charac-
terised by a higher level of complexity than Log-
icNLG. This is because each gold description in
SciGen summarises the entire table content and
involves multiple types of reasoning, whereas, in
LogicNLG each statement often focuses on a sub-
set of table rows and is associated with a single type
of reasoning. Similar to LogicNLG, Logic2Text
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standard deviation. Here “Fin” stands for FinTabNet, “PMC” denotes PubTables-1M, while “_llm” and “_mm” are
used to distinguish between text and image input for Gemini-2.0-Flash, respectively.

descriptions involve only one type of logic. No-
tably, comparable performance is achieved across
models for both subsets in ComTQA, with the gap
in scores equal to about 1-3% (except for a 17%
higher BLEURT score for PubTables-1M). Given
that ComTQA was also proposed as a more chal-
lenging benchmark compared to existing datasets,
comprising questions with multiple answers, nu-
merical, and logical reasoning, the lower perfor-
mance of (M)LLMs could lie in the complexity of
the data as well. Finally, reasoning over scientific
tables requires in-domain knowledge, the absence
of which likely contributes to a decline in accuracy
for the respective TableEval subsets.

Comparison of (M)LLMs. Figure 4 (right) and
Table 19 in Appendix F outline results for individ-
ual models. Among MLLMs, Gemini-2.0-Flash
and Idefics3 perform best, with the former out-
performing the latter on BLEU-N, BLEURT, ME-
TEOR, ROUGE-3, and ROUGE-4 (by 1-4%). Next
in the ranking are Qwen2.5-VL models and LLaVa-
NeXT. For LLMs, Gemini-2.0-Flash obtains the
highest score values, followed by Mistral-Nemo.
Qwen2.5 models rank next with the 3B version
achieving either similar or slightly better results
than its 14B counterpart. On the contrary, Llama-3
consistently shows the weakest performance. We
observe that on average, Idefics3 tends to generate
concise responses with the shortest outputs pro-
duced for QA task (e. g., just a numeric value),
whereas other models provide longer outputs. A
similar trend is observed for LLMs, with Gemini-
2.0-Flash providing shorter predictions compared
to other models. Table 3 outlines the statistics on

prediction lengths for each (M)LLM. Additionally,
Figure 15 (Appendix F) illustrates the mean lengths
for each model and data subset, while Figure 16
(Appendix G) demonstrates prediction examples.
Since we do not postprocess the models’ outputs,
such difference in response length can contribute to
the discrepancy across (M)LLMs in BLEU-N and
ROUGE-N, which rely on n-gram overlap. Overall,
our evaluation indicates that open-source models
still remain behind the closed-source Gemini-2.0-
Flash. On another note, we could not observe any
correlation between model size and accuracy.

Model Mean Min Max

Idefics3-8B-Llama3 139 0 4416
Qwen2.5-VL-3B-Instruct 360 2 4170
Qwen2.5-VL-7B-Instruct 292 4 3464
llama3-llava-next-8b-hf 311 24 6336
Gemini-2.0-Flash_mm 207 2 3097
Gemini-2.0-Flash_llm 259 0 10282
Llama-3.2-3B-Instruct 464 22 5626
Mistral-Nemo-Instruct-2407 303 21 2941
Qwen2.5-14B-Instruct 481 29 4154
Qwen2.5-3B-Instruct 465 26 4535

Table 3: Statistics on the mean, minimum, and maxi-
mum prediction lengths (in characters) for each model
across TableEval subsets. Blue and pink colours
highlight the lowest and highest values in each column,
respectively. Here “_llm” and “_mm” are used to dis-
tinguish between text and image input for Gemini-2.0-
Flash, respectively.

Interpretability. We choose instance-level anal-
ysis because dataset-level statistics tend to flatten
important nuances, especially in generative settings
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Mistral-Nemo-Instruct-2407

Refer  to  the  provided  table  and  answer  the  question
.  Question :  What  was  the  change  in  Rout ing  from  
2 0 1 3  to  2 0 1 4 ?.  Table :  \{" table \_headers ":  [' ',
 '',  '',  '',  '',  '',  '',  ' '],  " table \_rows ":  [ [' Years  End ed
 December  3 1 ,',  ' nan ',  ' 2 0 1 4 ',  ' 2 0 1 3 ',  ' nan ',
 ' nan ',  ' nan ',  ' nan '],  [' 2 0 1 2 ',  ' 2 0 1 4  vs .  2 0 1
3 ',  ' 2 0 1 3  vs .  2 0 1 2 ',  ' nan ',  ' nan ',  ' nan ',  ' nan
',  '$  Change '],  [' \%  Change ',  '$  Change ',  '\%
 Change ',  ' Routing ',  '$ 2 , 2 2 3 . 9 ',  '$ 2 , 3 1 8 . 0 ',
 '$ 2 , 0 3 7 . 6 ',  ' $( 9 4 . 1 ) '],  [' ( 4 )\% ',  '$ 2 8 0 . 4 ',  '
1 4 \%',  ' Switch ing ',  ' 7 2 1 . 2 ',  ' 6 3 8 . 0 ',  ' 5 5 4 . 8
',  ' 8 3 . 2 '],  [' 1 3 \%',  ' 8 3 . 2 ',  ' 1 5 \%',  ' Security ',  '
4 6 3 . 6 ',  ' 5 6 3 . 9 ',  ' 6 6 9 . 7 ',  '( 1 0 0 . 3 ) '],  [' ( 1 8
)\% ',  '( 1 0 5 . 8 )',  '( 1 6 )\% ',  ' Total  Product ',  ' 3 4 0 8
. 7 ',  ' 3 5 1 9 . 9 ',  ' 3 2 6 2 . 1 ',  '( 1 1 1 . 2 ) '],  [' ( 3 )\%
',  ' 2 5 7 . 8 ',  ' 8 \%',  ' Percentage  of  net  revenues ',  '
7 3 . 7 \%',  ' 7 5 . 4 \%',  ' 7 4 . 7 \%',  ' nan '],  [' nan ',  '
nan ',  ' nan ',  ' Total  Service ',  ' 1 2 1 8 . 4 ',  ' 1 1 4 9 . 2
',  ' 1 1 0 3 . 3 ',  ' 6 9 . 2 '],  [' 6 \%',  ' 4 5 . 9 ',  ' 4 \%',  '
Percentage  of  net  revenues ',  ' 2 6 . 3 \%',  ' 2 4 . 6 \%',
 ' 2 5 . 3 \%',  ' nan '],  [' nan ',  ' nan ',  ' nan ',  ' Total  net
 revenues ',  '$ 4 , 6 2 7 . 1 ',  '$ 4 , 6 6 9 . 1 ',  '$ 4 , 3 6 5 .
4 ',  ' $( 4 2 . 0 ) '] ]\}.

Llama-3.2-3B-Instruct

Refer  to  the  provided  table  and  answer  the  question
.  Question :  What  was  the  change  in  Routing  from  
201 3  to  201 4 ?.  Table :  \{" table \_headers ":  ['',  '',
 '',  '',  '',  '',  '',  ' '],  " table \_rows ":  [[' Years  Ended
 December  31 ,',  ' nan ',  ' 201 4 ',  ' 201 3 ',  ' nan ',  '
nan ',  ' nan ',  ' nan '],  [' 201 2 ',  ' 201 4  vs .  201 3 ',  '
201 3  vs .  201 2 ',  ' nan ',  ' nan ',  ' nan ',  ' nan ',  '$
 Change '],  [' \%  Change ',  '$  Change ',  '\%  Change ',  '
Routing ',  '$ 2 , 223 . 9 ',  '$ 2 , 318 . 0 ',  '$ 2 , 037 . 6 ',
 '$ ( 94 . 1 ) '],  [' ( 4 )\% ',  '$ 280 . 4 ',  ' 14 \%',  ' Switch
ing ',  ' 721 . 2 ',  ' 638 . 0 ',  ' 554 . 8 ',  ' 83 . 2 '],  [' 13
\%',  ' 83 . 2 ',  ' 15 \%',  ' Security ',  ' 463 . 6 ',  ' 563 . 9 ',
 ' 669 . 7 ',  '( 100 . 3 ) '],  [' ( 18 )\% ',  '( 105 . 8 )',  '( 16
)\% ',  ' Total  Product ',  ' 340 8 . 7 ',  ' 351 9 . 9 ',  ' 326 2
. 1 ',  '( 111 . 2 ) '],  [' ( 3 )\% ',  ' 257 . 8 ',  ' 8 \%',  '
Percentage  of  net  revenues ',  ' 73 . 7 \%',  ' 75 . 4 \%',  '
74 . 7 \%',  ' nan '],  [' nan ',  ' nan ',  ' nan ',  ' Total
 Service ',  ' 121 8 . 4 ',  ' 114 9 . 2 ',  ' 110 3 . 3 ',  ' 69 . 2
'],  [' 6 \%',  ' 45 . 9 ',  ' 4 \%',  ' Percentage  of  net
 revenues ',  ' 26 . 3 \%',  ' 24 . 6 \%',  ' 25 . 3 \%',  ' nan '],
 [' nan ',  ' nan ',  ' nan ',  ' Total  net  revenues ',  '$ 4 ,
627 . 1 ',  '$ 4 , 669 . 1 ',  '$ 4 , 365 . 4 ',  '$ ( 42 . 0 ) ']] \}.

Refer  to  the  provided  table  and  answer  the  question
.  Question :  What  was  the  change  in  Rout ing  from  
2 0 1 3  to  2 0 1 4 ?.  Table :  \{" table \_headers ":  [' ',
 '',  '',  '',  '',  '',  '',  ' '],  " table \_rows ":  [ [' Years  End ed
 December  3 1 ,',  ' nan ',  ' 2 0 1 4 ',  ' 2 0 1 3 ',  ' nan ',
 ' nan ',  ' nan ',  ' nan '],  [' 2 0 1 2 ',  ' 2 0 1 4  vs .  2 0 1
3 ',  ' 2 0 1 3  vs .  2 0 1 2 ',  ' nan ',  ' nan ',  ' nan ',  ' nan
',  '$  Change '],  [' \%  Change ',  '$  Change ',  '\%
 Change ',  ' Routing ',  '$ 2 , 2 2 3 . 9 ',  '$ 2 , 3 1 8 . 0 ',
 '$ 2 , 0 3 7 . 6 ',  ' $( 9 4 . 1 ) '],  [' ( 4 )\% ',  '$ 2 8 0 . 4 ',  '
1 4 \%',  ' Switch ing ',  ' 7 2 1 . 2 ',  ' 6 3 8 . 0 ',  ' 5 5 4 . 8
',  ' 8 3 . 2 '],  [' 1 3 \%',  ' 8 3 . 2 ',  ' 1 5 \%',  ' Security ',  '
4 6 3 . 6 ',  ' 5 6 3 . 9 ',  ' 6 6 9 . 7 ',  '( 1 0 0 . 3 ) '],  [' ( 1 8
)\% ',  '( 1 0 5 . 8 )',  '( 1 6 )\% ',  ' Total  Product ',  ' 3 4 0 8
. 7 ',  ' 3 5 1 9 . 9 ',  ' 3 2 6 2 . 1 ',  '( 1 1 1 . 2 ) '],  [' ( 3 )\%
',  ' 2 5 7 . 8 ',  ' 8 \%',  ' Percentage  of  net  revenues ',  '
7 3 . 7 \%',  ' 7 5 . 4 \%',  ' 7 4 . 7 \%',  ' nan '],  [' nan ',  '
nan ',  ' nan ',  ' Total  Service ',  ' 1 2 1 8 . 4 ',  ' 1 1 4 9 . 2
',  ' 1 1 0 3 . 3 ',  ' 6 9 . 2 '],  [' 6 \%',  ' 4 5 . 9 ',  ' 4 \%',  '
Percentage  of  net  revenues ',  ' 2 6 . 3 \%',  ' 2 4 . 6 \%',
 ' 2 5 . 3 \%',  ' nan '],  [' nan ',  ' nan ',  ' nan ',  ' Total  net
 revenues ',  '$ 4 , 6 2 7 . 1 ',  '$ 4 , 6 6 9 . 1 ',  '$ 4 , 3 6 5 .
4 ',  ' $( 4 2 . 0 ) '] ]\}.

Refer  to  the  provided  table  and  answer  the  question
.  Question :  What  was  the  change  in  Routing  from  
201 3  to  201 4 ?.  Table :  \{" table \_headers ":  ['',  '',
 '',  '',  '',  '',  '',  ' '],  " table \_rows ":  [[' Years  Ended
 December  31 ,',  ' nan ',  ' 201 4 ',  ' 201 3 ',  ' nan ',  '
nan ',  ' nan ',  ' nan '],  [' 201 2 ',  ' 201 4  vs .  201 3 ',  '
201 3  vs .  201 2 ',  ' nan ',  ' nan ',  ' nan ',  ' nan ',  '$
 Change '],  [' \%  Change ',  '$  Change ',  '\%  Change ',  '
Routing ',  '$ 2 , 223 . 9 ',  '$ 2 , 318 . 0 ',  '$ 2 , 037 . 6 ',
 '$ ( 94 . 1 ) '],  [' ( 4 )\% ',  '$ 280 . 4 ',  ' 14 \%',  ' Switch
ing ',  ' 721 . 2 ',  ' 638 . 0 ',  ' 554 . 8 ',  ' 83 . 2 '],  [' 13
\%',  ' 83 . 2 ',  ' 15 \%',  ' Security ',  ' 463 . 6 ',  ' 563 . 9 ',
 ' 669 . 7 ',  '( 100 . 3 ) '],  [' ( 18 )\% ',  '( 105 . 8 )',  '( 16
)\% ',  ' Total  Product ',  ' 340 8 . 7 ',  ' 351 9 . 9 ',  ' 326 2
. 1 ',  '( 111 . 2 ) '],  [' ( 3 )\% ',  ' 257 . 8 ',  ' 8 \%',  '
Percentage  of  net  revenues ',  ' 73 . 7 \%',  ' 75 . 4 \%',  '
74 . 7 \%',  ' nan '],  [' nan ',  ' nan ',  ' nan ',  ' Total
 Service ',  ' 121 8 . 4 ',  ' 114 9 . 2 ',  ' 110 3 . 3 ',  ' 69 . 2
'],  [' 6 \%',  ' 45 . 9 ',  ' 4 \%',  ' Percentage  of  net
 revenues ',  ' 26 . 3 \%',  ' 24 . 6 \%',  ' 25 . 3 \%',  ' nan '],
 [' nan ',  ' nan ',  ' nan ',  ' Total  net  revenues ',  '$ 4 ,
627 . 1 ',  '$ 4 , 669 . 1 ',  '$ 4 , 365 . 4 ',  '$ ( 42 . 0 ) ']] \}.
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s Based  on  the  provided  table ,  the
 change  in  Rout ing  from  2 0 1 3  to
 2 0 1 4  was  a  decrease  of  $ 9 4 .
1  million .  This  is  indicated  in  the
 row  with  the  label  " Routing "  under
 the  column  "$  Change ".

According  to  the  table ,  the  change  in
 Routing  from  201 3  to  201 4  was
 a  decrease  of  $( 42 . 0 ).

Figure 5: Interpretability analysis using Input x Gradient on Mistral-Nemo (correct prediction) and Llama3 (incorrect
prediction) for a ComTQA (FinTabNet) instance with the Dict format. The gold answer to the given question is

“decrease of $94.1”. Redder highlights correspond to higher importance. The prompts are abbreviated in the middle,
indicated with the dashed line. In addition, for the output, we visualise the log-probabilities representing the model’s
confidence (dark green = very confident).

without a finite number of classes (Rönnqvist et al.,
2022). Due to computational and visualisation con-
straints, we selected four ComTQA and two Log-
icNLG instances. The former was chosen for its
shorter reference and prediction lengths compared
to other subsets, while the latter was selected for
achieving the highest scores across LLMs. We com-
pare the best (Mistral-Nemo) and worst (Llama3)
performing open-source LLMs.16

Figure 5 shows saliency maps as determined by
the Input x Gradient explainer and log-probabilities
for the generation (see §3.1). In this ComTQA
(FinTabNet) example, with the table represented as
a Dict in the input, we first notice that positive at-
tributions are generally sparse due to the saturation
problem (Shrikumar et al., 2017) and potentially
the long context. Llama3 puts most attribution to-
wards start and end of the prompt and the row value
mentioned in the question (“Routing”). Mistral-
Nemo, on the other hand, focuses much more on
the year columns that are relevant to answering
the question correctly. A key difference also lies
in the tokenisation: While Mistral-Nemo splits all
numbers into single digits, Llama3 often uses three-

16Saliency maps for these examples, along with additional
instances, are available also in our GitHub repository.

digit tokens where the fourth digit of a year is cut
off. We assume that this makes it harder for Llama3
to process the marginal differences correctly.

The log-probabilities for the generated tokens
are a proxy for the model’s confidence. Here, we
observe high uncertainty in Llama3 generating the
core of the answer, the number token “42”, which
is incorrect. Mistral-Nemo, on the contrary, cor-
rectly answers the question and we can see that it is
certain about it from the high log-probabilities. Ad-
ditionally, the model shows high confidence in the
row “Routing” and column “Change” as the loca-
tion of the answer, which indeed corresponds to the
true position of the value (see also Figure 22 in Ap-
pendix H). At the same time, it is uncertain about
optional, meaning-preserving generations such as
the token “provided” as a qualifier for “table” and
the beginning of the second sentence following the
answer which serves as a rationale for the model’s
decision-making (Lu et al., 2024).

Appendix H shows five more examples for
ComTQA and LogicNLG instances. We also ob-
serve a repeating pattern of the start and end of
a prompt being attributed the most. While these
observations are based on a small set of instances,
our pipeline enables computing saliency maps for



any combination of prompt, input format, model,
and dataset in future experiments.

4 Related work

Earlier TU studies leverage LLMs by represent-
ing tables as sequential text, either through naïve
linearisation or by incorporating delimiters and spe-
cial tokens (Fang et al., 2024). Some works focus
on fine-tuning LLMs to enhance TU (Zhang et al.,
2024c,b; Herzig et al., 2020; Yin et al., 2020; Gong
et al., 2020; Iida et al., 2021), while others explore
LLMs’ table reasoning abilities through prompt
engineering (Zhao et al., 2023; Chen, 2023; Sui
et al., 2024). However, compared to natural lan-
guage, tables present unique challenges to LLMs
due to their varying layout structures, feature het-
erogeneity, and a large number of components lead-
ing to excessively long sequences (Borisov et al.,
2022). The latter is particularly problematic, as
most LLMs become inefficient due to the quadratic
complexity of self-attention (Vaswani et al., 2017).
With recent advances in vision and multimodal-
ity research, using MLLMs for TU has gained in-
creasing attention with models like GPT-4 (OpenAI
et al., 2024) and Gemini (Team et al., 2024), be-
ing widely adopted. Although, similar to LLMs,
MLLMs also struggle with understanding struc-
tured data (Zheng et al., 2024).

Several studies examine the impact of the ta-
ble representation on models’ efficiency, indicating
that different table formats suit specific TU tasks
and LLMs at hand (Deng et al., 2024; Sui et al.,
2024; Zhang et al., 2024d; Singha et al., 2023). For
instance, Sui et al. (2024) find HTML and XML
being better understood by GPT models than Mark-
down, JSON, and natural language with separators
encoding. In contrast, Singha et al. (2023) observe
that using HTML leads to lower performance for
the fact-finding and transformation tasks compared
to dataframe-based and JSON formats. Meanwhile,
Deng et al. (2024) analyse how models’ reasoning
abilities vary when tables are represented as text
vs. images showing that Gemini Pro and GPT-4
perform similarly across both modalities.

While these studies offer insights into the ef-
fectiveness of (M)LLMs in interpreting structured
data across formats, they focus primarily on non-
scientific contexts like Wikipedia and finance. This
is likely due to the abundance of established, large-
scale datasets based on tables from these sources,
including WikiTables (Bhagavatula et al., 2015),

ToTTo (Parikh et al., 2020), and TabFact, (Chen
et al., 2020b), to name a few. Furthermore, inter-
pretability for TU tasks remains under-researched,
as related works mainly consider unstructured
text and are disconnected from downstream ap-
plications (Ferrando et al., 2024; Tenney et al.,
2024), rarely focusing on other long-form tasks like
retrieval-augmented generation (Qi et al., 2024) or
QA (Enouen et al., 2024). Nguyen et al. (2025)
use attributions to make tabular QA explainable
but they are constrained to the text-to-SQL setup.
Unlike prior studies, this paper focuses on cross-
domain and cross-modality evaluation, comparing
the performance and explanations of (M)LLMs on
both scientific and non-scientific tables, covering
image and diverse text representations of tables.

5 Conclusion

We conducted an evaluation study to explore the
robustness of diverse (M)LLMs on scientific vs.
non-scientific tables across image and four text for-
mats. The findings reveal that current models ob-
tain decent performance across both vision and text
modalities but significantly struggle with scientific
tabular data. Additionally, we explored the appli-
cability of interpretability methods to TU tasks to
get insights into the decision-making of LLMs. We
found feature attributions to be a useful tool for
revealing model uncertainty, its attention to table
structure and relevant content, and tokenisation dif-
ferences which might potentially affect predictions.

Limitations

Although this study provides insights into the
strengths and limitations of (M)LLMs in under-
standing tables, it has several limitations. First, we
use the same prompts across (M)LLMs and do not
postprocess the predictions which may contribute
to lower score values. Experimenting with model-
specific prompts and structured outputs using tools
such as Jsonformer17 could lead to better results.
Second, we rely on automatic metrics, the draw-
backs of which have been well-documented previ-
ously (Schmidtova et al., 2024; Gehrmann et al.,
2023). Third, we focus only on interpretability
for the text input, while methods like CC-SHAP
(Parcalabescu and Frank, 2025) remain the next
step to measure the importance of each modality
in MLLM decision-making. Fourth, annotating
all subsets in TableEval for a common task and

17https://github.com/1rgs/jsonformer

https://github.com/1rgs/jsonformer


evaluating (M)LLMs on the entire corpus could be
beneficial and we leave it for future work. Finally,
the dataset is limited to the English language and
thus does not allow for the assessment of multilin-
gual TU.

Ethics statement

The data used in this study is based on publicly
available datasets. We adhere to their respective
licenses and conditions of use in our experiments.
Additional table formats are generated with Python
scripts and open-access tools or collected from
the original table sources which are under per-
missive licenses. All (M)LLMs, except Gemini-
2.0-Flash, employed for the experiments are open-
access. Those models might potentially possess
biases, as outlined by their developers, which re-
searchers should be aware of.
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A Dataset statistics

Dataset
Image Dict LATEX HTML XML

Instances Tables Instances Tables Instances Tables Instances Tables Instances Tables

Scientific tables

ComTQA (PubTables-1M) 6232 932 6232 932 6232 932 6232 932 6232 932
numericNLG 135 135 135 135 135 135 135 135 135 135
SciGen 1035 1035 1035 1035 928 928 985 985 961 961
Total 7402 2102 7402 2102 7295 1995 7352 2052 7328 2028

Non-scientific tables

ComTQA (FinTabNet) 2838 659 2838 659 2838 659 2838 659 2838 659
LogicNLG 917 184 917 184 917 184 917 184 917 184
Logic2Text 155 72 155 72 155 72 155 72 155 72
Total 3910 915 3910 915 3910 915 3910 915 3910 915

Table 4: Data distribution in the TableEval corpus for each format and subset.

B Dataset examples

QA task: ComTQA (PubTables-1M)

BMC Developmental Biology 2005, 5:8 http://www.biomedcentral.com/1471-213X/5/8
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hours. We find that all three alleles of kin-29 are similar in
length at the L1 stage to N2 animals. This is also what we
observe for sma-6(wk7) which suggests that kin-29 delays
growth post-embryonically, as do Sma/Mab pathway
components (Fig. 6). The Sma body size of kin-29 is there-
fore due to a delay in development in later larval stages.

In addition, we find that kin-29 grows more slowly than
N2 and Sma/Mab pathway mutants do. Animals hatched
and grown at 20°C were scored based on their develop-
mental stage after 72 hours. We find that 99% of wild-type
animals are adults at this time point, while only 2% of kin-
29(wk61) animals are adults (Table 4). Lanjuin and col-
leagues report a similar observation; 98% of wild-type
animals hatched and grown at 25°C for 3 days were adults
in comparison to approximately 24% of kin-29(oy38) ani-
mals [19]. We asked if lon-1(lf) could suppress the devel-

opmental delay characteristic of kin-29(wk61) animals
(Table 4). lon-1(wk50) mutants on their own show a slight
delay in development, but which is distinguishable from
the Sma/Mab mutants. In the double mutant lon-
1(wk50);kin-29(wk61), we find that the developmental
defect of kin-29(wk61) can be partially suppressed by lon-
1(wk50). This result is consistent with our conclusion that
lon-1 is genetically downstream of kin-29.

We observed that Sma/Mab pathway mutants have a
reduced brood size. In addition to the developmental
defects, kin-29(wk61) also has a reduced brood size (Table
5). Like sma-6(lf) and lon-1(lf), kin-29(wk61) shows a
brood size approximately 30% the size of that seen in
wild-type animals. We find that sma-6(wk7) and lon-
1(wk50) along with kin-29(oy38) and kin-29(oy39) have a
reduction in brood size as well. Although brood size is
affected, embryonic survival rate appears to be normal.

kin-29 affects dauer pathway signaling
Several components of the Sma/Mab pathway have been
shown to genetically interact with members of the dauer
pathway [9,14]. The dauer-constitutive (Daf-c) phenotype
of the type I receptor daf-1 is enhanced by mutations in
sma-6. At 15°C, daf-1 mutant strains exhibit a very weak
dauer-constitutive phenotype. However, sma-6(wk7); daf-
1(m40) mutants show a 50% increase in the number of

The small body size phenotype of kin-29animals is a result of defects in postembryonic developmentFigure 6
The small body size phenotype of kin-29animals is a 
result of defects in postembryonic development. N2, 
sma-6(wk7), kin-29(wk61), kin-29(oy38) and kin-29(oy39) were 
hatched and synchronized as L1 animals. L1 animals were 
measured at time zero and then at 24-hour time points span-
ning a 96 hour period. kin-29 animals are developmentally 
delayed and over time, kin-29(lf) animals never reach a wild-
type body size. Perimeter measurements for at least 22 ani-
mals were averaged at each time point. Error bars represent 
standard deviation values. Values for N2 and kin-29 mutants 
are significantly different (p < 0.001).

Table 4: lon-1 partially suppresses the developmental defect of 
kin-29(wk61)

% Adult animals % Adults 4 animals

Genotype 20°C 20°C

N2 99 (185) 99 (185)
lon-1(wk50) 64 (245) 80 (245)
kin-29(wk61) 2 (475) 43 (475)
lon-1(wk50);kin-29(wk61) 40 (202) 63 (202)

Number of animals scored is shown in parentheses.

Table 5: Brood size analysis of kin-29 alleles

Genotype % of wild-type brood size

N2 100 (270)
sma-6(wk7) 64 (172)
lon-1(wk50) 81 (219)
kin-29(wk61) 32 (86)
kin-29(oy38) 81 (218)
kin-29(oy39) 80 (217)

Number of eggs scored for each genotype is shown in parentheses.

Question: What is the title of the table?

Answer: Brood size analysis of kin-29 alleles

Figure 6: An example from ComTQA (PubTables-1M), illustrating a table, a corresponding question, and a gold
answer.
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Dividends 
 
From time to time, as determined by its Board of Directors, PPL 
Electric pays dividends on its common stock to its parent, PPL. 
 
As discussed in Note 8 to the Financial Statements, PPL Electric 
may not pay dividends on its common stock, except in certain 
circumstances, unless full dividends have been paid on the 
6.25% Series Preference Stock for the then-current dividend 
period.  Additionally, PPL Electric's 2001 Senior Secured Bond 
Indenture restricts dividend payments on its common stock in 
the event that PPL Electric fails to meet an interest coverage 
ratio or fails to comply with certain requirements included in its 
Articles of Incorporation and Bylaws to maintain its 
separateness from PPL and PPL's other subsidiaries.  PPL 
Electric does not, at this time, expect that any of such limitations 
would significantly impact its ability to declare dividends. 
 
PPL Electric expects to continue to pay quarterly dividends on 
its outstanding preferred securities, if and as declared by its 
Board of Directors. 
 
Credit Ratings
 
Moody's, S&P and Fitch periodically review the credit ratings 
on the debt and preferred securities of PPL Electric.  Based on 
their respective independent reviews, the rating agencies may 
make certain ratings revisions or ratings affirmations. 
 
A credit rating reflects an assessment by the rating agency of the 
creditworthiness associated with an issuer and particular 
securities that it issues.  The credit ratings of PPL Electric are 
based on information provided by PPL Electric and other 
sources.  The ratings of Moody's, S&P and Fitch are not a 
recommendation to buy, sell or hold any securities of PPL 
Electric.  Such ratings may be subject to revisions or withdrawal 
by the agencies at any time and should be evaluated 
independently of each other and any other rating that may be 
assigned to the securities.  A downgrade in PPL Electric's credit 
ratings could result in higher borrowing costs and reduced 
access to capital markets. 
 
The following table summarizes the credit ratings of PPL 
Electric at December 31, 2008. 
 

  Moody's   S&P Fitch (a) 
PPL Electric (b)      

Senior Unsecured/Issuer 
Rating  Baa1 

 
A- BBB 

First Mortgage Bonds  A3  A- A- 
Senior Secured Bonds  A3  A- A- 
Commercial Paper  P-2  A-2 F2 
Preferred Stock  Baa3  BBB BBB 
Preference Stock  Baa3  BBB BBB 
Outlook  STABLE  STABLE STABLE 

 
(a)  Issuer Rating for Fitch is an "Issuer Default Rating." 
(b)  Excludes Pollution Control Revenue Bonds issued by the LCIDA and the 

PEDFA on behalf of PPL Electric, of which the LCIDA bonds are insured and 
may be rated on the basis of relevant factors, including the insurer's ratings. 

 
Moody's and S&P did not take any actions related to PPL 
Electric during 2008.  In March 2008, Fitch completed a review 

of its credit ratings for PPL Electric and affirmed all the ratings 
for PPL Electric, with the exception that it lowered the preferred 
stock rating to BBB from BBB+.  Fitch stated in the related 
press release that the lower preferred stock rating reflects its 
junior position in the capital structure and does not reflect any 
change in credit quality. 
 
In January 2009, S&P completed a review of PPL Electric, upon 
which it revised its outlook to negative from stable and affirmed 
the A- issuer rating of PPL Electric.  S&P stated in its press 
release that the revision in its outlook reflects the linkage with 
PPL, whose outlook was also revised to negative from stable, 
along with their expectation that PPL Electric's financial metrics 
could weaken beginning in 2010. 
 
Off-Balance Sheet Arrangements
 
PPL Electric has entered into certain guarantee agreements that 
are within the scope of FIN 45.  See Note 15 to the Financial 
Statements for a discussion of guarantees. 

Risk Management
 
Market Risk
 
Commodity Price Risk - PLR Contracts through 2009 
 
PPL Electric and PPL EnergyPlus have power supply 
agreements under which PPL EnergyPlus sells to PPL Electric 
(under a predetermined pricing arrangement) energy and 
capacity to fulfill PPL Electric's PLR obligation through 2009.  
As a result, PPL Electric has shifted any electric price risk 
relating to its PLR obligation to PPL EnergyPlus through 2009.  
See Note 16 to the Financial Statements for information 
regarding credit risk associated with the PLR contracts with PPL 
EnergyPlus. 
 
Commodity Price Risk - PLR Contracts Subsequent to 2009 
 
In order to mitigate the risk that PPL Electric will not be able to 
obtain adequate energy supply subsequent to 2009, when the 
full requirements of energy supply agreements with PPL 
EnergyPlus expire, PPL Electric has entered into power 
purchase agreements that include fixed prices.  PPL Electric's 
future financial performance will be affected by its ability to 
enter into other new supply contracts, the duration and pricing 
of such contracts relative to prevailing market conditions, the 
regulatory treatment for such contracts and the associated 
recovery of its supply costs.  Depending on these factors, PPL 
Electric's financial results may be materially adversely affected.  
See "Overview" for information on the PUC-approved 
procurement plan and other ongoing Pennsylvania regulatory 
and legislative activities. 
 
Interest Rate Risk 

PPL Electric has issued debt to finance its operations, which 
exposes it to interest rate risk.  At December 31, 2008 and 2007, 
PPL Electric's potential annual exposure to increased interest 
expense, based on a 10% increase in interest rates, was not 

Question: What is the rating of commercial paper?

Answer: P-2 A-2 F2

Figure 7: An example from ComTQA (FinTabNet), illustrating a table, a corresponding question, and a gold answer.

T2T task: numericNLG

Genre Sentences Length Yield Precision
News* 100 19.3 142 78.9
News 100 19.3 144 70.8
Wiki 100 21.4 178 61.8
Web 100 19.2 165 49.1
Total 300 20.0 487 60.2

Table 1: Corpus size (length in token) and system performance

by genre. News* used gold trees and is not included in total.

(OLLIE) on datasets of similar genre. The reported
yield per sentence is higher for ClausIE (4.2), OL-
LIE (2.6) and WOE (2.1), but smaller for Reverb
(1.4). However, we note that in their evaluation, they
configured all systems to output only two-argument-
extractions. For example, from a sentence such as

The principal opposition parties boycotted
the polls after accusations of vote-rigging.

OLLIE can either make two binary extractions

boycotted ( the principal opposition parties ;
the polls )
boycotted the polls after ( the principal oppo-
sition parties ; accusations of vote-rigging )

or just a single extraction with three arguments.
PropS always extracts the combined tuple

boycotted ( the principal opposition parties ,
the polls , after accusations of vote-rigging ),

which is in line with the default configuration of
more recent Open IE systems.

For the sake of comparability, we conjecture that
the yield of our system would increase if we broke
down higher-arity tuples in a similar fashion: As-
suming that every extraction with n arguments, n >
2, can be split into n � 1 separate extractions, our
system’s yield would increase from 1.6 to 3.0. That
is in line with the numbers reported above for the
binary configuration for English. Overall, this in-
dicates a reasonable performance of our straightfor-
ward porting of PropS to German.

Extractions were most frequently labeled as in-
correct due to false relation labels (32%), overspeci-
fied arguments (21%) and wrong word order in argu-
ments (19%). Analyzing our system’s performance
on the treebank, we can see that the usage of gold de-
pendencies increases the precision by 8 percentage
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Figure 2: Extraction precision at increasing yield by genre.

points, making parsing errors responsible for about
28% of the incorrect extractions. Since the mate-
tools parser is trained on the full TIGER treebank,
including our experimental data, its error contribu-
tion on unseen data might be even higher.

6 Conclusion

Using PropS and German as examples, we showed
that a rule-based Open IE system for English can be
ported to another language in a reasonable amount
of time. As a result, we presented the first Open
IE system for German. In the future, studies tar-
geting less similar languages could further evaluate
the portability of PropS. Directions for future work
on PropsDE are extensions of the rule set to better
cover complex coordination constructions, nested
sentences and nominal predicates.
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ary Facts in Open Information Extraction. In Proceed-
ings of the Joint Workshop on Automatic Knowledge
Base Construction & Web-scale Knowledge Extrac-
tion, pages 52–56, Montreal, Canada.

896

Description: Results. From the whole corpus of 300 sentences, PropsDE extracted
487 tuples, yielding on average 1.6 per sentence with 2.9 arguments. 60% of
them were labeled as correct. Table 1 shows that most extractions are made
from Wikipedia articles, whereas the highest precision can be observed for
newswire text. According to our expectations, web pages are most challenging,
presumably due to noisier language. These differences between the genres can
also be seen in the precision-yield curve (Figure 2).

Figure 8: An example from numericNLG, illustrating a table and its corresponding gold description.



T2T task: SciGen

fine-tune the ELMo LSTM weights along with the
CNN weights on the downstream CNN task. As in
Section 3, we check performance with and without
the final projection into the rule-regularized space.
We present our results in Table 2.

Switching to ELMo word embeddings improves
performance by 2.9 percentage points on an aver-
age, corresponding to about 53 test sentences. Of
these, about 32 sentences (60% of the improve-
ment) correspond to A-but-B and negation style
sentences, which is substantial when considering
that only 24.5% of test sentences include these dis-
course relations (Table 1). As further evidence that
ELMo helps on these specific constructions, the
non-ELMo baseline model (no-project, no-distill)
gets 255 sentences wrong in the test corpus on av-
erage, only 89 (34.8%) of which are A-but-B style
or negations.

Statistical Significance: Using a two-sided
Kolmogorov-Smirnov statistic (Massey Jr, 1951)
with ↵ = 0.001 for the results in Table 2, we find
that ELMo and projection each yield statistically
significant improvements, but distillation does not.
Also, with ELMo, projection is not significant.
Specific comparisons have been added in the Ap-
pendix, in Table A3.

KL Divergence Analysis: We observe no sig-
nificant gains by projecting a trained ELMo model
into an A-but-B rule-regularized space, unlike the
other models. We confirm that ELMo’s predic-
tions are much closer to the A-but-B rule’s man-
ifold than those of the other models by computing
KL(q✓||p✓) where p✓ and q✓ are the original and
projected distributions: Averaged across all A-but-
B sentences and 100 seeds, this gives 0.27, 0.26
and 0.13 for the Kim (2014), Hu et al. (2016)
with distillation and ELMo systems respectively.

Intra-sentence Similarity: To understand the
information captured by ELMo embeddings for
A-but-B sentences, we measure the cosine simi-
larity between the word vectors of every pair of
words within the A-but-B sentence (Peters et al.,
2018b). We compare the intra-sentence similar-
ity for fine-tuned word2vec embeddings (base-
line), ELMo embeddings without fine-tuning and
finally fine-tuned ELMo embeddings in Figure 3.
In the fine-tuned ELMo embeddings, we notice
the words within the A and within the B part of
the A-but-B sentence share the same part of the
vector space. This pattern is less visible in the

Model Test but but or neg

no-distill no-project 85.98 78.69 80.13
no-distill project 86.54 83.40 -

distill 7 no-project 86.11 79.04 -
distill project 86.62 83.32 -

ELMo no-project 88.89 86.51 87.24
ELMo project 88.96 87.20 -

Table 2: Average performance (across 100 seeds) of ELMo
on the SST2 task. We show performance on A-but-B sen-
tences (“but”), negations (“neg”).

ELMo embeddings without fine-tuning and absent
in the word2vec embeddings. This observation
is indicative of ELMo’s ability to learn specific
rules for A-but-B sentences in sentiment classifica-
tion. More intra-sentence similarity heatmaps for
A-but-B sentences are in Figure A1.

5 Crowdsourced Experiments

We conduct a crowdsourced analysis that reveals
that SST2 data has significant levels of ambiguity
even for human labelers. We discover that ELMo’s
performance improvements over the baseline are
robust across varying levels of ambiguity, whereas
the advantage of Hu et al. (2016) is reversed in
sentences of low ambiguity (restricting to A-but-B
style sentences).

Our crowdsourced experiment was conducted
on Figure Eight.8 Nine workers scored the senti-
ment of each A-but-B and negation sentence in the
test SST2 split as 0 (negative), 0.5 (neutral) or 1
(positive). (SST originally had three crowdwork-
ers choose a sentiment rating from 1 to 25 for ev-
ery phrase.) More details regarding the crowd ex-
periment’s parameters have been provided in Ap-
pendix A.

We average the scores across all users for each
sentence. Sentences with a score in the range
(x, 1] are marked as positive (where x 2 [0.5, 1)),
sentences in [0, 1 � x) marked as negative, and
sentences in [1 � x, x] are marked as neutral.
For instance, “flat , but with a revelatory perfor-
mance by michelle williams” (score=0.56) is neu-
tral when x = 0.6.9 We present statistics of
our dataset10 in Table 3. Inter-annotator agree-

7Trained on sentences and not phrase-level labels for a fair
comparison with baseline and ELMo, unlike Section 3.2.

8 https://www.figure-eight.com/
9More examples of neutral sentences have been provided

in the Appendix in Table A1, as well as a few “flipped” sen-
tences receiving an average score opposite to their SST2 label
(Table A2).

10The dataset along with source code can be found in

Description: Switching to ELMo word embeddings improves performance by 2.9
percentage points on an average, corresponding to about 53 test sentences.
Of these, about 32 sentences (60% of the improvement) correspond to A-but-B
and negation style sentences, [CONTINUE] As further evidence that ELMo helps
on these specific constructions, the non-ELMo baseline model (no-project,
no-distill) gets 255 sentences wrong in the test corpus on average, only 89
(34.8%) of which are A-but-B style or negations.

Figure 9: An example from SciGen, illustrating a table and its corresponding gold description.

T2T task: LogicNLGFilename / Topic /
Similarity Original Content Matched Table Image

2-18424778-6.html.csv
>

black ice
(album)

0.9884512617683945

['country' 'date' 'label' 'format'
'catalogue no']

[['europe', '17 october 2008',
'columbia', 'cd , double lp',

'88697392232'], ['australia', '18
october 2008', 'sony music', 'cd',

'88697392382'], ['united
kingdom', '20 october 2008',
'columbia', 'cd , double lp',
'88697392232'], ['united

kingdom', '1 december 2008',
'columbia', 'cd (limited edition
steel - box)', '88697417452'],

['united states', '20 october 2008',
'columbia', 'cd', '88697338292'],
['japan', '22 october 2008', 'sony

music', 'cd', 'sicp - 2055'],
['germany', '5 december 2008',
'columbia', 'cd (limited edition
steel - box)', '886974174523'],

['global ( itunes )', '19 november
2012', 'columbia', 'digital

download', '88697338292']]

Country Date Label Format Catalogue No.

Europe 17 October 2008[160] Columbia CD, Double LP #88697392232

Australia 18 October 2008[39] Sony
Music CD #88697392382

United Kingdom
20 October 2008[161]

[162] Columbia
CD, Double LP #88697392232

1 December 2008[38] CD (limited edition steel-box) #88697417452

United States 20 October 2008 Columbia CD #88697338292

Japan 22 October 2008[163] Sony
Music CD SICP-2055

Germany 5 December 2008[164] Columbia CD (limited edition steel-box) #886974174523

Global (iTunes) 19 November 2012[49] Columbia Digital download #88697338292

2-12164751-7.html.csv
>

forbes' list of
the most
valuable

football clubs

0.95827083273531

['team' 'country' 'value (m)'
'debt as %of value' '% change

on year' 'revenue (m)'
'operating income (m)']

[['manchester united', 'england',
'1453', '84', '6', '310', '92'], ['real
madrid', 'spain', '1036', '10', '2',
'374', '83'], ['arsenal', 'england',

'915', '53', '9', '246', '20'], ['bayern
munich', 'germany', '838', '0', '9',
'262', '62'], ['milan', 'italy', '824',
'0', '- 10', '305', '46'], ['juventus',

'italy', '567', '17', '- 18', '321', '45'],
['internazionale', 'italy', '555', 'n /

a', '10', '264', '26'], ['chelsea',
'england', '537', '28', '6', '283', '-
37'], ['barcelona', 'spain', '535',
'12', '22', '331', '12'], ['schalke',
'germany', '471', '53', '45', '157',

'37'], ['liverpool', 'england', '454',
'18', '28', '225', '37'], ['lyon',

'france', '343', 'n / a', '65', '163',
'10'], ['newcastle united', 'england',

'260', '46', '- 14', '159', '11'],
['tottenham hotspur', 'england',
'243', '0', '27', '137', '9'], ['roma',
'italy', '224', '0', '- 15', '162', '53'],

['hamburg', 'germany', '221', 'n / a',
'n / a', '130', '31'], ['manchester
city', 'england', '208', '83', '- 6',
'114', '9'], ['borussia dortmund',

'germany', '199', '126', '61', '114',
'1'], ['ajax', 'netherlands', '196', '0',
'13', '95', '9'], ['celtic', 'scotland',

'185', '14', '18', '106', '- 8'],
['everton', 'england', '165', '32',
'34', '107', '- 15'], ['marseille',

'france', '157', 'n / a', 'n / a', '105',
'6'], ['west ham united', 'england',

'156', '27', 'n / a', '111', '6'],
['rangers', 'scotland', '147', '7', '32',
'113', '12'], ['aston villa', 'england',

'140', '16', '16', '91', '- 21']]

# Team Country Value ($M)[6] Debt as
%of value[15]

% change
on year Revenue ($M)

Operating
income($m)[16]

1 Manchester United  England 1,453 84 6 310 92

2 Real Madrid  Spain 1,036 10 2 000 83

3 Arsenal  England 915 53 9 246 20

4 Bayern Munich  Germany 838 0 9 262 62

5 A.C. Milan  Italy 824 0 -10 305 46

6 Juventus  Italy 567 17 -18 321 45

7 Inter Milan  Italy 555 n/a 10 264 26

8 Chelsea  England 537 28 6 283 -37

9 Barcelona  Spain 535 12 22 331 12

10 Schalke  Germany 471 53 45 157 37

11 Liverpool  England 454 18 28 225 37

12 Lyon  France 343 n/a 65 163 10

13 Newcastle United  England 260 46 -14 159 11

14 Tottenham Hotspur  England 243 0 27 137 9

15 Roma  Italy 224 0 -15 162 53

16 Hamburg  Germany 221 n/a n/a 130 31

17 Manchester City  England 208 83 -6 114 9

18 Borussia Dortmund  Germany 199 126 61 114 1

19 Ajax  Netherlands 196 0 13 95 9

20 Celtic  Scotland 185 14 18 106 -8

21 Everton  England 165 32 34 107 -15

22 Marseille  France 157 n/a n/a 105 6

23 West Ham United  England 156 27 n/a 111 6

24 Rangers  Scotland 147 7 32 113 12

25 Aston Villa  England 140 16 16 91 -21

2-15715109-9.html.csv
>

list of united
states national

ice hockey
team rosters

0.9915524904986525

['name' 'height (cm)' 'weight
(kg)' 'birthdate' 'birthplace'

'19631964 team']
[['david brooks', '175', '68', '27
december 1939', '| saint paul ,

minnesota', 'rochester mustangs (
ushl )'], ['herb brooks', '186', '98',

'5 august 1937', '| saint paul ,
minnesota', 'rochester mustangs (
ushl )'], ['roger christian', '175',

'68', '1 december 1935', '| warroad
, minnesota', 'warroad lakers'],
['bill christian', '176', '80', '29

january 1938', '| warroad ,
minnesota', 'warroad lakers'],

['paul coppo', '180', '80', '2
november 1938', 'hancock ,

michigan', 'green bay bobcats (
ushl )'], ['daniel dilworth', '172',

'77', '23 february 1942',
'international falls , minnesota', 'st

paul saints ( ihl )'], ['dates
fryberger', '177', '73', '5 may
1940', 'duluth , minnesota',
'middlebury college'], ['paul
johnson', '183', '82', '18 may

1937', 'west st paul , minnesota',
'waterloo black hawks ( ushl )'],
['red martin', '183', '86', '5 july
1938', 'boston , massachusetts',

'none'], ['jim mccoy', '177', '82', '2
january 1942', 'minneapolis ,

minnesota', 'blind river hockey
club'], ['wayne meredith', '175',

'80', '4 october 1939', 'south bend ,
indiana', 'st paul saints ( ihl )'],
['william reichart', '170', '71', '3

july 1935', 'winnipeg , manitoba',
'rochester mustangs ( ushl )'],
['donald ross', '180', '83', '11

october 1942', 'roseau ,
minnesota', 'university of north

dakota ( ncaa )'], ['pat rupp', '175',
'81', '12 august 1942', 'detroit ,

michigan', 'flin flon bombers ( sjhl
)'], ['gary schmaltzbauer', '175',

'73', '27 january 1940', 'saint paul ,
minnesota', 'rochester mustangs (

ushl )'], ['james westby', '183', '82',
'5 february 1937', 'minneapolis ,

minnesota', 'fort frances
canadians'], ['thomas yurkovich',

'180', '82', '29 october 1935',
'eveleth , minnesota', 'rochester

mustangs ( ushl )']]

Name Height (cm) Weight (kg) Birthdate Birthplace 1963–1964 team

David Brooks 175 68 December 27, 1939 |Saint Paul, Minnesota Rochester Mustangs (USHL)

Herb Brooks 186 98 August 5, 1937 |Saint Paul, Minnesota Rochester Mustangs (USHL)

Roger Christian 175 68 December 1, 1935 |Warroad, Minnesota Warroad Lakers

Bill Christian 176 80 January 29, 1938 |Warroad, Minnesota Warroad Lakers

Paul Coppo 180 80 November 2, 1938 Hancock, Michigan Green Bay Bobcats (USHL)

Daniel Dilworth 172 77 February 23, 1942 International Falls, Minnesota St. Paul Saints (IHL)

Dates Fryberger 177 73 May 5, 1940 Duluth, Minnesota Middlebury College

Paul Johnson 183 82 May 18, 1937 West St. Paul, Minnesota Waterloo Black Hawks (USHL)

Red Martin 183 86 July 5, 1938 Boston, Massachusetts None

Jim McCoy 177 82 January 2, 1942 Minneapolis, Minnesota Blind River Hockey Club

Wayne Meredith 175 80 October 4, 1939 South Bend, Indiana St. Paul Saints (IHL)

William Reichart 170 71 July 3, 1935 Winnipeg, Manitoba, Canada Rochester Mustangs (USHL)

Donald Ross 180 83 October 11, 1942 Roseau, Minnesota University of North Dakota (NCAA)

Pat Rupp 175 81 August 12, 1942 Detroit, Michigan Flin Flon Bombers (SJHL)

Gary Schmalzbauer 175 73 January 27, 1940 Saint Paul, Minnesota Rochester Mustangs (USHL)

James Westby 183 82 February 5, 1937 Minneapolis, Minnesota Fort Frances Canadians

Thomas Yurkovich 180 82 October 29, 1935 Eveleth, Minnesota Rochester Mustangs (USHL)

2-17245565-6.html.csv
>

1971 u.s. open
(golf)

0.9809810454669666

['place' 'player' 'country' 'score'
'to par']

[['1', 'jim simons (a)', 'united
states', '71 + 71 + 65 = 207', '- 3'],
['2', 'jack nicklaus', 'united states',

'69 + 72 + 68 = 209', '- 1'], ['3',
'bobby nichols', 'united states', '69

+ 72 + 69 = 210', 'e'], ['t4', 'lee
trevino', 'united states', '70 + 72 +

69 = 211', '+ 1'], ['t4', 'george
archer', 'united states', '71 + 70 +

70 = 211', '+ 1'], ['t4', 'jim colbert',
'united states', '69 + 69 + 73 =
211', '+ 1'], ['t4', 'bob erickson',
'united states', '71 + 67 + 73 =

211', '+ 1'], ['t8', 'ken still', 'united
states', '71 + 72 + 69 = 212', '+ 2'],
['t8', 'larry hinson', 'united states',
'71 + 71 + 70 = 212', '+ 2'], ['t8',

'bruce devlin', 'australia', '72 + 69
+ 71 = 212', '+ 2']]

Place Player Country Score To par
1 Jim Simons (a)  United States 71-71-65=207 −3

2 Jack Nicklaus  United States 69-72-68=209 −1

3 Bobby Nichols  United States 69-72-69=210 E

T4

Lee Trevino  United States 70-72-69=211

+1
George Archer  United States 71-70-70=211

Jim Colbert  United States 69-69-73=211

Bob Erickson  United States 71-67-73=211

T8

Ken Still  United States 71-72-69=212

+2Larry Hinson  United States 71-71-70=212

Bruce Devlin  Australia 72-69-71=212

2-10790804-
13.html.csv

>

1936 vfl season

0.9775349460532063

['home team' 'home team score'
'away team' 'away team score'

'venue' 'crowd' 'date']
[['geelong', '17.20 (122)', 'north
melbourne', '12.8 (80)', 'corio
oval', '8000', '1 august 1936'],

['fitzroy', '13.13 (91)', 'melbourne',
'12.13 (85)', 'brunswick street
oval', '11000', '1 august 1936'],

['south melbourne', '14.19 (103)',
'st kilda', '13.11 (89)', 'lake oval',

'16000', '1 august 1936'],
['hawthorn', '13.13 (91)',

'footscray', '8.21 (69)', 'glenferrie
oval', '10000', '1 august 1936'],

['richmond', '11.14 (80)',
'collingwood', '14.12 (96)', 'punt

road oval', '26000', '1 august
1936'], ['essendon', '8.11 (59)',

'carlton', '17.16 (118)', 'windy hill',
'13000', '1 august 1936']]

Home team Home team score Away team Away team score Venue Crowd Date

Geelong 17.20 (122) North Melbourne 12.8 (80) Corio Oval 8,000 1 August 1936

Fitzroy 13.13 (91) Melbourne 12.13 (85) Brunswick Street Oval 11,000 1 August 1936

South Melbourne 14.19 (103) St Kilda 13.11 (89) Lake Oval 16,000 1 August 1936

Hawthorn 13.13 (91) Footscray 8.21 (69) Glenferrie Oval 10,000 1 August 1936

Richmond 11.14 (80) Collingwood 14.12 (96) Punt Road Oval 26,000 1 August 1936

Essendon 8.11 (59) Carlton 17.16 (118) Windy Hill 13,000 1 August 1936

2-1123314-1.html.csv
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1997
luxembourg
grand prix

0.9664821366007995

['driver' 'constructor' 'laps'
'time / retired' 'grid']

[['jacques villeneuve', 'williams -
renault', '67', '1:31:27.843', '2'],
['jean alesi', 'benetton - renault',
'67', '+ 11.770', '10'], ['heinz -
harald frentzen', 'williams -
renault', '67', '+ 13.480', '3'],
['gerhard berger', 'benetton -
renault', '67', '+ 16.416', '7'],

['pedro diniz', 'arrows - yamaha',
'67', '+ 43.147', '15'], ['olivier

panis', 'prost - mugen - honda',
'67', '+ 43.750', '11'], ['johnny

herbert', 'sauber - petronas', '67', '+
44.354', '16'], ['damon hill',

'arrows - yamaha', '67', '+ 44.777',
'13'], ['gianni morbidelli', 'sauber -

petronas', '66', '+ 1 lap', '19'],
['mika salo', 'tyrrell - ford', '66', '+

1 lap', '20'], ['jos verstappen',
'tyrrell - ford', '50', 'spun off', '21'],

['mika hã¤kkinen', 'mclaren -
mercedes', '43', 'engine', '1'],

['rubens barrichello', 'stewart -
ford', '43', 'gearbox', '9'], ['david
coulthard', 'mclaren - mercedes',

'42', 'engine', '6'], ['jan
magnussen', 'stewart - ford', '40',
'halfshaft', '12'], ['eddie irvine',

'ferrari', '22', 'engine', '14'], ['shinji
nakano', 'prost - mugen - honda',

'16', 'engine', '17'], ['michael
schumacher', 'ferrari', '2',

'suspension', '5'], ['tarso marques',
'minardi - hart', '1', 'engine', '18'],
['ukyo katayama', 'minardi - hart',

'1', 'collision', '22'], ['giancarlo
fisichella', 'jordan - peugeot', '0',

'collision', '4'], ['ralf schumacher',
'jordan - peugeot', '0', 'collision',

'8']]

Pos No Driver Constructor Laps Time/Retired Grid Points

1 3  Jacques Villeneuve Williams-Renault 67 1:31:27.843 2 10

2 7  Jean Alesi Benetton-Renault 67 + 11.770 10 6

3 4  Heinz-Harald Frentzen Williams-Renault 67 + 13.480 3 4

4 8  Gerhard Berger Benetton-Renault 67 + 16.416 7 3

5 2  Pedro Diniz Arrows-Yamaha 67 + 43.147 15 2

6 14  Olivier Panis Prost-Mugen-Honda 67 + 43.750 11 1

7 16  Johnny Herbert Sauber-Petronas 67 + 44.354 16  

8 1  Damon Hill Arrows-Yamaha 67 + 44.777 13  

9 17  Gianni Morbidelli Sauber-Petronas 66 + 1 Lap 19  

10 19  Mika Salo Tyrrell-Ford 66 + 1 Lap 20  

Ret 18  Jos Verstappen Tyrrell-Ford 50 Spun Off 21  

Ret 9  Mika Häkkinen McLaren-Mercedes 43 Engine 1  

Ret 22  Rubens Barrichello Stewart-Ford 43 Gearbox 9  

Ret 10  David Coulthard McLaren-Mercedes 42 Engine 6  

Ret 23  Jan Magnussen Stewart-Ford 40 Halfshaft 12  

Ret 6  Eddie Irvine Ferrari 22 Engine 14  

Ret 15  Shinji Nakano Prost-Mugen-Honda 16 Engine 17  

Ret 5  Michael Schumacher Ferrari 2 Suspension 5  

Ret 21  Tarso Marques Minardi-Hart 1 Engine 18  

Ret 20  Ukyo Katayama Minardi-Hart 1 Collision 22  

Ret 12  Giancarlo Fisichella Jordan-Peugeot 0 Collision 4  

Ret 11  Ralf Schumacher Jordan-Peugeot 0 Collision 8  

Source:[3]

2-17814838-6.html.csv
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2008 - 09 fa
cup

0.9336251367899973

['tie no' 'home team' 'score'
'away team' 'attendance']

[['1', 'liverpool', '1 - 1', 'everton',
'43524'], ['replay', 'everton', '1 - 0',

'liverpool', '37918'], ['2',
'manchester united', '2 - 1',

'tottenham hotspur', '75014'], ['3',
'hull city', '2 - 0', 'millwall',

'18639'], ['4', 'sunderland', '0 - 0',
'blackburn rovers', '22634'],

['replay', 'blackburn rovers', '2 - 1',
'sunderland', '10112'], ['5',

'hartlepool united', '0 - 2', 'west
ham united', '6849'], ['6', 'sheffield
united', '2 - 1', 'charlton athletic',
'15957'], ['7', 'cardiff city', '0 - 0',

'arsenal', '20079'], ['replay',
'arsenal', '4 - 0', 'cardiff city',

'57237'], ['8', 'portsmouth', '0 - 2',
'swansea city', '17357'], ['9',

'chelsea', '3 - 1', 'ipswich town',
'41137'], ['10', 'doncaster rovers',

'0 - 0', 'aston villa', '13517'],
['replay', 'aston villa', '3 - 1',

'doncaster rovers', '24203'], ['11',
'west bromwich albion', '2 - 2',

'burnley', '18294'], ['replay',
'burnley', '3 - 1', 'west bromwich

albion', '6635'], ['12', 'torquay
united', '0 - 1', 'coventry city',

'6018'], ['13', 'kettering town', '2 -
4', 'fulham', '5406'], ['14',

'watford', '4 - 3', 'crystal palace',
'10006'], ['15', 'derby county', '1 -
1', 'nottingham forest', '32035'],
['replay', 'nottingham forest', '2 -
3', 'derby county', '29001'], ['16',
'wolverhampton wanderers', '1 -

2', 'middlesbrough', '18013']]

Tie no Home team Score Away team Attendance
1 Liverpool 1 – 1 Everton 43,524

replay Everton 1 – 0† Liverpool 37,918

2 Manchester United 2 – 1 Tottenham Hotspur 75,014

3 Hull City 2 – 0 Millwall 18,639

4 Sunderland 0 – 0 Blackburn Rovers 22,634

replay Blackburn Rovers 2 – 1† Sunderland 10,112

5 Hartlepool United 0 – 2 West Ham United 6,849

6 Sheffield United 2 – 1 Charlton Athletic 15,957

7 Cardiff City 0 – 0 Arsenal 20,079

replay Arsenal 4 – 0 Cardiff City 57,237

8 Portsmouth 0 – 2 Swansea City 17,357

9 Chelsea 3 – 1 Ipswich Town 41,137

10 Doncaster Rovers 0 – 0 Aston Villa 13,517

replay Aston Villa 3 – 1 Doncaster Rovers 24,203

11 West Bromwich Albion 2 – 2 Burnley 18,294

replay Burnley 3 – 1 West Bromwich Albion 6,635

12 Torquay United 0 – 1 Coventry City 6,018

13 Kettering Town 2 – 4 Fulham 5,406

14 Watford 4 – 3 Crystal Palace 10,006

15 Derby County 1 – 1 Nottingham Forest 32,035

replay Nottingham Forest 2 – 3 Derby County 29,001

16 Wolverhampton Wanderers 1 – 2 Middlesbrough 18,013

2-18379129-5.html.csv
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international
festival of

ancient greek
drama ,
cyprus

0.9593165735503003

['play' 'author' 'company' 'base'
'country']

[['electra', 'euripides', 'radu stanca
national theatre', 'sibiu',

'romania'], ['plutus', 'aristophanes',
'cyprus theatre organisation',

'nicosia', 'cyprus'], ['the birds',
'aristophanes', 'theatro technis

karolos koun', 'athens', 'greece'],
['medea', 'euripides', 'teatro

instabile', 'aosta', 'italy'], ['the
persians', 'aeschylus',

'astrã\xa0gali teatro', 'lecce',
'italy'], ['medea', 'euripides',

'semeio theatre', 'athens', 'greece'],
['ajax', 'sophocles', 'attis theatre',

'athens', 'greece'], ['antigone',
'sophocles', 'habima theatre', 'tel

aviv', 'istrael']]

play author company base country
Electra Euripides Radu Stanca National Theatre Sibiu Romania

Plutus Aristophanes Cyprus Theatre Organisation Nicosia Cyprus

The Birds Aristophanes Theatro Technis Karolos Koun Athens Greece

Medea Euripides Teatro Instabile Aosta Italy

The Persians Aeschylus Astràgali Teatro Lecce Italy

Medea Euripides Semeio Theatre Athens Greece

Ajax Sophocles Attis Theatre Athens Greece

Antigone Sophocles Habima Theatre Tel Aviv Israel

2-18662679-7.html.csv
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rowing at the
2008 summer

olympics -
men 's

quadruple
sculls

0.9229582069908976

['rank' 'rowers' 'country' 'time'
'notes']

[['1', 'wasielewski , kolbowicz ,
jelinski , korol', 'poland', '5:51.29',
'fa'], ['2', 'morgan , mcrae , long ,
noonan', 'australia', '5:52.93', 'fa'],
['3', 'krã¼ger , bertram , gruhne ,
schreiber', 'germany', '5:53.56',

'fa'], ['4', 'vitasek , dolecek , hanak
, jirka', 'czech republic', '5:56.38',
'fb'], ['5', 'morgachev , fedorovtsev
, salov , spinev', 'russia', '5:59.56',
'fb'], ['6', 'lemiashkevich , novikau

, shurmei , radzevich', 'belarus',
'6:06.80', 'fb']]

Rank Rowers Country Time Notes
1 Wasielewski, Kolbowicz, Jelinski, Korol  Poland 5:51.29 FA

2 Morgan, McRae, Long, Noonan  Australia 5:52.93 FA

3 Krüger, Bertram, Gruhne, Schreiber  Germany 5:53.56 FA

4 Vitasek, Dolecek, Hanak, Jirka  Czech Republic 5:56.38 FB

5 Morgachyov, Fedorovtsev, Salov, Spinyov  Russia 5:59.56 FB

6 Lemiashkevich, Novikau, Shurmei, Radzevich  Belarus 6:06.80 FB

2-18842947-2.html.csv
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1976 detroit
lions season

0.9739364387701951

['week' 'date' 'opponent' 'result'
'attendance']

[['1', 'september 12 , 1976',
'chicago bears', 'l 10 - 3', '54125'],
['2', 'september 19 , 1976', 'atlanta
falcons', 'w 24 - 10', '50840'], ['3',
'september 26 , 1976', 'minnesota
vikings', 'l 10 - 9', '77292'], ['4',

'october 3 , 1976', 'green bay
packers', 'l 24 - 14', '55041'], ['5',
'october 10 , 1976', 'new england
patriots', 'w 30 - 10', '60174'], ['6',
'october 17 , 1976', 'washington
redskins', 'l 20 - 7', '45908'], ['7',

'october 24 , 1976', 'seattle
seahawks', 'w 41 - 14', '61280'],

['8', 'october 31 , 1976', 'green bay
packers', 'w 27 - 6', '74992'], ['9',
'november 7 , 1976', 'minnesota

vikings', 'l 31 - 23', '46735'], ['10',
'november 14 , 1976', 'new orleans

saints', 'l 17 - 16', '42048'], ['11',
'november 21 , 1976', 'chicago

bears', 'w 14 - 10', '78042'], ['12',
'november 25 , 1976', 'buffalo

bills', 'w 27 - 14', '66875'], ['13',
'december 5 , 1976', 'new york

giants', 'l 24 - 10', '66069'], ['14',
'december 11 , 1976', 'los angeles

rams', 'l 20 - 17', '73470']]

Week Date Opponent Result Attendance
1 September 12, 1976 at Chicago Bears L 10–3 54,125

2 September 19, 1976 Atlanta Falcons W 24–10 50,840

3 September 26, 1976 Minnesota Vikings L 10–9 77,292

4 October 3, 1976 at Green Bay Packers L 24–14 55,041

5 October 10, 1976 New England Patriots W 30–10 60,174

6 October 17, 1976 at Washington Redskins L 20–7 45,908

7 October 24, 1976 at Seattle Seahawks W 41–14 61,280

8 October 31, 1976 Green Bay Packers W 27–6 74,992

9 November 7, 1976 at Minnesota Vikings L 31–23 46,735

10 November 14, 1976 at New Orleans Saints L 17–16 42,048

11 November 21, 1976 Chicago Bears W 14–10 78,042

12 November 25, 1976 Buffalo Bills W 27–14 66,875

13 December 5, 1976 at New York Giants L 24–10 66,069

14 December 11, 1976 Los Angeles Rams L 20–17 73,470

2-1219456-1.html.csv
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llanelli a.f.c

0.9892777357610039

['season' 'competition' 'round'
'opponents' 'home leg' 'away

leg' 'aggregate']
[['2006 - 07', 'uefa cup', 'q1', 'gefle
if', '0 - 0', '2 - 1', '2 - 1'], ['2006 -

07', 'uefa cup', 'q2', 'ob odense', '1
- 5', '0 - 1', '1 - 6'], ['2007', 'uefa
intertoto cup', 'q1', 'fk vetra', '5 -

3', '1 - 3', '6 - 6'], ['2008 - 09', 'uefa
champions league', 'q1', 'fk

ventspils', '1 - 0', '0 - 4', '1 - 4'],
['2009 - 10', 'uefa europa league',
'q1', 'motherwell', '0 - 3', '1 - 0', '1

- 3'], ['2010 - 11', 'uefa europa
league', 'q1', 'tauras', '2 - 2', '2 - 3',
'4 - 5'], ['2011 - 12', 'uefa europa
league', 'q2', 'dinamo tbilisi', '2 -

1', '0 - 5', '2 - 6'], ['2012 - 13', 'uefa
europa league', 'q1', 'kups', '1 - 1',

'1 - 2', '2 - 3']]

Season Competition Round Opponents Home leg Away leg Aggregate

2006–07 UEFA Cup
Q1  Gefle IF 0–0 2–1 2–1

Q2  OB Odense 1–5 0–1 1–6

2007 UEFA Intertoto Cup Q1  FK Vetra 5–3 1–3 6–6

2008–09 UEFA Champions League Q1  FK Ventspils 1–0 0–4 1–4

2009–10 UEFA Europa League Q1  Motherwell 0–3 1–0 1–3

2010–11 UEFA Europa League Q1  Tauras 2–2 2–3 4–5

2011–12 UEFA Europa League Q2  Dinamo Tbilisi 2–1 0–5 2–6

2012–13 UEFA Europa League Q1  KuPS 1–1 1–2 2–3

1-2897457-3.html.csv
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1989 nhl entry
draft

0.9504267308328127

['pick' 'player' 'position'
'nationality' 'nhl team' 'college /

junior / club team']
[['43', 'stephane morin', 'center',

'canada', 'quebec nordiques',
'chicoutimi sagueneens (qmjhl)'],

['44', 'jason zent', 'left wing',
'united states', 'new york

islanders', 'nichols school (ushs -
nt)'], ['45', 'rob zamuner', 'left

wing', 'canada', 'new york rangers',
'guelph platers (ohl)'], ['46', 'jason

cirone', 'centre', 'canada',
'winnipeg jets', 'cornwall royals
(ohl)'], ['47', 'scott pellerin', 'left

wing', 'canada', 'new jersey devils',
'university of maine (ncaa)'], ['48',

'bob kellogg', 'defence', 'united
states', 'chicago blackhawks',

'springfield olympics (ejhl)'], ['49',
'louie debrusk', 'left wing',

'canada', 'new york rangers',
'london knights (ohl)'], ['50', 'veli -

pekka kautonen', 'defence',
'finland', 'calgary flames', 'ifk

helsinki (finland)'], ['51', 'pierre
sevigny', 'left wing', 'canada',
'montreal canadiens', 'verdun

junior canadiens (qmjhl)'], ['52',
'blair atcheynum', 'right wing',

'canada', 'hartford whalers', 'moose
jaw warriors (whl)'], ['53', 'nicklas

lidstrom', 'defence', 'sweden',
'detroit red wings', 'vã¤steras ik
(sweden)'], ['54', 'john tanner',
'goaltender', 'canada', 'quebec

nordiques', 'peterborough petes
(ohl)'], ['55', 'denny felsner', 'left

wing', 'united states', 'st louis
blues', 'university of michigan

(ncaa)'], ['56', 'scott thomas', 'right
wing', 'united states', 'buffalo
sabres', 'nichols school (ushs -
ny)'], ['57', 'wes walz', 'centre',

'canada', 'boston bruins',
'lethbridge hurricanes (whl)'],

['58', 'john brill', 'left / right wing',
'united states', 'pittsburgh

penguins', 'grand rapids (uss)'],
['59', 'jim mathieson', 'defence',
'canada', 'washington capitals',

'regina pats (whl)'], ['60', 'murray
garbutt', 'centre', 'canada',

'minnesota north stars', 'medicine
hat tigers (whl)'], ['61', 'jason
woolley', 'defence', 'canada',

'washington capitals', 'michigan
state university (ncaa)'], ['62', 'kris

draper', 'defence', 'canada',
'winnipeg jets', 'canadian national
team'], ['63', 'corey lyons', 'right
wing', 'canada', 'calgary flames',
'lethbridge hurricanes (whl)']]

Pick # Player Position Nationality NHL team College/junior/club team
43 Stephane Morin Center  Canada Quebec Nordiques Chicoutimi Sagueneens (QMJHL)

44 Jason Zent Left Wing  United States New York Islanders Nichols School (USHS–NY)

45 Rob Zamuner Left Wing  Canada New York Rangers Guelph Platers (OHL)

46 Jason Cirone Center  Canada Winnipeg Jets Cornwall Royals (OHL)

47 Scott Pellerin Left Wing  Canada New Jersey Devils University of Maine (Hockey East)

48 Bob Kellogg Defense  United States Chicago Blackhawks Springfield Olympics (EJHL)

49 Louie DeBrusk Left Wing  Canada New York Rangers London Knights (OHL)

50 Veli-Pekka Kautonen Defense  Finland Calgary Flames HIFK (Finland)

51 Pierre Sevigny Left Wing  Canada Montreal Canadiens Verdun Junior Canadiens (QMJHL)

52 Blair Atcheynum Right Wing  Canada Hartford Whalers Moose Jaw Warriors (WHL)

53 Nicklas Lidstrom Defense  Sweden Detroit Red Wings VIK Vasteras IK (Sweden)

54 John Tanner Goaltender  Canada Quebec Nordiques Peterborough Petes (OHL)

55 Denny Felsner Left Wing  United States St. Louis Blues University of Michigan (CCHA)

56 Scott Thomas Right Wing  United States Buffalo Sabres Nichols School (USHS–NY)

57 Wes Walz Center  Canada Boston Bruins Lethbridge Hurricanes (WHL)

58 John Brill Left/Right
Wing  United States Pittsburgh Penguins Grand Rapids High School (USHS–MN)

59 Jim Mathieson Defense  Canada Washington Capitals Regina Pats (WHL)

60 Murray Garbutt Center  Canada Minnesota North Stars Medicine Hat Tigers (WHL)

61 Jason Woolley Defense  Canada Washington Capitals Michigan State University (CCHA)

62 Kris Draper Defense  Canada Winnipeg Jets Canadian National team

63 Corey Lyons Right Wing  Canada Calgary Flames Lethbridge Hurricanes (WHL)
Reference:

2-13649804-1.html.csv
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pga assistant
professional

championship

0.9878713703318368

['year' 'champion' 'venue'
'location' 'score']

[['2013', 'frank bensel', 'pga golf
club , wanamaker course', 'port st
lucie , florida', '278'], ['2012', 'jake
scott', 'pga golf club , wanamaker

course', 'port st lucie , florida',
'271'], ['2011', 'frank bensel', 'pga

golf club , wanamaker course',
'port st lucie , florida', '283'],

['2010', 'frank bensel', 'pga golf
club , wanamaker course', 'port st
lucie , florida', '277'], ['2009', 'tim

thelen', 'pga golf club ,
wanamaker course', 'port st lucie ,

florida', '265'], ['2008', 'kyle
voska', 'pga golf club , wanamaker

course', 'port st lucie , florida',
'279'], ['2007', 'chris moody', 'pga

golf club , wanamaker course',
'port st lucie , florida', '277'],

['2006', 'brad lardon', 'pga golf
club , ryder course', 'port st lucie ,

florida', '274'], ['2005', 'kyle
flinton', 'pga golf club ,

wanamaker course', 'port st lucie ,
florida', '282'], ['2004', 'kirk
satterfield', 'pga golf club ,

wanamaker course', 'port st lucie ,
florida', '278'], ['2003', 'kyle
flinton', 'pga golf club , dye

course', 'port st lucie , florida',
'270'], ['2002', 'kyle flinton', 'pga
golf club , wanamaker course',
'port st lucie , florida', '271'],

['2001', 'frank dobbs', 'pga golf
club , wanamaker course', 'port st
lucie , florida', '281'], ['2000', 'alan

schulte', 'pga golf club , south
course', 'port st lucie , florida',

'282'], ['1999', 'randall mccracken',
'pga golf club , wanamaker

course', 'port st lucie , florida',
'211'], ['1998', 'rick gehr', 'pga golf
club , ryder course', 'port st lucie ,

florida', '280'], ['1997', 'jim
schuman', 'pga golf club , ryder
course', 'port st lucie , florida',

'280 po'], ['1996', 'jim schuman',
'pga golf club , wanamaker

course', 'port st lucie , florida',
'276'], ['1995', 'bruce zabriski',
'pga national golf club , haig &
champion courses', 'palm beach
gardens , florida', '282'], ['1994',
'wes short , jr', 'pga west , jack

nicklaus private course', 'la quinta
, california', '283'], ['1993', 'steve
brady', 'pga west , jack nicklaus

private course', 'la quinta ,
california', '284'], ['1992', 'bill

loeffler', 'pga west , jack nicklaus
private course', 'la quinta ,

california', '283'], ['1991', 'kim
thompson', 'pga west , jack

nicklaus private course', 'la quinta
, california', '278'], ['1990', 'steve
gotsche', 'thorny lea golf club',

'brockton , massachusetts', '205'],
['1989', 'mike west', 'thorny lea

golf club', 'brockton ,
massachusetts', '210'], ['1988',
'webb heintzelman', 'thorny lea

golf club', 'brockton ,
massachusetts', '205'], ['1987',

'darrell kestner', 'thorny lea golf
club', 'brockton , massachusetts',

'210 po'], ['1986', 'robert
thompson', 'thorny lea golf club',
'brockton , massachusetts', '209'],
['1985', 'john fiedler', 'thorny lea

golf club', 'brockton ,
massachusetts', '211'], ['1984',

'fred funk', 'thorny lea golf club',
'brockton , massachusetts', '206'],
['1983', 'victor tortorici', 'thorny

lea golf club', 'brockton ,
massachusetts', '214'], ['1982',

'darrell kestner', 'thorny lea golf
club', 'brockton , massachusetts',
'213 po'], ['1981', "ted o'rourke",
'thorny lea golf club', 'brockton ,
massachusetts', '210'], ['1980',
'john jackson', 'thorny lea golf

club', 'brockton , massachusetts',
'205'], ['1979', 'loren roberts',

'thorny lea golf club', 'brockton ,
massachusetts', '212'], ['1978',
'larry griffin', 'thorny lea golf

club', 'brockton , massachusetts',
'209'], ['1977', 'mike zack', 'thorny

lea golf club', 'brockton ,
massachusetts', '209']]

Year Champion Venue Location Score
2023 Preston Cole PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 275

2022 Domenico Geminiani PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 282

2021 Jin Chung PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 274

2020 Gunner Wiebe PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 278

2019 Alex Beach PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 280

2018 Kenny Pigman PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 273

2017 Ryan Zylstra PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 277

2016 Ben Polland PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 281

2015 Andy Mickelson PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 272

2014 Grant Sturgeon PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 275

2013 Frank Bensel PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 278

2012 Jake Scott PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 271

2011 Frank Bensel PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 283

2010 Frank Bensel PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 277

2009 Tim Thelen PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 265

2008 Kyle Voska PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 279

2007 Chris Moody PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 277

2006 Brad Lardon PGA Golf Club, Ryder Course Port St. Lucie, Florida 274

2005 Kyle Flinton PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 282

2004 Kirk Satterfield PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 278

2003 Kyle Flinton PGA Golf Club, Dye Course Port St. Lucie, Florida 270

2002 Kyle Flinton PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 271

2001 Frank Dobbs PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 281

2000 Alan Schulte PGA Golf Club, South Course Port St. Lucie, Florida 282

1999 Randall McCracken PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 211

1998 Rick Gehr PGA Golf Club, Ryder Course Port St. Lucie, Florida 280

1997 Jim Schuman PGA Golf Club, Ryder Course Port St. Lucie, Florida 280 PO

1996 Jim Schuman PGA Golf Club, Wanamaker Course Port St. Lucie, Florida 276

1995 Bruce Zabriski PGA National Golf Club, Haig & Champion Courses Palm Beach Gardens, Florida 282

1994 Wes Short Jr. PGA West, Jack Nicklaus Private Course La Quinta, California 283

1993 Steve Brady PGA West, Jack Nicklaus Private Course La Quinta, California 284

1992 Bill Loeffler PGA West, Jack Nicklaus Private Course La Quinta, California 283

1991 Kim Thompson PGA West, Jack Nicklaus Private Course La Quinta, California 278

1990 Steve Gotsche Thorny Lea Golf Club Brockton, Massachusetts 205

1989 Mike West Thorny Lea Golf Club Brockton, Massachusetts 210

1988 Webb Heintzelman Thorny Lea Golf Club Brockton, Massachusetts 205

1987 Darrell Kestner Thorny Lea Golf Club Brockton, Massachusetts 210 PO

1986 Robert Thompson Thorny Lea Golf Club Brockton, Massachusetts 209

1985 John Fiedler Thorny Lea Golf Club Brockton, Massachusetts 211

1984 Fred Funk Thorny Lea Golf Club Brockton, Massachusetts 206

1983 Victor Tortorici Thorny Lea Golf Club Brockton, Massachusetts 214

1982 Darrell Kestner Thorny Lea Golf Club Brockton, Massachusetts 213 PO

1981 Ted O'Rourke Thorny Lea Golf Club Brockton, Massachusetts 210

1980 John Jackson Thorny Lea Golf Club Brockton, Massachusetts 205

1979 Loren Roberts Thorny Lea Golf Club Brockton, Massachusetts 212

1978 Larry Griffin Thorny Lea Golf Club Brockton, Massachusetts 209

1977 Mike Zack Thorny Lea Golf Club Brockton, Massachusetts 209

2-16023753-2.html.csv
>

1983 miami
dolphins
season

0.9705980746140466

['week' 'date' 'opponent' 'result'
'attendance']

[['1', 'september 4 , 1983', 'buffalo
bills', 'w 12 - 0', '78715'], ['2',
'september 11 , 1983', 'new

england patriots', 'w 34 - 24',
'59343'], ['3', 'september 19 ,

1983', 'los angeles raiders', 'l 27 -
14', '57796'], ['4', 'september 25 ,
1983', 'kansas city chiefs', 'w 14 -
6', '50785'], ['5', 'october 2 , 1983',

'new orleans saints', 'l 17 - 7',
'66489'], ['6', 'october 9 , 1983',

'buffalo bills', 'l 38 - 35', '59948'],
['7', 'october 16 , 1983', 'new york

jets', 'w 32 - 14', '58615'], ['8',
'october 23 , 1983', 'baltimore
colts', 'w 21 - 7', '32343'], ['9',

'october 30 , 1983', 'los angeles
rams', 'w 30 - 14', '72175'], ['10',

'november 6 , 1983', 'san francisco
49ers', 'w 20 - 17', '57832'], ['11',

'november 13 , 1983', 'new
england patriots', 'l 17 - 6',

'60771'], ['12', 'november 20 ,
1983', 'baltimore colts', 'w 37 - 0',

'54482'], ['13', 'november 28 ,
1983', 'cincinnati bengals', 'w 38 -
14', '74506'], ['14', 'december 4 ,

1983', 'houston oilers', 'w 24 - 17',
'39434'], ['15', 'december 10 ,

1983', 'atlanta falcons', 'w 31 - 24',
'56725'], ['16', 'december 16 ,

1983', 'new york jets', 'w 34 - 14',
'59975']]

Week Date Opponent Result Attendance
1 September 4, 1983 at Buffalo Bills W 12–0 78,715

2 September 11, 1983 New England Patriots W 34–24 59,343

3 September 19, 1983 at Los Angeles Raiders L 27–14 57,796

4 September 25, 1983 Kansas City Chiefs W 14–6 50,785

5 October 2, 1983 at New Orleans Saints L 17–7 66,489

6 October 9, 1983 Buffalo Bills L 38–35 59,948

7 October 16, 1983 at New York Jets W 32–14 58,615

8 October 23, 1983 at Baltimore Colts W 21–7 32,343

9 October 30, 1983 Los Angeles Rams W 30–14 72,175

10 November 6, 1983 at San Francisco 49ers W 20–17 57,832

11 November 13, 1983 at New England Patriots L 17–6 60,771

12 November 20, 1983 Baltimore Colts W 37–0 54,482

13 November 28, 1983 Cincinnati Bengals W 38–14 74,506

14 December 4, 1983 at Houston Oilers W 24–17 39,434

15 December 10, 1983 Atlanta Falcons W 31–24 56,725

16 December 16, 1983 New York Jets W 34–14 59,975

2-13962594-1.html.csv
>

1973 new york
jets season

0.9271470888722949

['week' 'date' 'opponent' 'result'
'game site' 'attendance']

[['1', '1973 - 09 - 17', 'green bay
packers', 'l 23 - 7', 'milwaukee
county stadium', '47124'], ['2',

'1973 - 09 - 23', 'baltimore colts',
'w 34 - 10', 'memorial stadium',
'55942'], ['3', '1973 - 09 - 30',

'buffalo bills', 'l 9 - 7', 'rich
stadium', '77425'], ['4', '1973 - 10 -

07', 'miami dolphins', 'l 31 - 3',
'miami orange bowl', '63850'], ['5',

'1973 - 10 - 14', 'new england
patriots', 'w 9 - 7', 'schafer

stadium', '58659'], ['6', '1973 - 10 -
21', 'pittsburgh steelers', 'l 26 - 14',

'three rivers stadium', '48682'],
['7', '1973 - 10 - 28', 'denver

broncos', 'l 40 - 28', 'shea stadium',
'55108'], ['8', '1973 - 11 - 04',

'miami dolphins', 'l 24 - 14', 'shea
stadium', '57791'], ['9', '1973 - 11 -
11', 'new england patriots', 'w 33 -
13', 'shea stadium', '51034'], ['10',

'1973 - 11 - 18', 'cincinnati
bengals', 'l 20 - 14', 'riverfront

stadium', '55745'], ['11', '1973 - 11
- 25', 'atlanta falcons', 'l 28 - 20',

'shea stadium', '47283'], ['12',
'1973 - 12 - 02', 'baltimore colts',

'w 20 - 17', 'shea stadium',
'51167'], ['13', '1973 - 12 - 09',
'philadelphia eagles', 'l 24 - 23',

'veterans stadium', '34621'], ['14',
'1973 - 12 - 16', 'buffalo bills', 'l
34 - 14', 'shea stadium', '47740']]

Week Date Opponent Result Game site Attendance
1 September 17, 1973 at Green Bay Packers L 23–7 Milwaukee County Stadium 47,124

2 September 23, 1973 at Baltimore Colts W 34–10 Memorial Stadium 55,942

3 September 30, 1973 at Buffalo Bills L 9–7 Rich Stadium 77,425

4 October 7, 1973 at Miami Dolphins L 31–3 Miami Orange Bowl 63,850

5 October 14, 1973 at New England Patriots W 9–7 Schaefer Stadium 58,659

6 October 21, 1973 at Pittsburgh Steelers L 26–14 Three Rivers Stadium 48,682

7 October 28, 1973 Denver Broncos L 40–28 Shea Stadium 55,108

8 November 4, 1973 Miami Dolphins L 24–14 Shea Stadium 57,791

9 November 11, 1973 New England Patriots W 33–13 Shea Stadium 51,034

10 November 18, 1973 at Cincinnati Bengals L 20–14 Riverfront Stadium 55,745

11 November 25, 1973 Atlanta Falcons L 28–20 Shea Stadium 47,283

12 December 2, 1973 Baltimore Colts W 20–17 Shea Stadium 51,167

13 December 9, 1973 at Philadelphia Eagles L 24–23 Veterans Stadium 34,621

14 December 16, 1973 Buffalo Bills L 34–14 Shea Stadium 47,740

2-14611590-3.html.csv
>

1995 pga tour

0.9214426752509269

['rank' 'player' 'country'
'earnings' 'events' 'wins']

[['1', 'greg norman', 'australia',
'1654959', '16', '3'], ['2', 'billy

mayfair', 'united states', '1543192',
'28', '2'], ['3', 'lee janzen', 'united
states', '1378966', '28', '3'], ['4',

'corey pavin', 'united states',
'1340079', '22', '2'], ['5', 'steve

elkington', 'australia', '1254352',
'21', '2']]

Rank Player Country Earnings ($) Events Wins
1 Greg Norman  Australia 1,654,959 16 3

2 Billy Mayfair  United States 1,543,192 28 2

3 Lee Janzen  United States 1,378,966 28 3

4 Corey Pavin  United States 1,340,079 22 2

5 Steve Elkington  Australia 1,254,352 21 2

2-1204658-17.html.csv
>

1908 vfl season

0.9913207589050183

['home team' 'home team score'
'away team' 'away team score'

'venue' 'date']
[['university', '13.18 (96)',

'geelong', '6.8 (44)', 'emcg', '15
august 1908'], ['st kilda', '4.7 (31)',
'fitzroy', '3.4 (22)', 'junction oval',

'15 august 1908'], ['south
melbourne', '5.8 (38)', 'essendon',
'3.14 (32)', 'lake oval', '15 august
1908'], ['melbourne', '4.8 (32)',

'collingwood', '6.9 (45)', 'mcg', '15
august 1908'], ['richmond', '4.17
(41)', 'carlton', '6.12 (48)', 'punt
road oval', '15 august 1908']]

Home team Home team score Away team Away team score Venue Date

University 13.18 (96) Geelong 6.8 (44) EMCG 15 August 1908

St Kilda 4.7 (31) Fitzroy 3.4 (22) Junction Oval 15 August 1908

South Melbourne 5.8 (38) Essendon 3.14 (32) Lake Oval 15 August 1908

Melbourne 4.8 (32) Collingwood 6.9 (45) MCG 15 August 1908

Richmond 4.17 (41) Carlton 6.12 (48) Punt Road Oval 15 August 1908

2-10808681-
18.html.csv

>

1967 vfl season

0.9726223714984885

['home team' 'home team score'
'away team' 'away team score'

'venue' 'crowd' 'date']
[['geelong', '15.15 (105)',

'richmond', '18.9 (117)', 'kardinya
park', '34616', '26 august 1967'],

['footscray', '7.11 (53)', 'north
melbourne', '8.7 (55)', 'western

oval', '10669', '26 august 1967'],
['carlton', '10.22 (82)', 'south

melbourne', '7.7 (49)', 'princes
park', '15609', '26 august 1967'],
['hawthorn', '13.13 (91)', 'fitzroy',

'10.14 (74)', 'glenferrie oval',
'13846', '26 august 1967'],
['melbourne', '8.12 (60)',

'essendon', '7.14 (56)', 'mcg',
'24282', '26 august 1967'], ['st

kilda', '14.16 (100)', 'collingwood',
'8.5 (53)', 'moorabbin oval',
'28862', '26 august 1967']]

Home team Home team score Away team Away team score Venue Crowd Date

Geelong 15.15 (105) Richmond 18.9 (117) Kardinia Park 34,616 26 August 1967

Footscray 7.11 (53) North Melbourne 8.7 (55) Western Oval 10,669 26 August 1967

Carlton 10.22 (82) South Melbourne 7.7 (49) Princes Park 15,609 26 August 1967

Hawthorn 13.13 (91) Fitzroy 10.14 (74) Glenferrie Oval 13,846 26 August 1967

Melbourne 8.12 (60) Essendon 7.14 (56) MCG 24,282 26 August 1967

St Kilda 14.16 (100) Collingwood 8.5 (53) Moorabbin Oval 28,862 26 August 1967

2-10776330-
14.html.csv

>

1961 vfl season

0.9783980572678217

['home team' 'home team score'
'away team' 'away team score'

'venue' 'crowd' 'date']
[['geelong', '11.7 (73)', 'st kilda',

'10.8 (68)', 'kardinia park', '25723',
'29 july 1961'], ['fitzroy', '12.15
(87)', 'hawthorn', '13.16 (94)',

'brunswick street oval', '23012',
'29 july 1961'], ['south melbourne',

'16.9 (105)', 'richmond', '9.14
(68)', 'lake oval', '14350', '29 july
1961'], ['melbourne', '10.18 (78)',

'essendon', '13.9 (87)', 'mcg',
'31455', '29 july 1961'], ['north

melbourne', '9.13 (67)',
'collingwood', '9.10 (64)', 'arden

street oval', '15000', '29 july
1961'], ['footscray', '12.11 (83)',

'carlton', '7.9 (51)', 'western oval',
'21639', '29 july 1961']]

Home team Home team score Away team Away team score Venue Crowd Date

Geelong 11.7 (73) St Kilda 10.8 (68) Kardinia Park 25,723 29 July 1961

Fitzroy 12.15 (87) Hawthorn 13.16 (94) Brunswick Street Oval 23,012 29 July 1961

South Melbourne 16.9 (105) Richmond 9.14 (68) Lake Oval 14,350 29 July 1961

Melbourne 10.18 (78) Essendon 13.9 (87) MCG 31,455 29 July 1961

North Melbourne 9.13 (67) Collingwood 9.10 (64) Arden Street Oval 15,000 29 July 1961

Footscray 12.11 (83) Carlton 7.9 (51) Western Oval 21,639 29 July 1961

2-10747009-9.html.csv
>

1927 vfl season

0.970622243118763

['home team' 'home team score'
'away team' 'away team score'

'venue' 'crowd' 'date']
[['hawthorn', '9.6 (60)', 'richmond',

'9.20 (74)', 'glenferrie oval',
'10000', '25 june 1927'],

['essendon', '12.12 (84)', 'south
melbourne', '15.9 (99)', 'windy

hill', '17000', '25 june 1927'], ['st
kilda', '15.7 (97)', 'north

melbourne', '13.10 (88)', 'junction
oval', '13000', '25 june 1927'],

['melbourne', '10.13 (73)',
'footscray', '7.9 (51)', 'mcg',

'15171', '25 june 1927'], ['geelong',
'12.15 (87)', 'fitzroy', '12.8 (80)',

'corio oval', '13500', '25 june
1927'], ['collingwood', '13.5 (83)',

'carlton', '14.11 (95)', 'victoria
park', '33000', '25 june 1927']]

Home team Home team score Away team Away team score Venue Crowd Date

Hawthorn 9.6 (60) Richmond 9.20 (74) Glenferrie Oval 10,000 25 June 1927

Essendon 12.12 (84) South Melbourne 15.9 (99) Windy Hill 17,000 25 June 1927

St Kilda 15.7 (97) North Melbourne 13.10 (88) Junction Oval 13,000 25 June 1927

Melbourne 10.13 (73) Footscray 7.9 (51) MCG 15,171 25 June 1927

Geelong 12.15 (87) Fitzroy 12.8 (80) Corio Oval 13,500 25 June 1927

Collingwood 13.5 (83) Carlton 14.11 (95) Victoria Park 33,000 25 June 1927

2-12913985-5.html.csv
>

1986 masters
tournament

0.9409289963653122

['place' 'player' 'country' 'score'
'to par']

[['1', 'seve ballesteros', 'spain', '71
+ 68 = 139', '- 5'], ['2', 'billy

kratzert', 'united states', '68 + 72 =
140', '- 4'], ['3', 'tsuneyuki

nakajima', 'japan', '70 + 71 = 139',
'- 3'], ['t4', 'ben crenshaw', 'united
states', '71 + 71 = 142', '- 2'], ['t4',
'david edwards', 'united states', '71

+ 71 = 142', '- 2'], ['t4', 'greg
norman', 'australia', '70 + 72 =

142', '- 2'], ['t4', 'bernhard langer',
'west germany', '74 + 68 = 142', '-

2'], ['t8', 'gary koch', 'united
states', '69 + 74 = 143', '- 1'], ['t8',
'mark mccumber', 'united states',
'76 + 67 = 143', '- 1'], ['t8', 'corey
pavin', 'united states', '71 + 72 =

143', '- 1'], ['t8', 'bob tway', 'united
states', '70 + 73 = 143', '- 1']]

Place Player Country Score To par

1 Seve Ballesteros  Spain 71-68=139 −5

2 Billy Kratzert  United States 68-72=140 −4

3 Tsuneyuki Nakajima  Japan 70-71=141 −3

T4

Chen Tze-chung  Taiwan 69-73=142

−2

Ben Crenshaw  United States 71-71=142

Danny Edwards  United States 71-71=142

Greg Norman  Australia 70-72=142

Bernhard Langer  West Germany 74-68=142

T9

Gary Koch  United States 69-74=143

−1
Mark McCumber  United States 76-67=143

Corey Pavin  United States 71-72=143

Bob Tway  United States 70-73=143

2-15780049-
10.html.csv

>

2001 - 02
toronto

raptors season

0.908295106229248

['game' 'date' 'team' 'score'
'high points' 'high rebounds'

'high assists' 'location
attendance' 'record']

[['1', 'april 21', 'detroit', 'l 63 - 85
(ot)', 'antonio davis (15)', 'antonio

davis (14)', 'alvin williams (6)',
'the palace of auburn hills 22076',
'0 - 1'], ['2', 'april 24', 'detroit', 'l 91

- 96 (ot)', 'chris childs (22)',
'antonio davis (14)', 'chris childs
(14)', 'the palace of auburn hills

22076', '0 - 2'], ['3', 'april 27',
'detroit', 'w 94 - 84 (ot)', 'antonio
davis (30)', 'antonio davis (8)',
'chris childs (10)', 'air canada

centre 20138', '1 - 2'], ['4', 'april
29', 'detroit', 'w 89 - 83 (ot)',

'morris peterson (20)', 'keon clark
(16)', 'alvin williams (9)', 'air

canada centre 20112', '2 - 2'], ['5',
'may 2', 'detroit', 'l 82 - 85 (ot)',
'dell curry (17)', 'antonio davis

(12)', 'chris childs , alvin williams
(6)', 'the palace of auburn hills

22076', '2 - 3']]

Game Date Team Score High points High rebounds High assists Location
Attendance Record

1 April 21 @ Detroit L 63–85 Antonio Davis (15) Antonio Davis (14) Alvin Williams (6) The Palace of Auburn Hills
22,076 0–1

2 April 24 @ Detroit L 91–96 Chris Childs (22) Antonio Davis (14) Chris Childs (14) The Palace of Auburn Hills
22,076 0–2

3 April 27 Detroit W 94–84 Antonio Davis (30) Antonio Davis (8) Chris Childs (10) Air Canada Centre
20,138 1–2

4 April 29 Detroit W 89–83 Morris Peterson (20) Keon Clark (16) Alvin Williams (9) Air Canada Centre
20,112 2–2

5 May 2 @ Detroit L 82–85 Dell Curry (17) Antonio Davis (12) Chris Childs, Alvin Williams (6) The Palace of Auburn Hills
22,076 2–3

2-15828727-6.html.csv
>

2003 - 04 fa
cup

0.9331075260506762

['tie no' 'home team' 'score'
'away team' 'attendance']

[['1', 'liverpool', '1 - 1',
'portsmouth', '34669'], ['replay',
'portsmouth', '1 - 0', 'liverpool',

'19529'], ['2', 'sunderland', '1 - 1',
'birmingham city', '24966'],

['replay', 'birmingham city', '0 - 2',
'sunderland', '25645'], ['3',
'sheffield united', '1 - 0',

'colchester united', '17074'], ['4',
'tranmere rovers', '2 - 1', 'swansea
city', '12215'], ['5', 'fulham', '0 - 0',

'west ham united', '14705'],
['replay', 'west ham united', '0 - 3',
'fulham', '27934'], ['6', 'manchester

united', '4 - 2', 'manchester city',
'67228'], ['7', 'millwall', '1 - 0',

'burnley', '10420'], ['8', 'arsenal', '2
- 1', 'chelsea', '38136']]

Tie no Home team Score Away team Attendance
1 Liverpool 1–1 Portsmouth 34,669

replay Portsmouth 1–0 Liverpool 19,529

2 Sunderland 1–1 Birmingham City 24,966

replay Birmingham City 0–2 Sunderland 25,645

3 Sheffield United 1–0 Colchester United 17,074

4 Tranmere Rovers 2–1 Swansea City 12,215

5 Fulham 0–0 West Ham United 14,705

replay West Ham United 0–3 Fulham 27,934

6 Manchester United 4–2 Manchester City 67,228

7 Millwall 1–0 Burnley 10,420

8 Arsenal 2–1 Chelsea 38,136

2-1172877-1.html.csv
>

tripoli grand
prix

0.9947844405856647

['year' 'driver' 'constructor'
'location' 'report']

[['1940', 'giuseppe farina', 'alfa
romeo', 'mellaha', 'report'], ['1939',
'hermann lang', 'mercedes - benz',

'mellaha', 'report'], ['1938',
'hermann lang', 'mercedes - benz',

'mellaha', 'report'], ['1937',
'hermann lang', 'mercedes - benz',
'mellaha', 'report'], ['1936', 'achille

varzi', 'auto union', 'mellaha',
'report'], ['1935', 'rudolf

caracciola', 'mercedes - benz',
'mellaha', 'report'], ['1934', 'achille

varzi', 'alfa romeo', 'mellaha',
'report'], ['1933', 'achille varzi',

'bugatti', 'mellaha', 'report'],
['1930', 'baconin borzacchini',
'maserati', 'tripoli', 'report'],

['1929', 'gastone brilli - peri',
'talbot', 'tripoli', 'report'], ['1928',
'tazio nuvolari', 'bugatti', 'tripoli',

'report'], ['1927', 'emilio
materassi', 'bugatti', 'tripoli',
'report'], ['1926', 'franã§ois

eysermann', 'bugatti', 'tripoli',
'report'], ['1925', 'renato

balestrero', 'om', 'tripoli', 'report']]

Year Driver Constructor Location Report

1940  Giuseppe Farina Alfa Romeo Mellaha Report

1939  Hermann Lang Mercedes-Benz Mellaha Report

1938  Hermann Lang Mercedes-Benz Mellaha Report

1937  Hermann Lang Mercedes-Benz Mellaha Report

1936  Achille Varzi Auto Union Mellaha Report

1935  Rudolf Caracciola Mercedes-Benz Mellaha Report

1934  Achille Varzi Alfa Romeo Mellaha Report

1933  Achille Varzi Bugatti Mellaha Report

1930  Baconin Borzacchini Maserati Tripoli Report

1929  Gastone Brilli-Peri Talbot Tripoli Report

1928  Tazio Nuvolari Bugatti Tripoli Report

1927  Emilio Materassi Bugatti Tripoli Report

1926  François Eysermann Bugatti Tripoli Report

1925  Renato Balestrero OM Tripoli Report

2-12586672-1.html.csv
>

1937 masters
tournament

0.9824348967559546

['place' 'player' 'country' 'score'
'to par' 'money']

[['1', 'byron nelson', 'united states',
'66 + 72 + 75 + 70 = 283', '- 5',

'1500'], ['2', 'ralph guldahl', 'united
states', '69 + 72 + 68 + 76 = 285',

'- 3', '800'], ['3', 'ed dudley', 'united
states', '70 + 71 + 71 + 74 = 286',

'- 2', '600'], ['4', 'harry cooper',
'united states', '73 + 69 + 71 + 74

= 287', '- 1', '500'], ['5', 'ky
laffoon', 'united states', '73 + 70 +
74 + 73 = 290', '+ 2', '400'], ['6',

'jimmy thomson', 'scotland united
states', '71 + 73 + 74 + 73 = 291',

'+ 3', '300'], ['7', 'al watrous',
'united states', '74 + 72 + 71 + 75
= 292', '+ 4', '250'], ['t8', 'tommy

armour', 'scotland', '73 + 75 + 73 +
72 = 293', '+ 5', '175'], ['t8', 'vic

ghezzi', 'united states', '72 + 72 +
72 + 77 = 293', '+ 5', '175'], ['t10',
'leonard dodson', 'united states',
'71 + 75 + 71 + 77 = 294', '+ 6',

'100'], ['t10', 'jimmy hines', 'united
states', '77 + 72 + 68 + 77 = 294',

'+ 6', '100']]

Place Player Country Score To par Money ($)
1 Byron Nelson  United States 66-72-75-70=283 −5 1,500

2 Ralph Guldahl  United States 69-72-68-76=285 −3 800

3 Ed Dudley  United States 70-71-71-74=286 −2 600

4 Harry Cooper  England
 United States 73-69-71-74=287 −1 500

5 Ky Laffoon  United States 73-70-74-73=290 +2 400

6 Jimmy Thomson  Scotland
 United States 71-73-74-73=291 +3 300

7 Al Watrous  United States 74-72-71-75=292 +4 250

T8
Tommy Armour  Scotland

 United States 73-75-73-72=293
+5 175

Vic Ghezzi  United States 72-72-72-77=293

T10
Leonard Dodson  United States 71-75-71-77=294

+6 100
Jimmy Hines  United States 77-72-68-77=294

2-11965402-8.html.csv
>

['date' 'visitor' 'score' 'home'
'leading scorer' 'attendance'

'record']
[['april 2 , 2008', 'clippers', '102 -

84', 'supersonics', 'al thornton
(21)', '10392', '23 - 52'], ['april 3 ,
2008', 'clippers', '98 - 100', 'kings',
'corey maggette (28)', '12707', '23
- 53'], ['april 6 , 2008', 'rockets',
'105 - 79', 'clippers', 'josh powell

# Date Visitor Score Home OT Leading scorer Attendance Record
75 April 2, 2008 Clippers 102–84 SuperSonics NA Al Thornton (21) 10,392 23–52

76 April 3, 2008 Clippers 98–100 Kings NA Corey Maggette (28) 12,707 23–53

Country Date Label Format CatalogueNo.

Europe 17October2008_601 ColumbiaCD,DoubleLP #88697392232
Australia 18October20081391 SonyMusicCD #88697392382

UnitedKingdom
20October2008116111621

1December2008L381
Columbia

CD,DoubleLP #88697392232

CD(limitededitionsteel-box)#88697417452
UnitedStates 20October2008 Columbia CD #88697338292

Japan 22October200811631 SonyMusicCD SICP-2055

Germany 5December20081641 Columbia CD(limitededitionsteel-box)#886974174523

Global(iTunes) 19November2012/491 Columbia Digitaldownload #88697338292

PosNo Driver Constructor LapsTime/RetiredGridPoints
3 I*IJacquesVilleneuve Williams-Renault 67 1:31:27.843 2 10

2 7 •JeanAlesi Benetton-Renault 67 +11.770 10 6

3 4 Heinz-HaraldFrentzenWilliams-Renault 67 +13.480 3 4

4 -GerhardBerger Benetton-Renault 67 +16.416 7 3

5 2 •PedroDiniz Arrows-Yamaha 67 +43.147 15 2

6 14 •OlivierPanis Prost-Mugen-Honda67 +43.750 11 1

7 16 aJohnnyHerbert Sauber-Petronas 67 +44.354 16
8 1 ESDamonHill Arrows-Yamaha 67 +44.777 13
9 17 •IGianniMorbidelli Sauber-Petronas 66 +1Lap 19
10 19 +-MikaSalo Tyrrell-Ford 66 +1Lap 20
Ret18 •JosVerstappen Tyrrell-Ford 50 SpunOff 21
Ret9 +-MikaHäkkinen McLaren-Mercedes 43 Engine
Ret22 OlRubensBarrichello Stewart-Ford 43 Gearbox
Ret10 2SDavidCoulthard McLaren-Mercedes 42 Engine 6
Ret23 JanMagnussen Stewart-Ford 40 Halfshaft 12
Ret6 SEEddieIrvine Ferrari 22 Engine 14
Ret15 ShinjiNakano Prost-Mugen-Honda 16 Engine 17

Ret5 MichaelSchumacher Ferrari Suspension 5
Ret 21 2TarsoMarques Minardi-Hart Engine 18
Ret20 UkyoKatayama Minardi-Hart Collision 22
Ret 12 GiancarloFisichella Jordan-Peugeot 0 Collision 4
Ret11 RalfSchumacher Jordan-Peugeot Collision 8

Source:131

Title: black ice (album)

Template: the album [ENT] was first released in [ENT]

Statement: the album Black Ice was first released in Europe.

Figure 10: An example from LogicNLG, illustrating a table, a statement with masked entities, and a corresponding
gold statement.



T2T task: Logic2Text

Title: 1998 cfl draft

Logical form: and { only { filter_eq { filter_eq { all_rows ; college ;
saskatchewan } ; position ; k } } ; eq { hop { filter_eq { filter_eq { all_rows
; college ; saskatchewan } ; position ; k } ; player } ; matt kellett } } =
true

Statement: the only kicker drafted by saskatchewan college in the 1998 cfl
draft was matt kellett .

Figure 11: An example from Logic2Text, illustrating a table, a logical form, and a corresponding gold statement.



C Table formats collection

In what follows, we provide additional details on
the collection process of the table formats.

XML and HTML. As was mentioned in §2.2,
XML and XML/HTML for the PubTables-1M sub-
set of ComTQA and SciGen, respectively, are ex-
tracted from the source papers. For the former, the
target tables are identified based on their titles and
the highest cosine similarity with table content an-
notations available in PubTables-1M. For Scigen
we use the fuzzy match score with a threshold of
0.8 to identify the relevant tables based on their cap-
tions. Note that not all instances have these formats
(see Table 4) due to LATEXML conversion errors,
low fuzzy match score, discrepancies between cap-
tions in the gold data and LATEX files or a scholarly
paper not being available on arXiv anymore. We
also exclude cases with multiple tables sharing the
same caption but annotated separately, as it is chal-
lenging to accurately link the corresponding HTM-
L/XML code for each table. HTML in LogicNLG
and Logic2Text are retrieved from the Wikipedia
pages. However, due to the lack of metadata on the
data collection timestamps, we choose a time inter-
val close to the year of publication of these datasets
for our search in the Wikipedia archive. To extract
the relevant tables, we employ a cosine similarity
comparison against the gold tables, using a thresh-
old of 0.9. Since Wikipedia is constantly updated,
we further manually check the results and filter out
cases where the mismatch affects the ground truth,
e. g., cell values being out of date or the removal/ad-
dition of both rows and columns. Note that for all
subsets except SciGen, we follow the PMC table
formatting rules19 to obtain XML. Additionally, all
generated HTML underwent automatic validation
using the PyTidyLib20 package.

LATEX. Similar to HTML/XML, we obtain
LATEX from the source scholarly papers in SciGen
(see §2.2) and extract the target tables based on
their captions using the fuzzy match. Some in-
stances are excluded due to low similarity scores
(below 0.8), parsing errors or lack of LATEX source
code (tables from ACL papers). For numericNLG
and PubTables-1M tables, LATEX is generated from
HTML. This process involves preprocessing the
HTML code to replace symbols, such as Greek let-
ters and mathematical operators, with their LATEX

19https://www.ncbi.nlm.nih.gov/pmc/pmcdoc/
tagging-guidelines/article/dobs.html#dob-tables

20https://countergram.github.io/pytidylib/

equivalents. The resulting HTML is then converted
to a dataframe and subsequently to LATEX using
pandas.

Dict. The conventions of already available lin-
earised tables in SciGen, numericNLG, LogicNLG,
and Logic2Text are slightly diverse. In particular,
the distinction between column and row heads ex-
ists only in numericNLG. Furthermore, compared
to LogicNLG and Logic2Text, header hierarchy is
preserved in numericNLG and SciGen by merging
headers and subheaders into a single string.

https://www.ncbi.nlm.nih.gov/pmc/pmcdoc/tagging-guidelines/article/dobs.html#dob-tables
https://www.ncbi.nlm.nih.gov/pmc/pmcdoc/tagging-guidelines/article/dobs.html#dob-tables
https://countergram.github.io/pytidylib/
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Figure 12: Distribution of image aspect ratios (width/height) across subsets in the TableEval benchmark. Each box
represents the interquartile range (IQR), with the central orange line indicating the median. Circles denote outliers,
while whiskers (set to 1.5 × IQR by default) extend to the minimum and maximum non-outlier values. Here “Fin”
stands for FinTabNet, while “PMC” denotes PubTables-1M.



E Prompts

ComTQA (FinTabNet):

Refer to the provided table and answer the question. Question: {question}

ComTQA (PubTables-1M):

Refer to the provided table and answer the question. Question: {question}.
Table caption: {caption}. Table footnote: {footnote}.

SciGen:

Describe the given table focusing on the most important findings reported by
reasoning over its content. The summary must be factual, coherent, and
well-written. Do not introduce new information or speculate. Table caption:
{caption}

numericNLG:

Describe the given table focusing on the insights and trends revealed by the
results. The summary must be factual, coherent, and well-written. Do not
introduce new information or speculate. Table caption: {caption}

Logic2Text:

Generate a one sentence statement based on the table and logical form. Logical
form: {logical_form}. Table title: {title}

LogicNLG:

Based on a given table, fill in the entities masked by [ENT] in the following
sentence: {sentence}. Output the sentence with filled in masked entities.
Table title: {title}

Figure 13: Prompts used for experiments based on images of tables.



ComTQA (FinTabNet):

Refer to the provided table and answer the question. Question: {question}.
Table: {table}.

ComTQA (PubTables-1M):

Refer to the provided table and answer the question. Question: {question}.
Table: {table}.

SciGen:

Describe the given table focusing on the most important findings reported by
reasoning over its content. The summary must be factual, coherent, and
well-written. Do not introduce new information or speculate. Table: {table}.

numericNLG:

Describe the given table focusing on the insights and trends revealed by the
results. The summary must be factual, coherent, and well-written. Do not
introduce new information or speculate. Table: {table}.

Logic2Text:

Generate a one sentence statement based on the table and logical form. Logical
form: {logical_form}. Table title: {title}. Table: {table}.

LogicNLG:

Based on a given table, fill in the entities masked by [ENT] in the following
sentence: {sentence}. Output the sentence with filled in masked entities.
Table title: {title}. Table: {table}.

Figure 14: Prompts used for experiments based on textual representations of tables.



F Experimental results

Metric Dict HTML Image LATEX XML

BertScore.F1 0.85 0.84 0.86 0.84 0.85
BLEU-1 0.16 0.15 0.19 0.16 0.16
BLEU-2 0.09 0.09 0.12 0.09 0.09
BLEU-3 0.06 0.06 0.09 0.06 0.07
BLEU-4 0.04 0.04 0.06 0.05 0.05
BLEURT −0.51 −0.55 −0.42 −0.54 −0.53
METEOR 0.24 0.24 0.25 0.24 0.24
MoverScore 0.54 0.53 0.56 0.54 0.54
ROUGE-1.F1 0.30 0.29 0.38 0.29 0.29
ROUGE-2.F1 0.15 0.14 0.20 0.15 0.15
ROUGE-3.F1 0.09 0.09 0.12 0.09 0.09
ROUGE-4.F1 0.06 0.06 0.08 0.07 0.06
ROUGE-L.F1 0.24 0.23 0.32 0.24 0.24
SacreBLEU 0.04 0.04 0.08 0.05 0.05

Table 5: Values across evaluation metrics for table for-
mats averaged over data subsets and models.

Metric Dict HTML Image LATEX XML

BertScore.F1 0.83 0.84 0.86 0.83 0.84
BLEU-1 0.02 0.02 0.05 0.02 0.02
BLEU-2 0.01 0.01 0.03 0.01 0.01
BLEU-3 0.01 0.01 0.02 0.01 0.01
BLEU-4 0.01 0.01 0.02 0.01 0.01
BLEURT −0.58 −0.55 −0.39 −0.59 −0.54
METEOR 0.06 0.07 0.08 0.06 0.07
MoverScore 0.50 0.50 0.53 0.49 0.50
ROUGE-1.F1 0.14 0.14 0.27 0.14 0.15
ROUGE-2.F1 0.08 0.08 0.17 0.08 0.09
ROUGE-3.F1 0.03 0.03 0.05 0.03 0.03
ROUGE-4.F1 0.01 0.01 0.02 0.01 0.01
ROUGE-L.F1 0.13 0.14 0.27 0.14 0.15
SacreBLEU 0.01 0.02 0.04 0.01 0.02

Table 6: Raw values of BertScore.F1, BLEU-N.F1,
BLEURT, METEOR, MoverScore, ROUGE-N.F1,
ROUGE-L.F1, and SacreBLEU for ComTQA (FinTab-
Net) subset for individual formats averaged over models.

Metric Dict HTML Image LATEX XML

BertScore.F1 0.82 0.82 0.85 0.82 0.82
BLEU-1 0.03 0.03 0.05 0.03 0.03
BLEU-2 0.02 0.02 0.03 0.02 0.02
BLEU-3 0.01 0.02 0.02 0.01 0.02
BLEU-4 0.01 0.01 0.02 0.01 0.01
BLEURT −0.73 −0.72 −0.59 −0.73 −0.72
METEOR 0.09 0.10 0.09 0.09 0.10
MoverScore 0.48 0.48 0.51 0.48 0.48
ROUGE-1.F1 0.12 0.12 0.22 0.12 0.12
ROUGE-2.F1 0.06 0.06 0.11 0.06 0.06
ROUGE-3.F1 0.03 0.03 0.04 0.03 0.03
ROUGE-4.F1 0.02 0.02 0.03 0.02 0.02
ROUGE-L.F1 0.12 0.12 0.22 0.11 0.12
SacreBLEU 0.01 0.01 0.04 0.01 0.01

Table 7: Raw values of BertScore.F1, BLEU-
N.F1, BLEURT, METEOR, MoverScore, ROUGE-
N.F1, ROUGE-L.F1, and SacreBLEU for ComTQA
(PubTables-1M) subset for individual formats averaged
over models.

Metric Dict HTML Image LATEX XML

BertScore.F1 0.88 0.88 0.89 0.88 0.88
BLEU-1 0.24 0.24 0.22 0.24 0.24
BLEU-2 0.13 0.13 0.12 0.13 0.13
BLEU-3 0.07 0.07 0.07 0.07 0.08
BLEU-4 0.04 0.04 0.04 0.04 0.05
BLEURT −0.14 −0.11 −0.19 −0.09 −0.09
METEOR 0.35 0.37 0.33 0.37 0.38
MoverScore 0.59 0.60 0.60 0.60 0.60
ROUGE-1.F1 0.48 0.49 0.49 0.49 0.49
ROUGE-2.F1 0.23 0.24 0.24 0.25 0.24
ROUGE-3.F1 0.12 0.13 0.12 0.14 0.13
ROUGE-4.F1 0.06 0.07 0.07 0.08 0.07
ROUGE-L.F1 0.37 0.39 0.39 0.38 0.38
SacreBLEU 0.05 0.05 0.05 0.05 0.05

Table 8: Raw values of BertScore.F1, BLEU-N.F1,
BLEURT, METEOR, MoverScore, ROUGE-N.F1,
ROUGE-L.F1, and SacreBLEU for Logic2Text subset
for individual formats averaged over models.



Metric Dict HTML Image LATEX XML

BertScore.F1 0.87 0.88 0.91 0.89 0.88
BLEU-1 0.32 0.33 0.51 0.36 0.36
BLEU-2 0.26 0.27 0.43 0.30 0.29
BLEU-3 0.21 0.23 0.35 0.25 0.24
BLEU-4 0.17 0.18 0.28 0.20 0.20
BLEURT −0.46 −0.47 −0.13 −0.40 −0.41
METEOR 0.52 0.53 0.63 0.55 0.55
MoverScore 0.60 0.59 0.64 0.61 0.60
ROUGE-1.F1 0.48 0.48 0.69 0.52 0.51
ROUGE-2.F1 0.38 0.38 0.55 0.41 0.40
ROUGE-3.F1 0.31 0.30 0.45 0.34 0.33
ROUGE-4.F1 0.25 0.25 0.37 0.28 0.27
ROUGE-L.F1 0.46 0.47 0.67 0.51 0.49
SacreBLEU 0.13 0.15 0.28 0.16 0.16

Table 9: Raw values of BertScore.F1, BLEU-N.F1,
BLEURT, METEOR, MoverScore, ROUGE-N.F1,
ROUGE-L.F1, and SacreBLEU for LogicNLG subset
for individual formats averaged over models.

Metric Dict HTML Image LATEX XML

BertScore.F1 0.83 0.84 0.83 0.84 0.84
BLEU-1 0.16 0.18 0.16 0.18 0.18
BLEU-2 0.06 0.07 0.07 0.07 0.07
BLEU-3 0.03 0.03 0.03 0.03 0.03
BLEU-4 0.01 0.02 0.01 0.02 0.02
BLEURT −0.58 −0.54 −0.60 −0.54 −0.53
METEOR 0.19 0.21 0.19 0.21 0.21
MoverScore 0.52 0.53 0.53 0.53 0.53
ROUGE-1.F1 0.28 0.31 0.30 0.32 0.32
ROUGE-2.F1 0.06 0.08 0.07 0.08 0.08
ROUGE-3.F1 0.02 0.02 0.02 0.02 0.03
ROUGE-4.F1 0.01 0.01 0.01 0.01 0.01
ROUGE-L.F1 0.16 0.17 0.17 0.17 0.17
SacreBLEU 0.03 0.03 0.03 0.03 0.03

Table 10: Raw values of BertScore.F1, BLEU-N.F1,
BLEURT, METEOR, MoverScore, ROUGE-N.F1,
ROUGE-L.F1, and SacreBLEU for numericNLG subset
for individual formats averaged over models.

Metric Dict HTML Image LATEX XML

BertScore.F1 0.84 0.81 0.84 0.81 0.81
BLEU-1 0.16 0.11 0.15 0.11 0.11
BLEU-2 0.07 0.03 0.07 0.03 0.03
BLEU-3 0.03 0.01 0.03 0.01 0.01
BLEU-4 0.02 0.00 0.02 0.00 0.00
BLEURT −0.59 −0.90 −0.64 −0.91 −0.90
METEOR 0.20 0.13 0.19 0.13 0.13
MoverScore 0.53 0.50 0.53 0.50 0.50
ROUGE-1.F1 0.30 0.18 0.29 0.18 0.18
ROUGE-2.F1 0.07 0.02 0.07 0.02 0.02
ROUGE-3.F1 0.02 0.00 0.03 0.00 0.00
ROUGE-4.F1 0.01 0.00 0.01 0.00 0.00
ROUGE-L.F1 0.17 0.11 0.17 0.11 0.11
SacreBLEU 0.03 0.01 0.03 0.01 0.01

Table 11: Raw values of BertScore.F1, BLEU-N.F1,
BLEURT, METEOR, MoverScore, ROUGE-N.F1,
ROUGE-L.F1, and SacreBLEU for SciGen subset for
individual formats averaged over models.

Metric Dict HTML LATEX XML

BertScore.F1 0.83 0.83 0.83 0.83
BLEU-1 0.12 0.12 0.11 0.11
BLEU-2 0.06 0.06 0.06 0.06
BLEU-3 0.03 0.04 0.04 0.04
BLEU-4 0.02 0.02 0.02 0.02
BLEURT −0.64 −0.67 −0.67 −0.66
METEOR 0.20 0.21 0.20 0.21
MoverScore 0.52 0.52 0.52 0.52
ROUGE-1.F1 0.23 0.23 0.23 0.23
ROUGE-2.F1 0.09 0.10 0.10 0.10
ROUGE-3.F1 0.05 0.05 0.05 0.05
ROUGE-4.F1 0.03 0.03 0.03 0.03
ROUGE-L.F1 0.17 0.18 0.18 0.18
SacreBLEU 0.02 0.02 0.02 0.02

Table 12: Raw values of BertScore.F1, BLEU-
N.F1, BLEURT, METEOR, MoverScore, ROUGE-
N.F1, ROUGE-L.F1, and SacreBLEU for Llama-3.2-
3B-Instruct and individual text formats averaged over
data subsets.

Metric Dict HTML LATEX XML

BertScore.F1 0.85 0.85 0.85 0.85
BLEU-1 0.17 0.15 0.18 0.17
BLEU-2 0.10 0.09 0.11 0.10
BLEU-3 0.06 0.06 0.07 0.07
BLEU-4 0.04 0.04 0.05 0.05
BLEURT −0.48 −0.54 −0.48 −0.49
METEOR 0.25 0.24 0.25 0.25
MoverScore 0.54 0.54 0.54 0.54
ROUGE-1.F1 0.33 0.31 0.34 0.33
ROUGE-2.F1 0.17 0.16 0.18 0.18
ROUGE-3.F1 0.11 0.10 0.11 0.11
ROUGE-4.F1 0.07 0.07 0.08 0.08
ROUGE-L.F1 0.27 0.26 0.28 0.28
SacreBLEU 0.04 0.04 0.05 0.05

Table 13: Raw values of BertScore.F1, BLEU-N.F1,
BLEURT, METEOR, MoverScore, ROUGE-N.F1,
ROUGE-L.F1, and SacreBLEU for Mistral-Nemo-
Instruct-2407 and individual text formats averaged over
data subsets.



Metric Dict HTML LATEX XML

BertScore.F1 0.84 0.84 0.84 0.84
BLEU-1 0.13 0.13 0.13 0.13
BLEU-2 0.07 0.07 0.07 0.07
BLEU-3 0.04 0.05 0.05 0.05
BLEU-4 0.03 0.03 0.03 0.03
BLEURT −0.54 −0.55 −0.57 −0.56
METEOR 0.23 0.24 0.23 0.24
MoverScore 0.53 0.53 0.53 0.53
ROUGE-1.F1 0.26 0.26 0.26 0.26
ROUGE-2.F1 0.12 0.13 0.12 0.13
ROUGE-3.F1 0.07 0.07 0.07 0.07
ROUGE-4.F1 0.05 0.05 0.05 0.05
ROUGE-L.F1 0.20 0.21 0.20 0.20
SacreBLEU 0.03 0.03 0.03 0.03

Table 14: Raw values of BertScore.F1, BLEU-
N.F1, BLEURT, METEOR, MoverScore, ROUGE-
N.F1, ROUGE-L.F1, and SacreBLEU for Qwen2.5-
14B-Instruct and individual text formats averaged over
data subsets.

Metric Dict HTML LATEX XML

BertScore.F1 0.84 0.84 0.84 0.84
BLEU-1 0.16 0.15 0.16 0.15
BLEU-2 0.09 0.08 0.09 0.09
BLEU-3 0.06 0.06 0.07 0.06
BLEU-4 0.04 0.04 0.05 0.05
BLEURT −0.54 −0.59 −0.57 −0.57
METEOR 0.24 0.23 0.24 0.23
MoverScore 0.53 0.53 0.53 0.53
ROUGE-1.F1 0.28 0.27 0.28 0.28
ROUGE-2.F1 0.13 0.13 0.14 0.13
ROUGE-3.F1 0.08 0.08 0.09 0.08
ROUGE-4.F1 0.06 0.05 0.06 0.06
ROUGE-L.F1 0.22 0.21 0.23 0.22
SacreBLEU 0.03 0.03 0.04 0.03

Table 15: Raw values of BertScore.F1, BLEU-
N.F1, BLEURT, METEOR, MoverScore, ROUGE-
N.F1, ROUGE-L.F1, and SacreBLEU for Qwen2.5-3B-
Instruct and individual text formats averaged over data
subsets.

Metric Dict HTML LATEX XML

BertScore.F1 0.86 0.86 0.86 0.86
BLEU-1 0.21 0.22 0.21 0.22
BLEU-2 0.13 0.14 0.14 0.15
BLEU-3 0.10 0.11 0.10 0.11
BLEU-4 0.08 0.09 0.08 0.09
BLEURT −0.37 −0.39 −0.41 −0.38
METEOR 0.26 0.27 0.26 0.27
MoverScore 0.56 0.56 0.55 0.56
ROUGE-1.F1 0.38 0.37 0.36 0.37
ROUGE-2.F1 0.21 0.21 0.20 0.21
ROUGE-3.F1 0.13 0.14 0.13 0.14
ROUGE-4.F1 0.10 0.10 0.10 0.10
ROUGE-L.F1 0.32 0.31 0.30 0.31
SacreBLEU 0.09 0.10 0.10 0.11

Table 16: Raw values of BertScore.F1, BLEU-N.F1,
BLEURT, METEOR, MoverScore, ROUGE-N.F1,
ROUGE-L.F1, and SacreBLEU for Gemini-2.0-Flash
and individual text formats averaged over data subsets.

Metric Non-Scientific Scientific

BertScore.F1 0.87 0.83
BLEU-1 0.21 0.11
BLEU-2 0.15 0.04
BLEU-3 0.11 0.02
BLEU-4 0.09 0.01
BLEURT −0.34 −0.68
METEOR 0.33 0.15
MoverScore 0.57 0.51
ROUGE-1.F1 0.40 0.22
ROUGE-2.F1 0.25 0.06
ROUGE-3.F1 0.17 0.02
ROUGE-4.F1 0.12 0.01
ROUGE-L.F1 0.36 0.15
SacreBLEU 0.08 0.02

Table 17: Values across evaluation metrics for scientific
and non-scientific domains averaged over data subsets,
models, and table formats.



Metric ComTQA
(FinTabNet)

ComTQA
(PubTables-1M) Logic2Text LogicNLG numericNLG SciGen

BertScore.F1 0.84 0.83 0.88 0.89 0.83 0.82
BLEU-1 0.03 0.04 0.23 0.38 0.17 0.13
BLEU-2 0.02 0.02 0.13 0.31 0.07 0.04
BLEU-3 0.01 0.02 0.07 0.26 0.03 0.02
BLEU-4 0.01 0.01 0.04 0.20 0.01 0.01
BLEURT −0.53 −0.70 −0.13 −0.37 −0.56 −0.79
METEOR 0.07 0.09 0.36 0.56 0.20 0.16
MoverScore 0.50 0.49 0.60 0.61 0.53 0.51
ROUGE-1.F1 0.17 0.14 0.49 0.54 0.31 0.23
ROUGE-2.F1 0.10 0.07 0.24 0.42 0.07 0.04
ROUGE-3.F1 0.03 0.03 0.13 0.34 0.02 0.01
ROUGE-4.F1 0.01 0.02 0.07 0.28 0.01 0.00
ROUGE-L.F1 0.17 0.14 0.38 0.52 0.17 0.13
SacreBLEU 0.02 0.02 0.05 0.18 0.03 0.02

Table 18: Values across evaluation metrics for each data subset averaged over models and table formats.

Model Bert-
Score.F1

BLEU-
1

BLEU-
2

BLEU-
3

BLEU-
4 BLEURT METEOR Mover-

Score
ROUGE-

1.F1
ROUGE-

2.F1
ROUGE-

3.F1
ROUGE-

4.F1
ROUGE-

L.F1
Sacre-
BLEU

Baseline

Gemini-2.0-Flash_mm 0.87 0.22 0.14 0.11 0.08 −0.35 0.27 0.56 0.40 0.22 0.14 0.10 0.33 0.11
Gemini-2.0-Flash_llm 0.86 0.21 0.14 0.11 0.08 −0.39 0.26 0.56 0.37 0.20 0.14 0.10 0.31 0.10

MLLMs

Idefics3-8B-Llama3 0.88 0.19 0.12 0.09 0.07 −0.36 0.23 0.59 0.47 0.27 0.13 0.09 0.42 0.11
Qwen2.5-VL-3B-Instruct 0.85 0.18 0.12 0.09 0.07 −0.51 0.25 0.55 0.34 0.18 0.11 0.08 0.28 0.07
Qwen2.5-VL-7B-Instruct 0.86 0.19 0.12 0.08 0.06 −0.39 0.27 0.55 0.36 0.19 0.12 0.09 0.30 0.07
llama3-llava-next-8b-hf 0.85 0.16 0.10 0.06 0.04 −0.50 0.24 0.54 0.31 0.15 0.09 0.06 0.25 0.04

LLMs

Mistral-Nemo-Instruct-2407 0.85 0.17 0.10 0.07 0.05 −0.50 0.25 0.54 0.33 0.17 0.11 0.07 0.27 0.04
Qwen2.5-3B-Instruct 0.84 0.15 0.09 0.06 0.04 −0.57 0.24 0.53 0.28 0.13 0.08 0.06 0.22 0.03
Qwen2.5-14B-Instruct 0.84 0.13 0.07 0.05 0.03 −0.56 0.24 0.53 0.26 0.12 0.07 0.05 0.20 0.03
Llama-3.2-3B-Instruct 0.83 0.12 0.06 0.04 0.02 −0.66 0.20 0.52 0.23 0.10 0.05 0.03 0.18 0.02

Table 19: Values across evaluation metrics for individual models averaged over data subsets and table formats.



ComTQA (Fin) ComTQA (PMC) Logic2Text LogicNLG numericNLG SciGen
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Figure 15: Mean prediction lengths (in characters) for each model and data subset. Here “_llm” and “_mm” are
used to distinguish between text and image input for Gemini-2.0-Flash, respectively.



G Case Study

Refer to the provided table and answer the question. 
Question: What is the incidence of dysplasia in the group 
treated with AOM/DSS and 0.05% Befibrate?. Table caption: 
{caption}. Table footnote: {footnote}.

80%.The incidence of total dysplasia in 
the group treated with AOM/DSS and 
0.05% Bezafibrate is 80%.

The incidence of dysplasia in the 
group treated with AOM/DSS and 
0.05% Befibrate is 80%.

Figure 16: An example illustrating differences in prediction length across Idefics3, Gemini-2.0-Flash, and Qwen2.0-
VL (7B) models on a sample from the ComTQA (PubTables-1M) subset.



H Additional interpretability analyses

Mistral-Nemo vs. Llama3. The following fig-
ures show further examples of feature attribution
and log-probability analysis comparing Mistral-
Nemo with Llama3.

In Figure 17 (ComTQA FinTabNet), Mistral-
Nemo correctly predicts the answer, while Llama3
fails. We find a key difference in the attribution
pattern around the columns “2014” and “2013”,
where Mistral-Nemo assigns a slightly higher score
(lighter blue) than Llama3. In the log-probability
analysis, we see high uncertainty in Llama3 gen-
erating the final answer starting with “1”. On the
contrary, Mistral-Nemo shows a high level of con-
fidence in the predicted value.

In Figure 18 (ComTQA PubTables-1M), both
models generate incorrect answers. For Mistral-
Nemo, one can barely see any attribution in the
decisive row of the table. For Llama3, there is a
slightly higher attribution for “Beer” in “Lung-
Beer”. We also observe that the tokeniser splits the
number into “496” and “6”. A plausible explana-
tion for the failure is that when it processes “Lung
Stanford” with 918 genes, it likely finds it to be
higher than 496 (ignoring the fourth digit “6”). Re-
garding the log-probabilities, the decision of which
feature to name after “the most number of genes is”
is controversial for both models, judged by the low
confidence in the following token.

In Figure 19 (ComTQA PubTables-1M), Mistral-
Nemo solves the task correctly, whereas Llama3
fails to distinguish “VRP-HA” from “VRP-neu”
and is not confident in the predicted value (10).
Mistral-Nemo focuses on the “VRP-HA” row in
the table more than the similar alternative “VRP-
neu” and generally finds the relevant feature name
in the question to be more important, judging by
the attribution patterns. When we compare this to
the log-probabilities, the model is very confident
about its decision (“VRP-HA”) throughout the gen-
eration.

Dict vs. LATEX input format. The following
figures show examples of feature attribution and
log-probability analysis. We compare predictions
across Dict vs. LATEX representations of tables for
Mistral-Nemo and Llama3 based on instances from
the LogicNLG subset.

In Figure 20, Mistral-Nemo correctly predicts
the missing entities with a high level of confidence.
We notice high similarity between the input attribu-
tion patterns across two formats. In both cases, one

of the most relevant tokens (month “August”) is
correctly identified to produce the right answer ac-
cording to the ground truth and hence receives high
attribution. The model focuses on the tokens rele-
vant to the task and does not pay much attention to
LATEX formatting tags, since the respective tokens
generally remain barely considered throughout the
generation. However, we can see some decreases
in model confidence at the end of the generation
(“games before”).

In Figure 21, Llama3 generates the wrong re-
sponses in both cases. However, the Dict variant
also makes the model focus on bracketing, separa-
tors, and punctuation quite often. Only for LATEX,
there is a noticeably lower confidence about gen-
erating “Electra” as the play of choice. For both
representations of the table, however, Llama3 is not
certain about the last two entities (“Cyprus and Ro-
mania”, “Cyprus and Greece”), which are either
fully or partially incorrect according to the ground
truth (“Greece and Italy”).



Mistral-Nemo-Instruct-2407

Refer  to  the  provided  table  and  answer  the  question
.  Question :  How  much  was  the  income  from
 continuing  operations  in  the  U .S .  in  2 0 1 3 ?.  Table
:  \{" table \_headers ":  [' ( In  millions )',  ' 2 0 1 4 ',  ' 2 0
1 3 ',  ' 2 0 1 2 '],  " table \_rows ":  [ [' U .S .',  '$ 1 , 1 5 3 .
3 ',  '$ 9 1 4 . 9 ',  '$ 9 0 8 . 5 '],  [' Non -U .S .',  ' 9 3 3 . 9 ',
 ' 4 0 4 . 6 ',  ' 3 6 0 . 9 '],  [' Income  from  Continu ing
 Operations ',  '$ 2 , 0 8 7 . 2 ',  '$ 1 , 3 1 9 . 5 ',  '$ 1 , 2 6
9 . 4 '] ]\}.

Llama-3.2-3B-Instruct

Refer  to  the  provided  table  and  answer  the  question
.  Question :  How  much  was  the  income  from
 continuing  operations  in  the  U .S .  in  201 3 ?.  Table :
 \{" table \_headers ":  [' ( In  millions )',  ' 201 4 ',  ' 201 3
',  ' 201 2 '],  " table \_rows ":  [[' U .S .',  '$ 1 , 153 . 3 ',  '$
914 . 9 ',  '$ 908 . 5 '],  [' Non -U .S .',  ' 933 . 9 ',  ' 404 . 6
',  ' 360 . 9 '],  [' Income  from  Continuing  Operations ',
 '$ 2 , 087 . 2 ',  '$ 1 , 319 . 5 ',  '$ 1 , 269 . 4 ']] \}.

The  income  from  continuing  operations
 in  the  U .S .  in  2 0 1 3  was  $ 9
1 4 . 9  million .

According  to  the  table ,  the  income
 from  continuing  operations  in  the  U .S
.  in  201 3  was  $ 1 , 153 . 3  million
.

Figure 17: Interpretability analysis for the ComTQA (FinTabNet) instance with a table represented in a Dict format.
The ground truth is “$914.9 million”. The visualisation follows the same procedure as Figure 5.



Mistral-Nemo-Instruct-2407

Refer  to  the  provided  table  and  answer  the  question
.  Question :  Which  dataset  has  the  most  number  of
 genes ?.  Table :  \{" table \_title ":  Table  5 ,  " table
\_cap tion ":  Random  data  simulations  of  real  data
 sets .  This  table  compares  the  results  found  from
 the  real  data  ( Real  column )  to  two  different  types
 of  random  data .  The  Random  column  contains  the
 experimentally  determined  largest  number  of  pairs
 found  from  1 0  simulation  runs  using  a  random
 data  matrix  ( d rawn  from  a  uniform  distribution )
 where  the  number  of  genes  and  class  sizes  is  the
 same  as  the  indicated  for  the  real  data .  The  Label
 Sh uff led  column  contains  the  experimentally
 determined  largest  number  of  pairs  found  from  3 0
 simulation  runs  where  the  class  labels  were
 randomly  shuffled .  In  the  samples  column ,  the
 number  in  parent hesis  is  the  number  of  positive
 samples .  The  numbers  after  the  slash  are  the
 number  of  single  genes  found .  Label  shuff ling
 leads  to  more  pairs  found  " by  chance "  only  for
 the  smaller  data  sets .  The  small  data  sets  have
 large  numbers  of  pairs  expected  " by  chance " .,  "
table \_headers ":  [' Data  set ',  ' Samples ',  ' Gen es ',  '
Real ',  ' Random ',  ' Label  Sh uff led '],  " table \_sub
headers ":  [],  " table \_rows ":  [ [' G IST ',  ' 1 9 ( 6 )',  ' 1
9 8 7 ',  ' 1 3 7 9 8 1 / 7 4 ',  ' 2 7 0 6 / 0 ',  ' 4 6 2 2 / 2 '],
 [' Bre ast BR CA (b rc a 1  vs  br ca 2 )',  ' 1 5 ( 7 )',  ' 3 2 2
6 ',  ' 1 4 3 5 7 4 / 1 8 ',  ' 2 0 5 6 3 / 2 ',  ' 5 3 9 0 0 / 1 1 '],
 [' Bre ast BR CA (b rc a 1  \&  br ca 2  vs  Spor adic )',  ' 2
2 ( 7 )',  ' 3 2 2 6 ',  ' 2 1 1 4 / 0 ',  ' 1 2 8 6 / 1 ',  ' 0 / 0 '],
 [' Cut aneous ',  ' 3 8 ( 7 )',  ' 3 6 1 3 ',  ' 5 9 6 / 0 ',  ' 6 2 /
0 ',  ' 2 4 / 0 '],  [' L ung Stan ford ',  ' 5 2 ( 1 3 )',  ' 9 1 8 ',
 ' 4 8 6 / 2 ',  ' 0 / 0 ',  ' 0 / 0 '],  [' L ung Be er ',  ' 9 6 ( 1 0
)',  ' 4 9 6 6 ',  ' 2 2 1 0 2 / 5 ',  ' 0 / 0 ',  ' 0 / 0 '],  [' Pro
state ',  ' 3 4 ( 9 )',  ' 3 9 5 8 ',  ' 2 4 9 6 6 2 / 5 2 ',  ' 5 7 / 0
',  ' 1 3 / 0 '] ],  " table \_ foot note ":  None \}.

Llama-3.2-3B-Instruct

Refer  to  the  provided  table  and  answer  the  question
.  Question :  Which  dataset  has  the  most  number  of
 genes ?.  Table :  \{" table \_title ":  Table  5 ,  " table
\_caption ":  Random  data  simulations  of  real  data
 sets .  This  table  compares  the  results  found  from
 the  real  data  ( Real  column )  to  two  different  types
 of  random  data .  The  Random  column  contains  the
 experiment ally  determined  largest  number  of  pairs
 found  from  10  simulation  runs  using  a  random  data
 matrix  ( draw n  from  a  uniform  distribution )  where
 the  number  of  genes  and  class  sizes  is  the  same
 as  the  indicated  for  the  real  data .  The  Label  Sh
uffled  column  contains  the  experiment ally
 determined  largest  number  of  pairs  found  from  30
 simulation  runs  where  the  class  labels  were
 randomly  shuffled .  In  the  samples  column ,  the
 number  in  parenthesis  is  the  number  of  positive
 samples .  The  numbers  after  the  slash  are  the
 number  of  single  genes  found .  Label  sh uffling
 leads  to  more  pairs  found  " by  chance "  only  for
 the  smaller  data  sets .  The  small  data  sets  have
 large  numbers  of  pairs  expected  " by  chance " .,  "
table \_headers ":  [' Data  set ',  ' Samples ',  ' Gen es ',  '
Real ',  ' Random ',  ' Label  Sh uffled '],  " table \_sub
headers ":  [],  " table \_rows ":  [[' G IST ',  ' 19 ( 6 )',  '
198 7 ',  ' 137 981 / 74 ',  ' 270 6 / 0 ',  ' 462 2 / 2 '],  [' Bre
ast BR CA (br ca 1  vs  br ca 2 )',  ' 15 ( 7 )',  ' 322 6 ',  '
143 574 / 18 ',  ' 205 63 / 2 ',  ' 539 00 / 11 '],  [' Bre ast
BR CA (br ca 1  \&  br ca 2  vs  Spor adic )',  ' 22 ( 7 )',  '
322 6 ',  ' 211 4 / 0 ',  ' 128 6 / 1 ',  ' 0 / 0 '],  [' Cut aneous
',  ' 38 ( 7 )',  ' 361 3 ',  ' 596 / 0 ',  ' 62 / 0 ',  ' 24 / 0 '],  [' L
ung Stan ford ',  ' 52 ( 13 )',  ' 918 ',  ' 486 / 2 ',  ' 0 / 0 ',  '
0 / 0 '],  [' L ung Beer ',  ' 96 ( 10 )',  ' 496 6 ',  ' 221 02 / 5
',  ' 0 / 0 ',  ' 0 / 0 '],  [' Pro state ',  ' 34 ( 9 )',  ' 395 8 ',  '
249 662 / 52 ',  ' 57 / 0 ',  ' 13 / 0 ']],  " table \_foot note ":
 None \}.

Based  on  the  provided  table ,  the
 dataset  with  the  most  number  of
 genes  is  " Pro state "  with  3 9 5 8
 genes .

Based  on  the  table ,  the  dataset  with
 the  most  number  of  genes  is  ' L ung
Stan ford '  with  918  genes .

Figure 18: Interpretability analysis for the ComTQA (PubTables-1M) instance with a table represented in a Dict
format. The ground truth is “LungBeer”. The visualisation follows the same procedure as Figure 5.



Mistral-Nemo-Instruct-2407

Refer  to  the  provided  table  and  answer  the  question
.  Question :  What  is  the  is otype  control  for  V RP -H A
?.  Table :  \{" table \_title ":  Table  2 ,  " table \_cap tion
":  Int racellular  interferon -  analysis  of  CD 8 +  T
 cells  after  vaccination  three  times  with  virus -like
 replic on  particles  ( V RP )- ne u  or  V RP - hem ag glut
inin  ( HA ),  " table \_headers ":  [' V acc ination ',  ' Is
otype  control  (\%) ',  ' Inter fer on - +/ CD 8 +  (\%) '],  "
table \_sub headers ":  [],  " table \_rows ":  [ [' V RP -ne u
',  ' 0 . 1 0 ',  ' 2 . 8 0 '],  [' V RP -H A ',  ' 0 . 1 4 ',  ' 0 . 2 7
'],  [' Na ï ve ',  ' 0 . 0 3 ',  ' 0 . 3 9 '] ],  " table \_ foot note
":  None \}.

Llama-3.2-3B-Instruct

Refer  to  the  provided  table  and  answer  the  question
.  Question :  What  is  the  is otype  control  for  VR P -H A
?.  Table :  \{" table \_title ":  Table  2 ,  " table \_caption
":  Intr acellular  interfer on -  analysis  of  CD 8 +  T
 cells  after  vaccination  three  times  with  virus -like
 replic on  particles  ( VR P )- ne u  or  VR P -h em ag gl ut
inin  ( HA ),  " table \_headers ":  [' V acc ination ',  ' Is
otype  control  (\%) ',  ' Inter fer on - +/ CD 8 +  (\%) '],
 " table \_sub headers ":  [],  " table \_rows ":  [[' VR P -ne
u ',  ' 0 . 10 ',  ' 2 . 80 '],  [' VR P -H A ',  ' 0 . 14 ',  ' 0 . 27 '],
 [' Na ï ve ',  ' 0 . 03 ',  ' 0 . 39 ']],  " table \_foot note ":
 None \}.

The  is otype  control  for  V RP -H A  is
 0 . 1 4 \%.

To  find  the  is otype  control  for  VR P
-H A ,  we  need  to  look  at  the  " Is
otype  control  (\% )"  column  in  the
 table .  The  is otype  control  is  the
 percentage  of  is otype  controls ,  which
 is  0 . 10 \%.

Figure 19: Interpretability analysis for ComTQA (PubTables-1M) instance with the Dict format. The ground truth
is “0.14%”. The visualisation follows the same procedure as Figure 5.



Mistral-Nemo-Instruct-2407 (Dict)

Based  on  a  given  table ,  fill  in  the  entities  masked
 by  [ ENT ]  in  the  following  sentence :  all  game  in
 the  table  for  the  [ ENT ]  were  played  on  [ ENT ]
 with  no  game  after  or  before .  Output  the  sentence
 with  filled  in  masked  entities .  Table :  \{" title ":  1 9
0 8  v fl  season ,  " table \_column \_names ":  [' home
 team ',  ' home  team  score ',  ' away  team ',  ' away
 team  score ',  ' venue ',  ' date '],  " table \_content
\_values ":  [ [' un iversity ',  ' 1 3 . 1 8  ( 9 6 )',  ' ge elong
',  ' 6 . 8  ( 4 4 )',  ' em c g ',  ' 1 5  august  1 9 0 8 '],  [' st
 k ilda ',  ' 4 . 7  ( 3 1 )',  ' f itz roy ',  ' 3 . 4  ( 2 2 )',  ' j
unction  oval ',  ' 1 5  august  1 9 0 8 '],  [' south  mel
bourne ',  ' 5 . 8  ( 3 8 )',  ' ess endon ',  ' 3 . 1 4  ( 3 2 )',  '
lake  oval ',  ' 1 5  august  1 9 0 8 '],  [' mel bourne ',  ' 4 .
8  ( 3 2 )',  ' coll ing wood ',  ' 6 . 9  ( 4 5 )',  ' mc g ',  ' 1 5
 august  1 9 0 8 '],  [' rich mond ',  ' 4 . 1 7  ( 4 1 )',  ' c arl
ton ',  ' 6 . 1 2  ( 4 8 )',  ' punt  road  oval ',  ' 1 5  august  
1 9 0 8 '] ]\}

Mistral-Nemo-Instruct-2407 (LATEX)

Based  on  a  given  table ,  fill  in  the  entities  masked
 by  [ ENT ]  in  the  following  sentence :  all  game  in
 the  table  for  the  [ ENT ]  were  played  on  [ ENT ]
 with  no  game  after  or  before .  Output  the  sentence
 with  filled  in  masked  entities .  Table  title :  1 9 0 8  v
fl  season .  Table :  \\ begin \{table \}[ ht ] \\ centering \\
c apt ions et up \{ just ification = ra gged right ,  single
line check =false \}  \\ caption \{ 1 9 0 8  v fl  season \}
\\begin \{tabular \}\{ ll ll ll \} \\ top rule  \&   \&   \&   \&
  \&   \\\\ \\mid rule Home  team  \&  Home  team  score
 \&  Away  team  \&  Away  team  score  \&  Venue  \&
 Date  \\\\ University  \&  1 3 . 1 8  ( 9 6 )  \&  Ge elong  \&
 6 . 8  ( 4 4 )  \&  E MC G  \&  1 5  August  1 9 0 8  \\\\ St
 K ilda  \&  4 . 7  ( 3 1 )  \&  Fitz roy  \&  3 . 4  ( 2 2 )  \&
 Junction  Oval  \&  1 5  August  1 9 0 8  \\\\ South
 Melbourne  \&  5 . 8  ( 3 8 )  \&  Ess endon  \&  3 . 1 4  (
3 2 )  \&  Lake  Oval  \&  1 5  August  1 9 0 8  \\\\ Mel
bourne  \&  4 . 8  ( 3 2 )  \&  Coll ing wood  \&  6 . 9  ( 4 5
)  \&  MC G  \&  1 5  August  1 9 0 8  \\\\ Rich mond  \&  4
. 1 7  ( 4 1 )  \&  Carlton  \&  6 . 1 2  ( 4 8 )  \&  P unt
 Road  Oval  \&  1 5  August  1 9 0 8  \\\\ \\ bottom rule
\\end \{tabular \} \\end \{table \}

All  games  in  the  table  for  the  ** 1 9
0 8  V FL  season **  were  played  on
 ** 1 5  August  1 9 0 8 **  with  no
 game  after  or  before .

All  games  in  the  table  for  the  1 9
0 8  V FL  season  were  played  on  1
5  August  1 9 0 8  with  no  games
 before  or  after .

Figure 20: Interpretability analysis the LogicNLG instance comparing the Dict (left) with the LATEX (right) input
format of the table. The ground truth is “all game in the table for the 1908 Vfl Season were played on 15 August
1908 with no game after or before”. The visualisation follows the same procedure as Figure 5.



Llama-3.2-3B-Instruct (Dict)

Based  on  a  given  table ,  fill  in  the  entities  masked
 by  [ ENT ]  in  the  following  sentence :  the  play  [ ENT
]  was  performed  in  [ ENT ]  and  [ ENT ].  Output  the
 sentence  with  filled  in  masked  entities .  Table :  \{"
title ":  international  festival  of  ancient  g reek  drama  ,
 cy prus ,  " table \_column \_names ":  [' play ',  ' author ',
 ' company ',  ' base ',  ' country '],  " table \_content
\_values ":  [[' elect ra ',  ' eur ip ides ',  ' radu  stan ca
 national  theatre ',  ' s ib iu ',  ' rom ania '],  [' pl ut us ',  '
ar ist oph anes ',  ' cy prus  theatre  organisation ',  ' nicos
ia ',  ' cy prus '],  [' the  birds ',  ' ar ist oph anes ',  ' the
atro  techn is  kar ol os  k oun ',  ' ath ens ',  ' gree ce '],  ['
med ea ',  ' eur ip ides ',  ' te atro  inst abile ',  ' a osta ',  '
ital y '],  [' the  pers ians ',  ' a esch yl us ',  ' astr ã \\xa 0
g ali  te atro ',  ' lec ce ',  ' ital y '],  [' med ea ',  ' eur ip
ides ',  ' se me io  theatre ',  ' ath ens ',  ' gree ce '],  ['
ajax ',  ' s oph oc les ',  ' att is  theatre ',  ' ath ens ',  '
gree ce '],  [' ant ig one ',  ' s oph oc les ',  ' hab ima
 theatre ',  ' tel  av iv ',  ' ist rael '] ]\}

Llama-3.2-3B-Instruct (LATEX)

Based  on  a  given  table ,  fill  in  the  entities  masked
 by  [ ENT ]  in  the  following  sentence :  the  play  [ ENT
]  was  performed  in  [ ENT ]  and  [ ENT ].  Output  the
 sentence  with  filled  in  masked  entities .  Table  title :
 international  festival  of  ancient  g reek  drama  ,  cy
prus .  Table :  \\ begin \{ table \}[ ht ] \\ center ing \\
caption setup \{ just ification = rag ged right ,  single line
check =false \}  \\ caption \{ international  festival  of
 ancient  g reek  drama  ,  cy prus \} \\ begin \{ tab ular
\}\{ llll l \} \\ top rule play  \&  author  \&  company  \&
 base  \&  country  \\\\ \\ mid rule Elect ra  \&  Eur ip ides
 \&  Rad u  Stan ca  National  Theatre  \&  S ib iu  \&
 Romania  \\\\ Pl ut us  \&  Arist oph anes  \&  Cyprus
 Theatre  Organisation  \&  N icos ia  \&  Cyprus  \\\\ The
 Birds  \&  Arist oph anes  \&  The atro  Techn is  Kar ol os
 K oun  \&  Athens  \&  Greece  \\\\ Med ea  \&  Eur ip ides
 \&  Te atro  Inst abile  \&  A osta  \&  Italy  \\\\ The  Pers
ians  \&  A esch yl us  \&  Astr à g ali  Te atro  \&  L ec ce
 \&  Italy  \\\\ Med ea  \&  Eur ip ides  \&  S eme io  Theatre
 \&  Athens  \&  Greece  \\\\ Ajax  \&  Soph oc les  \&  Att is
 Theatre  \&  Athens  \&  Greece  \\\\ Ant ig one  \&  Soph
oc les  \&  Hab ima  Theatre  \&  Tel  Aviv  \&  Israel  \\\\ \\
bottom rule \\ end \{ tab ular \} \\ end \{ table \}

Based  on  the  provided  table ,  the
 sentence  with  the  masked  entities  filled
 in  is : the  play  Elect ra  was
 performed  in  Cyprus  and  Romania .

Based  on  the  given  table ,  the
 sentence  with  the  masked  entities  filled
 in  is : the  play  Elect ra  was
 performed  in  Cyprus  and  Greece .

Figure 21: Interpretability analysis for the LogicNLG instance comparing the Dict (left) with the LATEX (right) input
format of the table. The ground truth is “the play Medea was performed in Greece and Italy”. The visualisation
follows the same procedure as Figure 5.
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Recent Accounting Pronouncements  
   
See Note 2, Significant Accounting Policies , in Notes to the Consolidated Financial Statements in Item 8 of Part II of this Report, for a full 
description of recent accounting pronouncements, including the expected dates of adoption and estimated effects on financial condition and 
results of operations, which is incorporated herein by reference.  
 
Results of Operations  
 
The following table presents product and service net revenues (in millions, except percentages):  

 
2014 Compared to 2013  
 
Routing product net revenues decreased in 2014, compared to 2013, as a result of weaker demand for core routing, partially offset by strong 
growth of our PTX series products. Edge routing net revenues increased as a result of strong demand for our MX series products, partly offset by 
older edge routing platforms. The year-over year decline was driven by weakness from large US carriers, partially offset by strength from Cloud 
Providers.  
 
Switching product net revenues increased in 2014, compared to 2013, reflecting growth from both our QFabric system and our EX series 
products. During the year we saw strong adoption of QFabric data center switches by a growing number of customers, with especially strong 
demand from Cloud Providers in the Americas.  
 
Security product net revenues decreased in 2014, compared to 2013, primarily due to a continuing decline in our legacy Screen OS products and 
the divestiture of our Junos Pulse product lines. Sales of our SRX platform declined slightly year-over-year, due to lower demand from U.S. 
Carrier customers.  
 
The increase in service revenue in 2014, compared to 2013, was primarily driven by new service contracts and strong contract renewals. Service 
revenues are largely correlated with product revenues, therefore if product net revenues decline, it can have an impact on future service revenues. 
 

41  

•  Loss Contingencies.  We use significant judgment and assumptions to estimate the likelihood of loss or impairment of an asset, or the 
incurrence of a liability, in determining loss contingencies. An estimated loss contingency is accrued when it is probable that an asset 
has been impaired or a liability has been incurred and the amount of loss can be reasonably estimated. We record a charge equal to the 
minimum estimated liability for litigation costs or a loss contingency only when both of the following conditions are met: 
(i) information available prior to issuance of our consolidated financial statements indicates that it is probable that an asset had been 
impaired or a liability had been incurred at the date of the financial statements and (ii) the range of loss can be reasonably estimated. 
We regularly evaluate current information available to us to determine whether such accruals should be adjusted and whether new 
accruals are required.  

   Years Ended December 31,  

   2014    2013    2012    2014 vs. 2013    2013 vs. 2012  

                  $ Change    % Change    $ Change    % Change  

Routing  $ 2,223.9    $ 2,318.0    $ 2,037.6    $ (94.1 )   (4 )%   $ 280.4    14%  

Switching  721.2    638.0    554.8    83.2    13  %   83.2    15%  

Security  463.6    563.9    669.7    (100.3 )   (18 )%   (105.8 )   (16)%  

Total Product  3,408.7    3,519.9    3,262.1    (111.2 )   (3 )%   257.8    8%  

Percentage of net revenues  73.7 %    75.4 %    74.7 %                      

                            

Total Service  1,218.4    1,149.2    1,103.3    69.2    6  %   45.9    4%  

Percentage of net revenues  26.3 %    24.6 %    25.3 %                      

Total net revenues  $ 4,627.1    $ 4,669.1    $ 4,365.4    $ (42.0 )   (1 )%   $ 303.7    7%  

Figure 22: Table image corresponding to the ComTQA (FinTabNet) example in Figure 5.
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