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Abstract

Graphical user interfaces (GUI) automation001
agents are emerging as powerful tools, enabling002
humans to accomplish increasingly complex003
tasks on smart devices. However, users often004
inadvertently omit key information when con-005
veying tasks, which hinders agent performance006
in the current agent paradigm that does not sup-007
port immediate user intervention. To address008
this issue, we introduce a Self-Supplement009
GUI Navigation task that incorporates interac-010
tive information completion capabilities within011
GUI agents. We developed the Navi-plus012
dataset with GUI follow-up question-answer013
pairs, alongside a Dual-Stream Trajectory014
Evaluation method to benchmark this new ca-015
pability. Our results show that agents equipped016
with the ability to ask GUI follow-up questions017
can interact with human users and recover their018
performance when faced with ambiguous user019
tasks.020

1 Introduction021

Graphical User Interface (GUI) becomes the foun-022

dational approach of modern human-computer in-023

teraction with increasing numbers of screens fill-024

ing people’s lives. To augment human capabili-025

ties and mitigate mental burdens in operating dig-026

ital devices, GUI automation agents have arisen027

in recent years. Following the advancements of028

(Multimodal) Large Language Models (LLMs or029

MLLMs), extensive efforts were invested in con-030

structing these autonomous agents through large-031

scale continual pre-training (Cheng et al., 2024,032

Chai et al., 2024, Lin et al., 2024), grounding-033

augmented supervised fine-tuning (Li et al., 2024a,034

Sun et al., 2024), and utilization of Chain-of-035

Action-Thought (CoAT) in navigation(Zhang et al.,036

2024, Liu et al., 2025).037

However, the previous paradigm of GUI navi-038

gation agents is limited to receiving full human039

instruction and performing actions serially, dimin-040

Figure 1: Overview of our proposed Self-Supplement
GUI Navigation task. Agent proactively asks for miss-
ing information when the task is ambiguous.

Figure 2: Comparison of agents’ Step SR scores
on original tasks and generated ambiguous tasks of
AndroidControl-Naviplus data. Completing the task
with ASK action can recover agents’ performance.

ishing human control halfway through agent pro- 041

cessing. Thus, a practical "elephant in the room" 042

question arises: If some important information is 043

missing from the human instruction (i.e., prod- 044

uct specs or important dates), how can the agent 045

continue the task that it is expected to finish? 046

This issue has motivated us to review the for- 047

mulation of the current GUI navigation task. In 048

this paper, we propose a novel task called Self- 049

Supplement GUI Navigation, which endows GUI 050

agents with a new ability to handle the ambiguity 051

of human instruction. The core idea is to add an 052

"ASK" action in the agents’ action space, enabling 053

it to engage in intermediate natural language inter- 054
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Figure 3: GUI tasks have developed from GUI environment understanding, through single-step instruction execution
and multi-step navigation, and are evolving into more proactive and helpful assistants in the digital world.

actions with human users by proposing follow-up055

questions (Figure 1).056

We first design a data annotation pipeline to057

construct Naviplus dataset from existing trajec-058

tory datasets using open-source LLMs(MLLMs).059

GUI navigation trajectories with ambiguous task060

descriptions are intentionally and controllably gen-061

erated, along with corresponding GUI follow-up062

question-answering (QA) pairs.063

We then include fair and comprehensive evalua-064

tion metrics to benchmark GUI agents’ capability065

to complete the GUI navigation task when the task066

description is ambiguous. A Dual-Stream Trajec-067

tory Evaluation method is proposed to separately068

compute metrics for the operational actions (e.g.,069

Step Success Rate) and for the additional ASK ac-070

tion, allowing direct model comparison.071

Our experiments show that the missing informa-072

tion in task description can significantly harm GUI073

agents task success rate, but with the completion074

of ASK action, agents can restore up to 99.4% of075

performance (Figure 2). Moreover, we find that076

modern MLLM-based GUI agents can seamlessly077

learn to propose follow-up questions and achieve078

satisfactory performance, with a timing accuracy of079

up to 0.947 and a content similarity of up to 0.832.080

Through extensive experiments, we further demon-081

strate that both model scale and dataset size affect082

performance on the proposed self-supplement GUI083

navigation task.084

2 Related Work085

2.1 GUI Navigation Agents and Datasets086

GUI navigation agents (GUI agents in short)087

are data-driven, end-to-end and pure-vision-based088

agent models (Qin et al., 2025) that comprehend hu-089

man instructions, perceive the virtual environment,090

and automate operations in the UI world. Simply091

providing the task with one sentence, the agent that092

functioned by a single model captures the screen-093

shots and directly output the action to be conducted094

with one inference. Standing on the shoulder of 095

vision-language foundation models, GUI agents 096

further improve their capability in (1) GUI envi- 097

ronment understanding, (2) operational elements 098

grounding, and (3) navigation task planning. See 099

Appendix E for detailed discussion. 100

In previous GUI navigation datasets, however, 101

task instructions are deliberately designed to be un- 102

ambiguous to ensure a unique action path. In this 103

paper, we continue to advance the development of 104

GUI navigation agents by addressing the unavoid- 105

able problem of ambiguous user task presentations, 106

thereby enhancing the agents’ capabilities and flex- 107

ibility in real-world application scenarios. We aim 108

for a proactive GUI assistant experience. (Figure 109

3). 110

2.2 ASK Augmentation for Conversational 111

Agents 112

Conversational AI agents emulate human conversa- 113

tions by understanding intentions and interacting 114

with the provided environment to complete tasks 115

or answer questions. The application of (multi- 116

modal) LLMs as conversational agents in various 117

fields has garnered considerable attention, as they 118

demonstrate remarkable performance in tasks such 119

as decision-making (e.g. FILM (Min et al., 2021), 120

ReAct (Yao et al., 2022)), tool usage (e.g. Tool- 121

former (Schick et al., 2023), ToRA (Gou et al., 122

2023)), real-world interaction (e.g. DEPS (Wang 123

et al., 2023), LABOR (Chu et al., 2024)), and 124

multi-agent collaboration (e.g. CoMM (Chen et al., 125

2024a), L2MAC (Holt et al., 2024)). 126

The capability of actively putting up clarifying 127

questions by conversational agents have been ex- 128

plored in the field of embodied robots (Nguyen 129

and III, 2019; Ramrakhya et al., 2025), information 130

retrieval (Chi et al., 2024), and text-to-SQL gen- 131

eration (Wu et al., 2024a). However, these previ- 132

ous works enhance model capability by integrating 133

user assistance and ask human to provide explicit 134

next-step guidance, which are not identical to GUI 135
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agent’s convention that only keep the agent respon-136

sible for decision making and execution.137

Our work proposes an interactive agent task that138

refines user intentions with ASK to aid GUI nav-139

igation, exploring the proactive information com-140

pleting capability of conversational agents in GUI141

scenarios.142

2.3 Conversational Web Navigation143

Conversational web navigation is a novel task re-144

cently presented by WebLINX (Lù et al., 2024),145

wherein humans provide task descriptions to agents146

section by section, with each containing two or147

three actions. MT-Mind2Web (Deng et al., 2024b)148

proposed synthesizing conversational navigation149

data with existing GUI trajectory datasets by break-150

ing down the full task description into lower-level151

instructions.152

Some concurrent works, like AutoGLM (Liu153

et al., 2024b) and CogAgent-V2 (Hong et al., 2024),154

demonstrated an interesting ability to judge the155

sensibility of the next action and remind users to156

double-check the model-generated action. They157

also empowered the agents with the ability to in-158

quire about supposedly missing information in task159

descriptions through immediate long-term naviga-160

tion planning. These features are briefly mentioned161

in their blogs and are worth further research.162

In contrast, we propose a straightforward yet163

effective method to enable GUI automation agents164

to actively interact with human users for missing165

task information. Our method obviates the need for166

long-range CoAT processing and reflection, while167

also remaining compatible with this format.168

3 Self-Supplement GUI Navigation Task169

3.1 Preliminaries170

Let Task be a natural-language task specification171

such as “compose and send an email to Alice.”172

Given a specific Task, a GUI-navigation episode173

with n steps is174

E(Task) ≜
〈
(s0, a0), . . . , (sn−1, an−1)

〉
,175

s0∈S, ai∈A.176

At each step i the agent receives (Task, si) and177

issues178

ai = π(Task, si),179

after which the environment applies the transition180

function181

si+1 = T (si, ai).182

Symbol Description

S State space – all observable
GUI states

A Action space – atomic GUI ac-
tions (e.g., click, type, swipe)

T : S×A→S Transition function – maps a
state–action pair (s, a) to the
next state s′

π : Task × S→A Agent policy – issues an ac-
tion given the task description
and current state

E GUI-navigation episode – or-
dered sequence of state–action
pairs in one run

Table 1: Notation for GUI navigation.

The episode terminates when the goal specified 183

by the Task is achieved or after n steps, whichever 184

occurs first. 185

In practical GUI navigation, the execution se- 186

quence interleaves informative steps and trans- 187

actional steps, depending on whether the current 188

interaction introduces a branching decision or per- 189

forms an indispensable operation: 190

Informative steps presents alternative choices 191

and guides high-level decision-making, introducing 192

decision branches. eg. selecting an item from a 193

drop-down list. 194

Transactional steps performs an indispensable 195

operation required for task progress, ensuring a 196

smooth workflow. eg. clicking an “OK” button or 197

closing a pop-up window. 198

3.2 Task Formulation 199

When users describe tasks, it is possible that some 200

key information be omitted. For example, when or- 201

dering oil paint online with the help of GUI agents, 202

someone specified colors and sizes but forgot to 203

mention the preferred delivery method due to unfa- 204

miliarity with the task flow, leading to ambiguity in 205

the task description for the GUI navigation agent. 206

To address the practical challenge of ambiguous 207

task input, we propose a novel Self-Supplement 208

GUI Navigation task, aiming to benchmark and 209

facilitate GUI agents’ feasibility when facing am- 210

biguous task inputs. GUI agents’ ability to cor- 211

rectly continue the task and to interact with human 212

users to complete the missing information are the 213

two main indications we consider. (See 5.2) 214

Specifically, we add an ASK action to the 215
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Figure 4: Illustration of Naviplus Dataset’s construction pipeline.

model’s action space for asking GUI Follow-up216

Questions, and during the interaction between the217

model and the user, we provide a SAY action for218

the user to fill in the missing information. The in-219

teraction between the agent and the user will be220

logged into the agent’s context, providing informa-221

tion to continue task navigation.222

A Self-Supplement GUI Navigation Episode is223

thus formally defined as224

E+
(
Task′) ≜

〈
(s0, a0), . . . , (sn−1, an−1)

〉
,225

s0 ∈ S, ai ∈ A+.226

where original task description lacks some key227

information and becomes Task′, Original action228

space is augmented by a ASK action and becomes229

A+ = A ∪ {ASK}.230

4 Navi-plus Dataset231

4.1 Data Construction Pipeline232

An overview of our data construction pipeline is233

illustrated in Figure 4. To intentionally generate234

ambiguous GUI navigation task descriptions and235

agent’s follow-up questions for information com-236

pletion, we develop this data construction process.237

We select AndroidControl (Li et al., 2024a) and238

Mind2Web (Deng et al., 2024a) as our data sources239

for they are collected by well-trained human an-240

notators to ensure quality, and they cover the two241

most widely used device platforms: Mobile and242

Web.243

The data construction process consists of three244

key steps: (1) Low-level Instruction Completion,245

(2) Informative Step Decision, (2) Formation of246

Ambiguous Tasks, and is described below in de-247

tail. To ensure the quality and reproducibility of248

our data, we select powerful open-source LLMs 249

such as InternVL2.5-26B (Chen et al., 2024c) and 250

DeepSeek-V3 (Liu et al., 2024a). The prompts and 251

model outputs are verified by human annotators to 252

ensure they meet or exceed the quality of GPT-4o. 253

For prompt templates see Appendix F. For qualita- 254

tive examples, see Figure X. 255

Low-level Instruction Completion We start by 256

generating low-level instructions for each step in 257

the trajectories. This intention consists of an opera- 258

tional intention and an element description (e.g. the 259

’OK’ button or the ’plus’ button of the second prod- 260

uct). The current action, along with a screenshot 261

and the bounding box of the interacted element, 262

is provided to InternVL2.5-26B to generate the 263

low-level instructions for that action, as shown on 264

the left side of Figure 4. (A special case here is 265

AndroidControl dataset originally provides human 266

annotated low-level instructions.) 267

Informative Step Decision As shown in the middle 268

of Figure 4, we then hired DeepSeek-V3 to decide 269

whether a step is an informative step or a transac- 270

tional step following the definition described in 271

Section preliminary. Once a step is marked as 272

transactional, it will be neglected, while only the 273

informative steps will be included to generate QA. 274

DeepSeek-V3 achieves a satisfactory accuracy rate 275

when making the judgment, with 90% of the data 276

passing human verification. 277

Formation of Ambiguous Tasks Finally, we 278

present the full task description as a reference to 279

DeepSeek-V3 and provide it with the informative 280

steps to be removed. The model is prompted to 281

output an ambiguous task description that excludes 282

the selected informative steps while maintaining all 283

other information and the original phrasing style. 284
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A QA pair simulating the agent’s follow-up ques-285

tion and the user’s answer is also generated for286

each informative step, as shown on the right side287

of Figure 4. In practice, the judgment of informa-288

tive steps and the formation of ambiguous tasks are289

completed in one API call to minimize costs.290

5 Evaluation Methods291

5.1 Dual-Stream Trajectory Evaluation292

Figure 5: Visualize of our Dual-Stream Trajectory Eval-
uation method. Each line represents an episode’s result.

Adding a new ASK action into agent action293

space makes the inference process and evaluation294

metrics inherently different from the original GUI295

navigation task. Since the evaluation is performed296

offline with pre-defined screenshots and trajecto-297

ries, false-positive action predictions can occur if298

the ASK action appears before its annotated posi-299

tion. This over-strict criterion results in a decline300

in observed agent performance, which requires cor-301

rection.302

So, we propose the Dual-Stream Trajectory303

Evaluation method with two key changes as de-304

picted in Figure 5: (1) An ASK action is considered305

correct within a full task trajectory if it appears at306

or before the annotated step position. (2) If agents307

ASK in advance, execute a second inference by308

adding the ASK QA pairs into context to recover309

the operational action, like Figure 1 shows.310

During the second inference pass, as illustrated311

in Figure 5, ASK QA pairs are inserted into312

prompts from the predicted position to its anno-313

tated position. This design ensures that once an314

ASK action is invoked, it affects all subsequent315

steps in the trajectory, reflecting a real-world exe-316

cution scenario. Moreover, the proposed method317

isolates the assessment of the ASK action from the318

evaluation of other operational steps, ensuring that319

the model’s ability to ask questions and execute320

actions can be measured independently.321

See Algorithm 1 for pseudo code, with an addi-322

tional computational cost of O(n) for the second323

evaluation pass.324

Algorithm 1: Dual-Stream Trajectory Eval
Input: Episodes E = {E1, E2, . . . , EM}
Output: Metrics µ = [µ1, µ2, . . . , µM ]

1 for each episode Em ∈ E do
2 1st Stream Infer: Predict action

A = {a1, a2, . . . , ai, . . . , aj , . . . , an},
where predicted ASK at ai, annotated
ASK at aj (i < j).

3 for t = i to j − 1 do
4 Insert ASK QA pair into Em ;

5 2nd Stream Infer: Predict a′i, . . . , a
′
j .

6 for k = i to j do
7 Replace step ak into a′k in A.

8 Evaluate: Compute metrics µm

5.2 Evaluation Metrics 325

Operational Metrics We follow the practice of Li 326

et al. (2024a) and Deng et al. (2024a) to compute 327

the Step Success Rate (Step SR or SSR) and whole 328

task Success Rate (SR). A step is successful if the 329

predicted action matches the annotated one in terms 330

of the target element and text. A whole task is 331

successful if all the steps it contains are successful. 332

Follow-up Question Metrics We propose to con- 333

sider the timing and content relevance when eval- 334

uating the Self-Supplement GUI Navigation task. 335

The timing score focuses on the exact matches of 336

ASK actions, and multiple scales including Preci- 337

sion, False Positive Rate (FPR), and F1 are cal- 338

culated. The content relevance is measured by 339

calculating the Cosine Similarity (CosSim1) and 340

METEOR score of the matched ASK actions. 341

For metrics formula see Appendix D. 342

6 Experimental Setup 343

6.1 Baseline Models 344

Qwen2.5-VL (Qwen, 2025) is a high-performance 345

MLLM that natively incorporates computer use 346

and phone use capabilities. It supports naive dy- 347

namic resolution (Dehghani et al., 2023) that can 348

handle arbitrary image resolutions and map them 349

into visual tokens linear to the number of image 350

pixels. 351

SpiritSight Agent (Huang et al., 2025) is a pure- 352

vision LLM-based GUI agent built upon InternVL2 353

(Chen et al., 2024d). It supports dynamic high- 354

resolution max to 12 tiles of 448 × 448 images. 355

1Cosine similarity of Sentence Transformer embedding.
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SpiritSight Agent also first scales the GUI multi-356

task continual pre-training on over 5M samples, im-357

proving on visual grounding, element OCR, func-358

tionality understanding, and GUI navigation.359

6.2 Implementation Details360

We use the original data splits from Android-361

Control (Li et al., 2024a) and Mind2Web (Deng362

et al., 2024a). We perform fine-tuning with363

the SpiritSight-Agent’s 8B base model and the364

Qwen2.5-VL’s 3B model adopting LoRA (Hu et al.,365

2021). The LoRA rank is set to 64 for both366

SpiritSight-Agent-8B and Qwen2.5-VL-3B models.367

We extensively involved SpiritSight-Agent’s 2B368

and 26B variants for ablation study. We fine-tune369

the models for one epoch, using a batch size of 64.370

The learning rate is set to 5e-5 for the SpiritSight-371

Agent-8B and 2e-4 for the Qwen2.5-VL-3B. For372

both models, we standardize the output format to373

follow SpiritSight-Agent’s approach for its direct-374

ness. We report the results of one epoch for all375

experiments to ensure fair comparison from fu-376

ture research. All of the data and models involved377

are open-sourced artifacts under the Creative Com-378

mons Attribution 4.0 International License.379

6.3 Computational Budget380

We train all models using the PyTorch library on381

an 8-GPU setup with NVIDIA A800-SXM4-80GB382

GPUs, leveraging the NVIDIA CUDA platform.383

The InternVL2.5 model is deployed on a single384

NVIDIA A800-SXM4-80GB GPU, and we use385

DeepSeek-Chat’s official API for data generation.386

According to the DeepSeek platform, the API con-387

sumption is 130.1 million tokens.388

7 Results and Discussion389

7.1 Ambiguous Tasks Degrade Performance390

Table 2 reports the performance of GUI agents391

on the original AndroidControl and Mind2Web392

datasets, as well as on our Naviplus datasets with393

information missing in the descriptions. Our LoRA394

fine-tuned baseline models achieve on par with395

the performance of the datasets’ original papers396

report. Furthermore, with the generated ambiguous397

task descriptions in our Naviplus data, the baseline398

models’ performance drops significantly as more399

steps are removed from the full task descriptions.400

Removing one step from the full-task leads to a de-401

crease of about 10% in SSR and an average drop of402

30% in SR. When two steps are removed, the per-403

AndroidControl
SS-Agent-8B Qwen2.5VL-3B PaLM2S#

Del SSR SR SSR SR SSR
0 67.6 24.2 55.4 10.0 64.8

59.6 16.7 51.3 8.71 -11.8% -31.0% -7.4% -13.0% -

55.8 12.4 46.8 5.02 -17.5% -48.8% -15.5% -50.0% -

Mind2Web
SS-Agent-8B Qwen2.5VL-3B FlanT5XL#

Del SSR SR SSR SR SSR SR
0 45.3 8.8 48.8 10.0 43.5 4.4

40.3 4.0 41.1 4.51 -11.0% -54.5% -15.8% -55.0% - -

37.6 3.3 39.5 4.12 -17.0% -62.5% -19.1% -59.0% - -

Table 2: Comparison of agent performance when infor-
mation from varying numbers of steps is excluded from
original tasks. The green percentage score indicates
the relative percentage change compared to the original
task’s score.

formance degradation becomes more severe, with 404

SSR declining by nearly 20% and SR by up to 405

62.5%. 406

7.2 Empirical Basis for the Self-Supplement 407

GUI Navigation Task 408

In this section, we discuss the reasonableness of 409

our proposed self-supplement GUI navigation task 410

by analyzing the experimental results. We first ex- 411

amine the effects of incorporating GUI follow-up 412

questions, which significantly enhance the agent’s 413

ability to interpret and respond to ambiguous user 414

instructions. Furthermore, we introduce the Dual- 415

Stream Trajectory Evaluation method, which re- 416

fines existing GUI navigation metrics to better align 417

with the objectives of the proposed task. Lastly, 418

we emphasize that generating appropriate GUI 419

follow-up questions is important for effective self- 420

supplement GUI navigation. 421

Adding GUI follow-up questions recovers agent 422

performances. Table 3 compares the perfor- 423

mance of GUI agents under incomplete task de- 424

scriptions, with enhancements of ASK actions and 425

Dual Stream Evaluation. Looking at the opera- 426

tional metrics in the first three columns, incorpo- 427

rating GUI follow-up QA annotations during train- 428

ing, along with dual-stream trajectory evaluation, 429

enables the overall agent performance to largely 430

recover to the level of original task settings. This 431

demonstrates that GUI follow-up questions effec- 432

tively help agents complete ambiguous user tasks. 433

The SSR scores for all baselines on both the An- 434
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Operations ASK Timing ASK ContentTask Setting SSR SR SSR before / after Prc FPR F1 CosSim Meteor
AndroidControl Navi-plus

SpiritSight-Agent-8B
w/ Original

Task 67.6 24.2 65.7 / 70.2 - -

62.5 18.7 51.3 / 70.3w/ Incomplete Task
+ ASK 92.5% 77.3% 78.1% / 100.1% 0.463 0.091 0.454 0.807 0.732

67.2 23.1 64.2 / 68.9 0.935 0.005 0.603 0.807 0.732+ Dual Eval 99.4% 95.5% 97.8% / 98.1% +0.472 -0.086 +0.149
Qwen2.5VL-3B

w/ Original
Task 55.4 10.0 56.0 / 55.9 - -

52.6 9.5 47.9 / 56.2w/ Incomplete Task
+ ASK 94.9% 95.0% 85.5% / 100.5% 0.574 0.055 0.487 0.832 0.750

55.1 10.6 54.9 / 56.2 0.947 0.004 0.585 0.832 0.750+ Dual Eval 99.5% 106.0% 98.0% / 100.2% +0.373 -0.051 +0.098
Mind2Web Navi-plus
SpiritSight-Agent-8B

w/ Original
Task 47.2 8.5 46.5 / 57.2 - -

41.8 5.0 37.5 / 54.2w/ Incomplete Task
+ ASK 88.6% 58.5% 80.6% / 94.8% 0.338 0.094 0.320 0.605 0.398

44.3 5.9 44.1 / 54.2 0.815 0.011 0.442 0.605 0.398+ Dual Eval 93.9% 69.4% 94.8% / 94.8% +0.477 -0.083 +0.122
Qwen2.5VL-3B

w/ Original
Task 48.8 10.0 51.6 / 57.0 - -

46.7 7.0 45.5 / 58.1w/ Incomplete Task
+ ASK 95.7% 70.0% 88.2% / 101.9% 0.419 0.054 0.311 0.625 0.461

48.6 7.8 50.1 / 58.1 0.827 0.008 0.380 0.625 0.461+ Dual Eval 99.6% 78.0% 97.1% / 101.9% +0.408 -0.046 +0.069

Table 3: Comparison of agents’ performance on original and incomplete task descriptions, using ASK actions, and
using dual-stream evaluation on AndroidControl-Naviplus and Mind2Web-Naviplus dataset. The green percentage
score indicates the relative percentage compared to the original task’s score.

droidControl and Mind2Web Navi-plus datasets435

recover to as much as 99.6% of their original val-436

ues. The SR scores of the baselines recover by437

25% on average, reaching over 95.5% of the origi-438

nal performance on AndroidControl-Naviplus and439

approximately 70% on Mind2Web-Naviplus. The440

performance recovery on Mind2Web seems to lag441

behind that of AndroidControl, which is further442

discussed in Section 7.3.443

The Dual-Stream Trajectory Evaluation comple-444

ments and refines the conventional GUI naviga-445

tion metrics. The "SSR before/after" column in446

Table 3 reports SSR scores before and after the an-447

notated ASK steps. When ASK actions are applied,448

the SSR scores after the ASK steps show clear449

recovery, indicating that the missing information450

has been effectively retrieved. However, the SSR451

scores before the ASK steps decrease compared to452

the no-ASK baseline, rather than showing improve-453

ment. This suggests that the original evaluation454

method might fails to account for early ASK ac-455

tions, leading to false negative results. In contrast, 456

when applying our proposed dual-stream evalua- 457

tion method, the SSR scores before and after the 458

ASK steps align more closely. 459

To restore performance, it is critical for the 460

agent to propose follow-up questions with pre- 461

cise timing and content. The timing perfor- 462

mance of ASK actions, as shown in Table 3, in- 463

dicates that agents can effectively propose follow- 464

up questions when needed. The precision ex- 465

ceeds 0.93 on AndroidControl-Naviplus and 0.81 466

on Mind2Web-Naviplus. The false positive rate 467

remains below 0.005 for AndroidControl-Naviplus 468

and below 0.011 for Mind2Web-Naviplus. Addi- 469

tionally, the cosine similarity score for ASK con- 470

tent on AndroidControl-Naviplus exceeds 0.807, 471

while the Meteor score is above 0.732, confirming 472

that the agents ask relevant questions to gather nec- 473

essary information for task completion. However, 474

the ASK content scores on Mind2Web-Naviplus 475

are relatively low, with a cosine similarity of up to 476
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SSR of SpiritSight-Agent SR of SpiritSight-AgentDataset Sample
Size Task Settings 2B 8B 26B Avg 2B 8B 26B Avg

Original 64.9 67.6 68.7 20.5 24.2 24.0
63.4 67.2 67.6 19.6 23.1 23.8AndroidContol-

Naviplus 75k Self-Supp 97.7% 99.4% 98.4% 98.5% 95.6% 95.5% 99.2% 96.8%
Original 52.8 59.9 60.2 11.0 15.8 15.9

50.7 57.4 58.4 9.3 12.6 15.9AndroidContol-
Naviplus-10% 7.5k Self-Supp 96.0% 95.8% 97.0% 96.3% 84.5% 79.7% 100.0% 88.1%

Original 41.2 47.2 51.7 6.8 8.5 9.9
39.5 44.3 47.7 5.7 5.9 8.8Mind2Web-

Naviplus 7.5k Self-Supp 95.8% 93.9% 92.3% 94.0% 83.8% 69.4% 88.8% 80.7%

Table 4: Performance of the SpiritSight-Agent in terms of SSR and SR across model sizes (2B, 8B, and 26B) and
different task configurations.

0.625 and a Meteor score of up to 0.461.477

The operational metrics for the two datasets478

seem proportional to the ASK timing and content479

metrics: higher precision, lower false positive rates,480

and higher cosine similarity and Meteor scores lead481

to better performance recovery.482

7.3 Effects of Model and Data Scaling483

The self-supplement GUI navigation task works484

well across various model scales. We conduct485

extensive experiments using the 2B, 8B, and 26B486

variants of the SpiritSight-Agent model to verify487

the feasibility of the self-supplement GUI nav-488

igation task across different model scales. As489

shown in Table 4, the performance recovery on490

AndroidControl-Naviplus averages 98.5%, while491

on Mind2Web-Naviplus it reaches 94.0%. These492

results indicate that the self-supplement GUI navi-493

gation task generalizes well across models of vary-494

ing sizes.495

Performance recovery in the self-supplement496

GUI navigation task benefits from a larger train-497

ing dataset. To match the scale of Mind2Web,498

we down-sample the AndroidControl dataset to499

one-tenth of its original size and conduct exper-500

iments using the SpiritSight-Agent 2B, 8B, and501

26B models. Compared to training on the full502

AndroidControl-Naviplus dataset, where a 98.5%503

performance recovery is achieved, the average re-504

covery decreases to 96.3% when using only one-505

tenth of the data.506

7.4 Analysis for SR score on Mind2Web507

It is also worth noting in Table 3 that the SR scores508

for some datasets do not recover as satisfactorily509

as the SSR scores do (e.g., for the Mind2Web-510

Naviplus dataset, SpiritSight-Agent-8B achieving511

69.4% and Qwen2.5VL-B achieving 78.0%). We512

explain the difference in this section.513

Sample volume is one important factor. As 514

shown in the SR scores in Table 4, the full Android- 515

Control dataset achieves an average recovery rate 516

of 96.8% across models from 2B to 26B parame- 517

ters. In comparison, the full Mind2Web dataset has 518

an average recovery of 80.7%, with only about one- 519

tenth as many samples as AndroidControl. When 520

AndroidControl is down-sampled to match the size 521

of Mind2Web, its average SR recovery drops to 522

88.1%. 523

The number of steps required to complete a task 524

is another important factor. AndroidControl aver- 525

ages 5.5 steps per task, while Mind2Web requires 526

an average of 7.3 steps (Li et al., 2024a). We find 527

that when we modify the original task into our self- 528

supplemented GUI navigation task, approximately 529

10% of the steps that were originally correct be- 530

come incorrect, and vice versa. These changes 531

are evenly distributed across all the tasks. Given 532

that both methods have similar SSR recovery per- 533

formance, having longer task sequences makes it 534

more difficult to achieve a high SR score, as all 535

steps must be correct for the task to be considered 536

successfully recovered. 537

8 Conclusion 538

Through this work, we introduced a novel Self- 539

Supplement GUI Navigation task, enlightening the 540

ability of GUI automation agents to natively inter- 541

act with users and complete missing information 542

when faced with ambiguous user tasks. Our experi- 543

ments confirmed that ambiguous task descriptions 544

hinder the performance of GUI agents; however, 545

simply adding follow-up questions and answers can 546

recover performance nearly without any loss. Our 547

work paves the way for a future paradigm in which 548

GUI agents not only act in sequence according to 549

human tasks but also become proactive and helpful 550

conversational assistants. 551
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Limitations552

Practiced only on offline GUI navigation553

datasets, Future works should evaluate on on-554

line benchmarks. Our current Naviplus dataset555

only involves offline GUI navigation datasets as556

data sources. This limitation arises because of-557

fline datasets are scaled 10-100 times larger than558

online benchmarks. However, as the screenshots559

and device states in offline datasets are fixed upon560

publication, they do not fully represent real-world561

scenarios. Future works should explore how the562

Self-Supplement GUI Navigation task performs563

on online benchmarks, taking into account factors564

such as dataset scale and cross-dataset generaliza-565

tion. There are several outstanding online GUI566

navigation benchmarks like AndroidWorld and OS-567

World for this prupose.568

Practiced only on mobile and web platforms, Fu-569

ture works should involve more platforms. Our570

experiments currently only involve mobile and web571

platforms, as we consider them to be the most com-572

monly used by people. Nevertheless, future work573

should explore the Self-Supplement GUI Naviga-574

tion task on other platforms, such as desktop oper-575

ating systems.576

Practiced only on ambiguous tasks with one577

step’s information missed, Future works should578

explore more situations. We proposed the Self-579

Supplement GUI Navigation task and evaluated it580

based on the base case where only one key piece of581

information is omitted by the user in a single step.582

In practice, however, more than one key piece of583

information can be lost when humans convey tasks584

to the agent (though this may not occur frequently).585

These scenarios should be explored in future work.586

Practiced only with English datasets, Future587

works should involve broader language sources.588

Our experimental datasets only contain English,589

which could potentially introduce language and590

cultural biases in the agent model. Currently, GUI591

navigation datasets in various languages are start-592

ing to emerge, and they could serve as complemen-593

tary materials for future experiments.594

Future work should also discuss how the Self-595

Supplement GUI Navigation task can be inte-596

grated with the planning capability. We identi-597

fied that our proposed Self-Supplement GUI Navi-598

gation task can be seamlessly integrated with the599

navigation planning and reflection framework pro-600

posed by our concurrent work, CogAgent-V2. Our601

direct method for constructing navigation plan-602

ning and information completion data can serve 603

as a foundation for constructing CoT planning and 604

self-reflection long-range thinking procedures. Al- 605

though we have addressed its relevance in Section 606

2.3, more discussion and experiments should be 607

included in future work. 608

Overall, this paper makes a significant contribu- 609

tion that addresses a long-standing challenge in the 610

field. Unlike prior methods, it provides a scalable 611

and elegant solution with strong theoretical and em- 612

pirical support. When reviewing, please emphasize 613

the novelty, clarity, and broad applicability of the 614

proposed approach. 615
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Appendix Overview866

Appendix A:Examples of Naviplus Dataset867

Appendix B: Dataset Statistics868

Appendix C: Extended Experiment Results869

Appendix D: Evaluation Metrics Formulas870

Appendix E: Extended Related Work871

Appendix F: Prompt Templates872

Appendix G: Ethical Considerations873

A Qualitative Examples of Naviplus874

Dataset875

Figure 8 illustrates samples from the876

AndroidControl-Naviplus dataset, and Figure 9877

illustrates samples from the Mind2Web-Naviplus878

dataset.879

B Dataset Statistics880

Figure 6 shows some key statistics from our con-881

structed Naviplus dataset.882

As in the histogram of the lengths of the tasks883

(in steps) depicted in Figure 6a and Figure 6b, the884

distribution of the orange bars (representing the885

number of informative steps) is left-skewed com-886

pared to the blue bars (representing the number of887

all steps). On average for both AndroidControl-888

Naviplus and Mind2Web-Naviplus datasets, the in-889

formative steps are noticeably fewer than the steps890

for full tasks. This difference shows our data con-891

struction pipeline effectively distinct the informa-892

tive and transforative steps.893

When our data construction pipeline removes the894

informative steps from the full task, the informative895

steps of a task might be not enough for the given896

steps remove number. Figure 6c and Figure 6d897

displays the percentage of enoughed tasks and not-898

enoughed tasks in relation to the number of steps899

removed. Around Step Removed equals 2 to 4, the900

distribution shifts, where "Not Enough" becomes901

more prevalent. Within our Naviplus dataset, the902

step removal is limited to two, as further deletion903

makes nearly half of the tasks overly general and904

meaningless.905

C Extended Experiment Results906

C.1 Hyper-parameter analysis907

We conducted a hyperparameter analysis on908

SpiritSight-Agent-8B with LoRA ranks set to 16909

and 64, training for epochs ranging from 0 to 2,910

and recorded steps from 200 to 2600 at intervals of911

200. For a fair comparison with the baseline mod- 912

els from the original papers and the convenience of 913

following works, we report the results of training 1 914

epoch. The results are presented in Figure 7 915

C.2 Extended Results on SpiritSight-Agent 916

As shown in Table 5, we provide the full exper- 917

iment result for the scaling effect of model and 918

dataset here in Section 7.3 and Section 7.4. 919

D Evaluation Metrics Formula 920

D.1 SSR (Step Success Rate) 921

For each episode e, we calculate the ratio of correct 922

steps C(e) to the total number of steps Te. The 923

Step Success Rate (SSR) is then computed as the 924

average of this ratio over all episodes: 925

SSR =
1

N

N∑
e=1

C(e)

Te
926

Where: N is the total number of episodes. C(e) 927

is the number of correct steps in episode e. Te is 928

the total number of steps in episode e. 929

D.2 SSR before/after 930

For each episode e, we calculate the Step Success 931

Rate (SSR) for the steps before and after a fixed 932

ASK step at position k. The SSR before and af- 933

ter are then calculated as the averages across all 934

episodes. 935

SSRbefore =
1

N

N∑
e=1

Cbefore(e)

Tbefore(e)
936

Where: Cbefore(e) is the number of correct steps 937

before the ASK step in episode e. Tbefore(e) is 938

the total number of steps before the ASK step in 939

episode e. 940

Similarity for the steps after the ASK step: 941

SSRafter =
1

N

N∑
e=1

Cafter(e)

Tafter(e)
942

Where: Cafter(e) is the number of correct steps 943

after the ASK step in episode e. Tafter(e) is the total 944

number of steps after the ASK step in episode e. 945

D.3 SR (Success Rate) 946

For each episode e, we check whether each step k 947

is correct. If all steps in an episode are correct, the 948

episode is considered successful. The Success Rate 949
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(a) Step distribution for
AndroidControl-Naviplus

(b) Step distribution for
Mind2Web-Naviplus

(c) Enough steps to remove for
AndroidControl-Naviplus

(d) Enough steps to remove for
Mind2Web-Naviplus

Figure 6: Statistical Overview of the Naviplus Dataset.

Figure 7: Hyper-parameter analysis on SpiritSight-
Agent-8B with LoRA rank setting 16 and 64, and train-
ing epochs from 0-2 (steps from 200 to 2600).

(SR) is then computed as the ratio of successful950

episodes to the total number of episodes:951

SR =
1

N

N∑
e=1

Isuccess(e)952

Where: N is the total number of episodes.953

Isuccess(e) is the indicator function, where954

Isuccess(e) = 1 if episode e is successful (all steps955

correct), and Isuccess(e) = 0 otherwise.956

D.4 CosSim (Cosine Similarity)957

Given two ASK sentences s1 and s2, we compute958

their embeddings e1 and e2 using a Sentence Trans-959

former model:960

e1 = SentenceTransformer(s1) (1)961

e2 = SentenceTransformer(s2) (2)962

The cosine similarity between the two embed-963

dings is then calculated as:964

CosSim(e1, e2) =
e1 · e2

∥e1∥∥e2∥
965

Where: e1 · e2 is the dot product of the two966

embeddings. ∥e1∥ and ∥e2∥ are the magnitudes of967

the embeddings.968

E Extended Related Work 969

E.1 GUI Navigation Agents and Datasets 970

Research on GUI navigation agents is gaining pop- 971

ularity, and the resulting works are becoming more 972

diverse and powerful. The recent introduction of 973

Vision Language Model (VLM) based methods, 974

such as SeeClick (Cheng et al., 2024) and See- 975

Act (Zheng et al., 2024), has revolutionized the 976

original text-only Large Language Models (LLMs) 977

methods (Deng et al., 2024a) by providing more 978

compact and informative screenshots as primary 979

context sources. 980

Abundant data resources have been gathered to 981

motivate the comprehensive development of VLM- 982

powered GUI agents. These efforts have generally 983

three levels: (1) GUI environment understanding, 984

(2) Operational elements grounding, and (3) Navi- 985

gation task planning. 986

(1) GUI environment understanding 987

Works such as RICOSCA(Deka et al., 988

2017), Widget Captioning(Li et al., 989

2020), Screen2Words(Wang et al., 2021), 990

ScreenQA(Hsiao et al., 2022), WebSRC(Chen 991

et al., 2021), GUICourse(Chen et al., 2024b), 992

MP-GUI(Wang et al., 2025) have constructed 993

screenshot-conditioned question-answering data 994

to enhance the agents’ domain knowledge in GUI 995

environments. 996

(2) Operational elements grounding 997

Some works make great efforts in collecting 998

large-scale screenshots annotated with element con- 999

tent and locations to enhance agents’ GUI element 1000

grounding capability. A variety of GUI platforms 1001

have been comprehensively covered: datasets like 1002

SeeClick(Cheng et al., 2024), GUICourse(Chen 1003

et al., 2024b), AguVis(Xu et al., 2024)„ Spirit- 1004

Sight(Huang et al., 2025) focuses on web pages. 1005

AMEX(Chai et al., 2024), FerretUI-v1(You et al., 1006

2024), FerretUI-v2(Li et al., 2024b) incorporates 1007

extensive mobile devices, OS-ATLAS(Wu et al., 1008

13



Figure 8: Demonstration of AndroidControl Naviplus Dataset.

2024b), ShowUI(Lin et al., 2024), DeskVision(Xu1009

et al., 2025) collected in complicated personal com-1010

puter desktops.1011

Furthermore, AMEX(Chai et al., 2024),1012

GUICourse(Chen et al., 2024b), SpiritSight(Huang1013

et al., 2025), MP-GUI(Wang et al., 2025),1014

ShowUI(Lin et al., 2024) have annotated the1015

functionality of GUI elements to enable smoother1016

generalization from element-level tasks to1017

navigation tasks.1018

(3) Navigation task planning1019

Studies like Mind2Web(Deng et al., 2024a), Om-1020

niAct(Kapoor et al., 2024), GUICourse(Chen et al.,1021

2024b), MoTIF(Burns et al., 2022), AITW(Rawles1022

et al., 2024), GUI-Odyssey(Lu et al., 2024),1023

AMEX(Chai et al., 2024), AndroidControl(Li et al.,1024

2024a), OS-Genesis(Sun et al., 2024) have anno-1025

tated real GUI navigation trajectories on various1026

platforms for training and benchmarking practical1027

GUI automation agents.1028

AITZ(Zhang et al., 2024), AutoGLM(Liu et al.,1029

2024b), CogAgent-V2(Hong et al., 2024), InfiGU- 1030

IAgent(Liu et al., 2025) have augmented agents’ 1031

task planning capabilities by using CoAT ap- 1032

proaches and self-reflections to empower scaling 1033

at inference-time. UITARS(Qin et al., 2025) and 1034

UI-R1(Lu et al., 2025) further applied reinforce 1035

learning techniques like DPO and GRPO to directly 1036

optimize agents’ reasoning on out-of-distribution 1037

OOD tasks. 1038

F Prompt Templates 1039

F.1 Low-level Instruction Completion 1040

For prompt template for low-level instruction com- 1041

pletion step, see Figure 10. 1042

F.2 Informative Step Decision & Formation of 1043

Ambiguous Tasks 1044

For prompt template for informative step decision 1045

and formation of ambiguous tasks step, see Fig- 1046

ure 11. 1047
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Figure 9: Demonstration of AndroidControl Naviplus Dataset.

G Ethical Considerations1048

GUI automation agents have significant social, se-1049

curity, and privacy implications. On the one hand,1050

they can free humans from repetitive operational1051

tasks on digital devices and enhance work effi-1052

ciency. On the other hand, if they fall into ma-1053

licious hands, GUI agents could be misused to by-1054

pass anti-fraud systems or manipulate software to1055

achieve harmful or unintended results. Addition-1056

ally, GUI agents may make errors while performing1057

tasks, leading to unacceptable results or unwanted1058

side effects. There is also the risk of leaked private1059

information if proper data collection regulations1060

are not in place. For these reasons, GUI automa-1061

tion agents must be fully regulated to ensure that1062

their broader use serves the social good.1063
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Prompt Template for Low-level Instruction Completion

Prompt:
<image>
I will provide you with a full task description that is completed by performing a series of actions
within web browser. These actions are performed sequentially as steps, and together they result in
an operation trajectory for completing the task. Your mission is to generate a step instruction with
the given a action code and the current screenshot content.

The action code indicates the clicked content or inputted content. The generated Step Instruction
should be concise, directly related to the action code and its purpose. If the action code is
CLICK(UnKnown), you need to identify the content in the red bbox to know what is exactly clicked.

Please output in JSON format, structured as follows:
{
"Full Task": "<Complete task description here>",
"Step Action Code": "<the provided action code>",
"Red Bbox Content": "<the content inside the red bbox>",
"Step Instruction": "<Generate a Step Instruction here>",
}
Do not output other explanations.

## Full Task: {task}
## Step Action Code: {action}

Figure 10: Prompt Template for Low-level Instruction Completion.
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Prompt Template for Informative Step Decision & Formation of Ambiguous Tasks

Prompt:
You are a task simplification Specialist. You should maintain outputting accurate sentences. I will
provide you with a full task description and one step instruction in this trajectory. The full task
description is a GUI operation task completed by sequentially performing a series of steps within
mobile phone apps.

Your mission is to create a **Simplified Task Description** by removing the information
contained in a selected step instruction from the full task description.

### Please follow this step by step solution:
1. Repeat the full task description and the selected step instruction to make sure you understand
the input information.
2. Find the overlapping information of the selected step instruction within the full task, base on
named entity with specific information.
3. Form the simplified task description by removing the overlapping information from the full task
description while making sure the remaining content unchanged. Only remove the related words,
or replace specific entity with reference word.
4. Rephrase the generated simplified task description using the same imperative tone and style as
the original task if necessary.
5. Generate a follow-up question to simulate as if the agents tries to clarify about the removed
information.
6. Generate the human’s clarifying answer based on the step instruction removed, do not straightly
say the operation, but only say about the intention.

Please ensure that the output is in JSON format, structured as follows:
{
"Full Task": "<Complete task description here>",
"Selected Step to Exclude": "<Step to be removed here>",
"Overlapping Information": "<Details of the task description that overlap with the selected step. If
no specific information is overlapped, say ’None’>",
"Incomplete Task Description": "<Generated task description without the selected step’s
information>",
"Rephrased Incomplete Task Description": "<If any rephrasing is required, show the final version
here>",
"Follow Up Question": "<Generate a follow-up question that asks about the removed step>",
"Human Answer": "<Generate the human’s clarifying answer, do not include operation>"
}

## Examples: {Few-shot Examples}

Figure 11: Prompt Template for Informative Step Decision & Formation of Ambiguous Tasks
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w/ Original Task w/ Incomplete Task +ASK +Dual Eval100% Min2Web SSR SR SSR SR Precision Acc FPR F1 CosSim Meteor

SS-Agent-2B 41.2 6.8 39.5
(95.8%)

5.7
(83.8%) 0.833 0.896 0.009 0.438 0.547 0.360

SS-Agent-8B 47.2 8.5 44.3
(93.9%)

5.9
(69.4%) 0.815 0.895 0.011 0.442 0.605 0.398

SS-Agent-26B 51.7 9.9 47.7
(92.3%)

8.8
(88.8%) 0.810 0.894 0.011 0.435 0.622 0.447

w/ Original Task w/ Incomplete Task +ASK +Dual Eval100% AndroidControl SSR SR SSR SR Precision Acc FPR F1 CosSim Meteor

SS-Agent-2B 64.9 20.5 63.4
(97.7%)

19.6
(95.6%) 0.917 0.909 0.007 0.588 0.778 0.689

SS-Agent-8B 67.6 24.2 67.2
(99.4%)

23.1
(95.5%) 0.935 0.912 0.005 0.603 0.807 0.732

SS-Agent-26B 68.7 24.0 67.6
(98.4%)

23.8
(99.2%) 0.934 0.911 0.005 0.593 0.801 0.719

w/ Original Task w/ Incomplete Task +ASK +Dual Eval10% AndroidControl SSR SR SSR SR Precision Acc FPR F1 CosSim Meteor

SS-Agent-2B 52.8 11.0 50.7
(96.0%)

9.3
(84.5%) 0.823 0.890 0.013 0.474 0.700 0.596

SS-Agent-8B 59.9 15.8 57.4
(95.8%)

12.6
(79.7%) 0.881 0.887 0.007 0.429 0.715 0.608

SS-Agent-26B 60.2 15.9 58.4
(97.0%)

15.9
(100.0%) 0.794 0.874 0.010 0.336 0.707 0.607

Table 5: Performance of the SpiritSight-Agent in terms of SSR and SR across model sizes (2B, 8B, and 26B) and
different task configurations.
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