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ABSTRACT

When compressing continuous data, it is inevitable to suffer some loss of informa-
tion, which occurs in some distortion at reconstruction. The Rate-Distortion func-
tion is the lowest rate possible for a code whose decoding allows a given amount
of such distortion. We exploit the connection between rate-distortion (RD) and
entropic optimal transport to propose a novel stochastic control formulation, and
use a classic result dating back to Schrödinger to show that the tradeoff between
rate and mean squared error distortion is equivalent to a tradeoff between con-
trol energy and the differential entropy of the terminal state, whose probability
law yields the reconstruction distribution. For a special class of sources, we show
that the optimal control law and trajectory in the space of probability measures
are given by solving a backward heat equation. In the more general case, our
approach gives rise to a numerical solution method, estimating the RD function
using diffusion processes with a constant diffusion coefficient. We demonstrate
our method in various examples.

1 INTRODUCTION

As is well known from information theory (Shannon, 1948; Cover, 1999), any probabilistic data
source cannot be compressed in a lossless manner at an encoding rate lower than its entropy. Rate
distortion (RD) theory (Shannon, 1959; Berger, 2003; Cover, 1999) complements this result by con-
sidering the effect of lower encoding rates on the reconstruction of the decoder. This reconstruction
is inevitably lossy: Given a distortion measure between a pair of data samples, this loss is quantified
by the total accumulated distortion between the data source samples and the reconstruction samples
produced by the decoder from the compressed bits sent by the encoder. The operational RD function
thus characterizes the minimal encoding rate required for a given (average) distortion level D, under
the prescribed distortion measure, in the limit of a large number of samples.

For independent and identically distributed (i.i.d.) samples, the celebrated lossy source-coding the-
orem of information theory (Shannon, 1959; Berger, 2003; Cover, 1999) establishes that the oper-
ational RD function is equal to the informational RD function R(D), where the latter is expressed
as a single-letter expression (though a single sample may be a vector on its own). To wit, it is given
as minimization of the mutual information (MI) between a random variable X , representing a sin-
gle sample from the source, and a random variable X̂ , representing a single reconstruction sample.
This minimization is over the test channel – the conditional distribution of X̂ given X , under the
constraint that the average distortion between X and X̂ is below D (see § 2).

The optimization problem involved in the computation of R(D) should thus be solved for the given
distortion measure and the required distortion level. However, even though being presented for al-
most 70-years (Shannon, 1959), closed-form solutions of this problem are known only for a few
canonical examples, such as binary sources under the Hamming distortion, or a Gaussian source
under the mean squared error (MSE) Cover (1999). It is therefore necessary to develop efficient
algorithms for the computation of the RD function. When the data source alphabet is discrete and
finite, the classical Blahut–Arimoto (BA) algorithm (Arimoto, 1972; Blahut, 1972) is such an algo-
rithm, especially effective for small alphabets. However, the typical setup for lossy compression is
that of a continuous data source, and in this setting, efficient computation of the RD function is a
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long-standing challenge. Recently, Lei et al. (2023); Yang et al. (2024) identified an interesting con-
nection between the BA algorithm and entropy-regularized Optimal Transport (OT), which allows
to approximate the RD function in cases where BA is intractable (Yang et al., 2024). OT (Ambrosio
et al., 2008) is a widespread and useful formulation, which lies at the theoretical basis of training
deep generative models, such as Generative Adversarial Networks (GANs) (Arjovsky et al., 2017)
and variational auto-encoders (VAEs) (Tolstikhin et al., 2017), and defined as follows: Given a pair
of distributions, the OT objective is to find an optimal plan between them, namely a joint distribu-
tion with the given marginals (coupling), minimizing some metric. The entropy-regularized optimal
transport (a.k.a. weak OT, entropic OT, or EOT) was suggested by Cuturi (2013) as an approxima-
tion to OT, for which efficient solution methods exist, e.g., Sinkhorn’s algorithm (Altschuler et al.,
2017). More recently, Gushchin et al. (2022) suggested to find the optimal plan of an EOT problem
using diffusion processes. Their method is based on a reduction of the EOT problem to a stochastic
control problem known as the Schrödinger bridge (SB) (Schrödinger, 1932; Chen et al., 2021).

As we state later, a solution to SB can be written as a finite-energy diffusion process. Diffusion
processes are popular for generative modeling Ho et al. (2020); Song et al. (2020), where a sample
from a data distribution is gradually drifted and becomes more noisy towards a completely noisy
data sample, typically Gaussian. The celebrated paper of Song et al. (2021) suggested finding the
drift term of the model by learning the score function and plugging it back to the reverse stochastic
differential equation (SDE) (Anderson, 1982).

In this paper we focus on the computation of the RD function for continuous data sources, under
the MSE distortion. This leads to an OT problem with the quadratic cost. More specifically, we
exploit the connection between RD and EOT to propose a novel stochastic control formulation to
RD, where the classical result of Schrödinger (1932) implies that the tradeoff between rate and MSE
distortion is equivalent to a tradeoff between a controller energy and the differential entropy of the
terminal state, whose probability law yields the reconstruction distribution. For a special class of
sources, we show that the optimal control law and trajectory in the space of probability measures are
given by solving a Backward Heat Equation (BHE). In the more general case, our approach gives
rise to a numerical solution method where the RD function is estimated using diffusion processes,
with a constant diffusion coefficient.

Our contributions: (1) We present Terminal-Entropy Control (TEC), a novel stochastic control for-
mulation that is regularized by terminal uncertainty, and show that this formulation is equivalent to
the RD problem. (2) We characterize the optimal solution to TEC under some regularity conditions.
(3) We find a closed-form solution for the reconstruction distribution of a Gaussian-mixture source.
We also demonstrate our approach on other mixture distributions, with non-Gaussian components,
via Fourier analysis. To the best of our knowledge, such results were unknown to date, which
emphasizes the unique theoretical contribution of our approach. (4) Based on our new approach
we propose R2D2, a novel neural method for estimating the RD function and the reconstruction
distributions, using a simple diffusion model.

1.1 RELATED WORK

Neural estimation of information-theoretic quantities Following the ongoing research of neural
methods in AI and ML, a plethora of methods have emerged in recent years for estimating informa-
tion measures such as the RD function, as well as for the design of optimal compression methods
aiming to achieve these fundamental limits (see survey in Yang et al. (2023)). Belghazi et al. (2018),
for example, used the Donsker–Varadhan identity to estimate MI. Kholkin et al. (2025) used samples
from Brownian bridges to estimate both the MI between datasets, as well as differential entropies.
Lei et al. (2022) suggested approximating the RD function using a deep neural network (DNN)
model, and proposed an operational coding scheme. Tsur et al. (2024) suggested approximating
RD by modeling unknown input distributions, both continuous and discrete. Recently, Lei et al.
(2023); Yang et al. (2024) pointed out an intriguing connection between the BA algorithm and EOT.
This connection was further exploited in Yang et al. (2024) to estimate the RD function using a dis-
crete approximation of reconstruction probability law. Finally, Zou et al. (2025) used the connection
between EOT and the Schrödinger problem to characterize this density. In this paper, we approxi-
mate the reconstruction distribution in RD problems with MSE loss, i.e., a quadratic cost, using a
continuous diffusion model.
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Diffusion models for lossy compression Lossy compression methods that hinge on diffusion pro-
cesses have become popular in recent years. In Elata et al. (2025) pre-trained diffusion models were
sampled for zero-shot image compression. Recently, Ohayon et al. (2025) replaced the noise at
every time-step of the reverse diffusion with samples from a sequence of pre-defined codebooks,
achieving high perceptual quality at reconstruction. In Theis et al. (2022) a noisy version of the
source data was compressed, and then used in a reverse diffusion model for reconstruction. Here,
we use a forward model to achieve the reconstruction distribution, and compute both its rate and
distortion.

EOT and the Schrödinger Bridge Recently, Gushchin et al. (2022) has drawn an equivalency
between SB and EOT. They offered a game-theoretic formulation for the former, which can be solved
by optimizing a diffusion model. In § 3 we suggest a slightly modified stochastic control problem,
in which the target probability is free, but the total objective is penalized for being uncertain. We
show (Thm. 3.1) that this formulation is equivalent to the RD problem under the MSE distortion.

Entropy-regularized stochastic control In addition to presenting a novel approach to the RD
problem, our results can also be considered as a contribution to control theory. As we state in § 2,
SB can be formulated as a stochastic control problem. This form, as well as its KL-equivalence, are
given in Chen et al. (2021). Entropy regularization is a common practice in stochastic control (Lam-
bert et al., 2025) and reinforcement learning (Haarnoja et al., 2018; Ziebart et al., 2008). However,
most studies aim to maximize the control policy entropy, encouraging diverse actions. Alternatively,
Fridman and Shaked (2000) proposed to minimize the steady-state entropy of closed-loop linear
systems in H∞ control problems with infinite horizons. Here, we focus on penalizing the terminal-
state uncertainty, leading to a novel tradeoff between energy and entropy. Surprisingly, maybe, to
the best of our knowledge, this is the first work to present this formalism, which may open the door
for additional applications in the broader field of stochastic control.

2 PRELIMINARIES

Rate-Distortion theory Let X ∼ pX = P0 ∈ P(Rd) for d ≥ 1 denote a single sample from the
source, where P(Rd) is the set of probability measures on Rd, and where we assume that different
source samples are i.i.d.. Let X̂ ∈ Rd denote a reconstruction sample, where the pair follows the
joint distribution (X, X̂) ∼ pXX̂ ∈ P(Rd × Rd). Further let pX̂|X denote the induced conditional
distribution, which is also called the reconstruction law. Let d(·, ·) : Rd × Rd → R+ denote a
distortion measure between x ∈ Rd and x̂ ∈ Rd, and let the average distortion be D(X̂,X) ≜
E[d(X̂,X)], which is an implicit function of pXX̂ . For a given pair of probability measures P0,P1 ∈
P(Rd), let DKL(P0||P1) ≜ EX∼P0

[log dP0

dP1
(X)] denote the Kullback–Leibler divergence, and let

the mutual information I(X; X̂) = DKL(pXX̂ ||pX ⊗ pX̂). The lossy compression theorem of
information theory (Shannon, 1959; Berger, 2003; Cover, 1999) then states that the operational RD
function is equivalent to the informational RD function, given by

R(D) ≜ min
pX̂|X : D(X̂,X)≤D

I(X; X̂). (1)

The BA algorithm (Cover, 1999) computes R(D) by optimizing the Lagrangian (with a Lagrange
multiplier ϵ > 0)

LBA(pX̂|X ,P0, ϵ) = D(X̂,X) + ϵI(X̂;X) (2)

w.r.t pX̂|X . Alternatively, if we let P1 = pX̂ be the marginal distribution of the reconstruction (Yang
et al., 2024), then an equivalent formulation is

min
pX̂|X

LBA(pX̂|X ,P0, ϵ) = min
P1∈P(Rd)

min
(X,X̂)∼π∈Π(P0,P1)

{
D(X̂,X) + ϵDKL(π||P0 ⊗ P1)

}
, (3)

where Π(P0,P1) is the set of all couplings, that is, the set of joint distributions pXX̂ ∈ P(Rd×Rd)

whose X-marginal (resp. X̂-marginal) is P0 (resp. P1). In this work, we focus on the quadratic cost
d(x̂, x) = 1

2∥x̂− x∥2. The average distortion is then given by D(X̂,X) ≜ 1
2E[∥X − X̂∥2], and the
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minimization problem Eq. (3) reads

min
pX̂|X

LBA(pX̂|X ,P0, ϵ)=min
P1

min
(X,X̂)∼π∈Π(P0,P1)

{
1

2
Eπ

[
∥X − X̂∥2

]
+ ϵDKL(π||P0 ⊗ P1)

}
. (4)

Entropic optimal transport For a probability measure P ∈ P(Rd) with density p(x), H(P) ≜
−EX∼P log(p(X)) denotes its differential entropy. Now, considering probability measures P0,P1 ∈
P(Rd), the EOT problem (Cuturi, 2013) is given by

inf
π∈Π(P0,P1)

{∫

Rd×Rd

||x− x̂||2
2

dπ(x, x̂) + ϵDKL(π||P0 ⊗ P1)

}
. (5, EOT)

As one may readily recognize, for values of ϵ where the optimal reconstruction has a density, the
inner minimization of Eq. (4) coincides with Eq. (5, EOT) (Lei et al., 2023; Yang et al., 2024).

The Schrödinger Bridge The SB problem (Schrödinger, 1932) with parameter ϵ is formulated as

inf
u

1

2
E
[∫ 1

0

∥u(Xt, t)∥2dt
]
s.t.

{
X0 ∼ P0, X1 ∼ P1

dXt = u(Xt, t)dt+
√
ϵdWt

, (6, SB)

where P0,P1 are absolutely continuous probability measures w.r.t. the Lebesgue measure on Rd, and
Wt is a standard Wiener process, independent of X0. The drift u : Rd × [0, 1]→ Rd can be seen as
a controller, designed to steer X0 ∼ P0 into X1 ∼ P1 with minimal average energy, acting against
a ‘natural’ force Wt. Recent developments (Gushchin et al., 2022) has drawn an equivalency (up to
an additive constant, depends on P0,P1, ϵ) between SB and EOT, where the latter can be optimized
via a game-theoretic formulation. The optimal joint probability π in Eq. (5, EOT) is then given by
the joint probability law of (X0, X1).

3 RATE-DISTORTION FUNCTIONS AND TERMINAL-ENTROPY STOCHASTIC
CONTROL

3.1 PROBLEM STATEMENT

Let the source X0 ∼ P0 where P0 ∈ P2(Rd) is absolutely continuous w.r.t. Lebesgue measure, and
P2(Rd) is the subset of P(Rd) for which E

[
∥X∥2

]
< ∞. We further assume that H(P0) is finite.

As in the BA algorithm, we aim to compute the RD Largrangian

LRD(P0, ϵ) ≜ min
P1

min
π∈Π(P0,P1)

{
1

2ϵ

∫

Rd×Rd

∥x̂− x∥2dπ(x, x̂)−H(π) +H(P1)

}
+H(P0), (7, RD)

where from standard decomposition of MI to entropy terms (Cover, 1999), DKL(π||P0 ⊗ P1) =
H(P1)+H(P0)−H(π). Here, ϵ > 0 is a tuning parameter and H(P0) is not subject to optimization.

Assumption A1: Eq. (7, RD) admits a solution, where the optimal reconstruction distribution is
absolutely continuous and satisfies P1 ∈ P2(Rd), with finite differential entropy H(P1).

While A1 is necessarily violated for low rates (high ϵ values), in many cases it is still expected to
be in effect in the low-distortion regime, where P1 is close to P0, as illustrated in Fig. 1. This holds
true in a variety of settings, as we demonstrate in § 3.3 ,§ 5.

Let dW ϵ =
√
ϵdWt, W

ϵ
0 ∼ P0 be the (scaled) Brownian motion starting at P0, and denote πϵ =

PW ϵ
0 ,W

ϵ
1

, the joint law of its start and end points. It is known (Gushchin et al., 2022; Chen et al.,
2021) that

DKL(π||πϵ) =
1

2ϵ

∫

Rd×Rd

∥x̂− x∥2dπ −H(π) +H(P0) +
d

2
log(2πϵ) (8)

for every π with marginal distribution P0. Let F(P0,P1) be the class of random trajectories Tt ∈
Rd, t ∈ [0, 1] with a joint distribution πT = PT0,T1

∈ Π(P0,P1). For every T ∈ F(P0,P1),

DKL(T ||W ϵ) = DKL(πT ||πϵ) +

∫

Rd×Rd

DKL(T |x,x̂||W ϵ|x,x̂)dπT (x, x̂), (9)

4
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Low-
distortion

Low-
rate

Figure 1: Evolution of reconstruction distri-
butions w.r.t. parameter ϵ. Typically, we as-
sume the reconstruction density to be close to the
continuous source in the low distortion regime
(small ϵ’s), while eventually becoming singular
for a low enough rate (large ϵ’s).

0.1 0.2 0.3 0.4
1
2MSE

0.02

0.04

|R̂
(D

)
−
R

(D
)|

R2D2 (ours)

NERD

WGD

Figure 2: Estimation error on a 1-D Gaussian
source. X0 ∼ N (0, 1) and we applied R2D2
(Alg. 1) to ϵ ∈ [0.05, 0.95]. We compare our
algorithm to NERD, where we observe the im-
proved accuracy of R2D2 over existing methods
NERD and WGD.

where there exists a process T ∗
P1

, minimizing DKL(T ||W ϵ) over F(P0,P1) with
DKL(T

∗
P1
|x,x̂||W ϵ|x,x̂) = 0 for all x, x̂ ∈ Rd (Léonard, 2013, Prop. 4.1,2.3). The process

T ∗
P1

is known to take the form T ∗
uP1

of an Itô diffusion (Gushchin et al., 2022)

Tu : dXt = u(Xt, t)dt+
√
ϵdWt, (10)

with drift uP1
, where E

[∫ 1

0
∥uP1

(Xt, t)∥2dt
]
< ∞. Furthermore, for such a finite-energy process

we have (Pavon and Wakolbinger, 1991),

DKL(T
∗
P1
||W ϵ) =

1

2ϵ
E
[∫ 1

0

∥uP1
(Xt, t)∥2dt

]
. (11)

Considering Eq. (7, RD)-Eq. (11), we suggest the surrogate loss

L̃RD(P0, ϵ) ≜ min
P1

min
Tu∈F(P0,P1)

{
1

2ϵ
E
[∫ 1

0

∥u(Xt, t)∥2dt
]
+H(P1)

}
− d

2
log(2πϵ), (12)

where Tu is a finite-energy diffusion Eq. (10) with drift u ∈ U ≜ {u(x, t) : H(P1) > −∞}, namely
P1 has a finite differential entropy. The above discussion leads to the following equivalency between
Eq. (7, RD) and Eq. (12).

Theorem 3.1. Given P0 and ϵ, under A1 we have LRD = L̃RD. Furthermore, let u∗(x, t) minimize
the surrogate objective

u∗ ∈ argmin
u∈U

{
1

2ϵ
E
[∫ 1

0

∥u(Xt, t)∥2dt
]
+H(X1)

}
, (13)

under the law Eq. (10). Then, the distribution PX∗
1

of X∗
1 associated with u∗ through Eq. (10) is

the minimizer in Eq. (12), where P∗
1 = PX∗

1
is the optimal reconstruction distribution in Eq. (7, RD)

and π∗ = PX∗
0 ,X

∗
1

is the optimal plan.

The proof is given in App. C, where we also establish the opposite direction; whenever (P1, π)
minimizes Eq. (7, RD), there exists a drift term u(x, t) minimizing Eq. (13) under Eq. (10), where
(X0, X1) ∼ π.

3.2 TERMINAL-ENTROPY STOCHASTIC CONTROL: THE ENERGY-ENTROPY TRADEOFF

Motivated by Thm. 3.1, we present the problem of Terminal-Entropy regularized stochastic Control

inf
u∈U

{
1

2
E
[∫ 1

0

∥u(Xt, t)∥2dt
]
+ ϵH(X1)

}
s.t.

{
X0 ∼ P0, PX1

is free
dXt = u(Xt, t)dt+

√
ϵdWt

, (14, TEC)

where the admissible control set is again U = {u(x, t) : H(P1) > −∞}. In light of Eq. (6, SB),
here u can be viewed as a control law for reducing the terminal state uncertainty, while spending

5
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minimal energy. As a consequence of Thm. 3.1, in order to estimate the RD function for the source
X0 ∼ P0, one should solve Eq. (14, TEC) with a dynamic range of ϵ values. Given the drift term
u, X1 can be efficiently sampled (e.g. using the Euler–Maruyama algorithm, see App. A). Taking
Assumption A1 into account, Eq. (14, TEC) takes the variational form

inf
u∈U

{
1

2

∫

Rd

dx

∫ 1

0

dt∥u(x, t)∥2pt(x)− ϵ

∫

Rd

dxp1(x) log p1(x)

}
, (15, var-TEC)

whereas for a diffusion process Eq. (10), the density state pt(x) is governed by the Fokker-Planck
equation (Oksendal, 2013)

∂

∂t
pt(x) = −∇ · (pt(x)u(x, t)) +

1

2
ϵ∆xxpt(x), p0(x) = P0(x), (16, FPE)

with ∇· = ∑
∂

∂xi
e(i) being the divergence operation, and ∆xx =

∑
∂2

∂x2
i

is the Laplace operator.
Interestingly, under suitable regularity conditions, the solution to Eq. (14, TEC) can be characterized
by a simple equation, as we show next:
Theorem 3.2. Let p∗t (x) ∈ C1,2([0, 1]× Rd)1 satisfy the backward heat equation (BHE)

∂

∂t
p∗t (x) = −

1

2
ϵ∆xxp

∗
t (x), p

∗
0(x) ∼ P0, (17, BHE)

such that log p∗t (x) ∈ C1,2([0, 1]×Rd) and ∥∇p∗t (x)∥ log p∗t (x)→ 0 as ∥x∥ → ∞ for all t ∈ [0, 1].
Let u∗ = ϵ∇ log p∗t (x), where ∇ log pt(x) is the Stein score function. Then, (u∗, p∗t ) is an optimal
pair in Eq. (15, var-TEC)-Eq. (16, FPE) and the optimal solution to Eq. (14, TEC) admits the SDE

dX∗
t = ϵ∇ log p∗t (Xt)dt+

√
ϵdWt. (18)

The proof is given in App. C.

Fourier analysis of Eq. (17, BHE) Let us assume d = 1 for simplicity; similar arguments hold in
higher dimensions. Let the source X0 ∼ P0 in R with density p0 and characteristic function p̂(ω),
namely p0(x) =

1
2π

∫∞
−∞ eiωxp̂(ω)dω. It is easy to verify that a solution to Eq. (17, BHE) is given

by

pt(x) =
1

2π

∫ ∞

−∞
eiωx+ 1

2 ϵω
2tp̂(ω)dω, (19)

whenever the latter converges for all t ∈ [0, 1] and ∇ log pt(x) is defined for all x, t ∈ R× [0, 1].

3.3 SPECIAL CASES

Backward heat conductance problems are generally ill-posed and unstable (Miranker, 1961; Fu et al.,
2007). However, Thm. 3.2 yields an exact solution for some special cases, as we show next.

Gaussian source We begin with the canonical example of a scalar Gaussian source P0 =
N

(
0, σ2

0

)
, and show how our formulation recovers its known RD function. For ϵ < σ2

0 , a solution

to Eq. (17, BHE) is given by pt(x) =
1√

2π(σ2
0−ϵt)

e
− x2

2(σ2
0−ϵt) . The optimal controller is hence given

by u(x, t) = ϵ∇ log pt(x) = − ϵ
σ2
0−ϵt

x. Evidently, under u(x, t), X0 and X1 are jointly-Gaussian

where D = 1
2E[(X0 −X1)

2
] = 1

2ϵ, and R = I(X0;X1) = − 1
2 log

(
ϵ
σ2
0

)
, and we recover the

known closed-form result

RGauss(D) =
1

2
log

(
σ2
0

2D

)
, 0 < 2D < σ2

0 . (20)

Note that the factor of 2 is due to our distortion definition has half of the MSE. This result can be
easily generalized for Gaussian vector sources and ϵ’s smaller than the eigenvalues of the covariance
matrix Σ. In this case, the solution to Eq. (17, BHE) is pt(x) = N (0,Σ− ϵtI).

1C1,2([0, 1]×Rd) is the set of functions that are continuously differentiable w.r.t. t, and twice continuously
differentiable w.r.t. x.
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Figure 3: Reconstruction distribution p1(x) of non-Gaussian mix source. In the (left) pane, we
approximate reconstruction distribution Eq. (23) by numerical integration. A closer look at different
points is provided in the (middle) and (right) panes.

Mixture of Gaussians The Gaussian example can be easily extended to the case of a Gaussian
mixture, for which no closed-form solution for the RD function is known. In this case,

p0(x) =

N∑

i=1

pi√
2πσ2

i

e
− (x−µi)

2

2σ2
i . (21)

As Eq. (17, BHE) is a linear equation, the solution is now given by the superposition

pt(x) =

N∑

i=1

pi√
2π(σ2

i − ϵt)
e
− (x−µi)

2

2(σ2
i
−ϵt) , ϵ ∈

(
0,min

i
σ2
i

)
. (22)

The optimal controller u(x, t) = ϵ∇ log pt(x) is derived accordingly. Knowing pt(x) and u(x, t), it
is possible to acquire rate and distortion values through a Monte-Carlo simulation of Eq. (14, TEC),
or via neural estimation as we suggest in § 4.

Non-Gaussian mixture To show the wide applicability of Thm. 3.2, we now apply its result to
a mixture of sinc4 functions. Being band-limited, for settings where p0(x) > 0, such a source
satisfies the conditions of the theorem, and allows the desirable frequency-domain analysis of § 3.2.
We emphasize that while this is a toy problem, to the best of our knowledge, no other approach is
known to tackle this case.

We consider the source X0 drawn from the mixture p0(x) =
∑N

i=1 piC
−1
i sinc4( x

mi
) where

sinc(x) ≜ sin(x)
x ∈ C∞(R), and Ci = 2π

3 mi are appropriate normalization factors. In
this case, the characteristic function is p̂0(ω) =

∑N
i=1 piC

−1
i mip̃0(miω) where p̃0(ω) =

1
2π

[
π(1− 1

2 |ω|)+ ∗ π(1− 1
2 |ω|)+

]
, and ∗ is the convolution operation. Now, for non-vanishing

mixture distributions and small enough ϵ’s, the Fourier analysis of Eq. (19) implies that we can
write the solution to Eq. (17, BHE) as

pt(x) =
1

2π

∫ 4

−4

eiωx+ 1
2 ϵω

2tp̂0(ω)dω =
2

2π

N∑

i=1

piC
−1
i mi

∫ 4

0

p̃0(miω) cos(ωx)e
1
2 ϵω

2tdω. (23)

Fig. 3 demonstrates this result for N = 4,mi =
[
1,
√
2, π, e

]
and pi =

1
4 , where we numerically

integrated Eq. (23) in order to approximate the reconstruction distribution p1(x) for different values
of ϵ. Parameters were chosen such that pt(x) > 0 everywhere on R.

4 R2D2: NEURAL ESTIMATION OF RATE-DISTORTION FUNCTIONS

Although being rather elegant, as may be pointed out, the assumptions of Thm. 3.2 may be restric-
tive: They require pt(x) to be non-vanishing and twice-differentiable everywhere in Rd; even under
these requirements, Eq. (17, BHE) might be ill-posed, depending on the initial condition P0; Fi-
nally, the explicit source distribution is hardly known in practice, and instead is accessible only from
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samples. Therefore, in this section, we propose R2D2 (Alg. 1), a sample-based method for solving
Eq. (14, TEC) and approximating the RD function in the general case (under Assumption A1).

Algorithm 1 Revealing RD functions with Diffusion (R2D2)
1: Input: source X0 ∼ P0 ∈ P(Rd), initial controller uθ, batch size M , timestep ∆t, ϵmin, ϵmax >

0, learning rate α.
2: while Training do ▷ Training
3: Choose ϵ ∼ Uniform[ϵmin, ϵmax].
4: Sample batch {Xm

0 }Mm=1 ∼ P0.
5: Sample trajectory {uθ(X

m
ti , ti, ϵ), X

m
1 }Mm=1 ← EuMa(uθ, {Xm

0 }Mm=1, ϵ,∆t).
6: Estimate energy Lϵ

θ ← 1
2M

∑
m

∑
ti
∥uθ(X

m
ti , ti, ϵ)∥2∆t.

7: Estimate terminal entropy Ĥ(X1) (see App. B).
8: RD loss Lϵ

θ ← Lϵ
θ + ϵĤ(X1).

9: Step θ ← θ − α∇θLϵ
θ.

10: end while
11:
12: Sample batch {Xm

0 }Mm=1 ∼ P0. ▷ Evaluate specific ϵ ∈ [ϵmin, ϵmax]
13: Sample trajectory {uθ(X

m
ti , ti, ϵ), X

m
1 }Mm=1 ← EuMa(uθ, {Xm

0 }Mm=1, ϵ,∆t).
14: Obtain RD loss Lϵ

θ (lines 6-8).
15: Estimate distortion: D̂ = 1

2M

∑M
m=1 ∥Xm

1 −Xm
0 ∥2.

16: Estimate rate: R̂ =
Lϵ

θ−D̂
ϵ − d

2 log(2πϵ).
17: Output: (R̂, D̂).

Our method R2D2 is based on modeling the controller function uθ(x, t, ϵ) using a DNN with
parameters θ. The flexibility and generalizability offered by DNNs allow us to capture multiple
positions on the RD-curve (different ϵ values) using a single controller model. To train our model,
we access the data source X0 to draw a batch of M samples. Using the Euler–Maruyama method
(EuMa, Alg. 2 in App. A), we sample discretized random trajectories Xti from Eq. (10). The
minimization object Eq. (12) is approximated (up to an additive factor of d

2 log(2πϵ)) by Lϵ
θ =

Lϵ
θ + ϵĤ(X1) where the estimated controller energy is Lϵ

θ ≈ 1
2M

∑M
m=1

∑
ti
∥uθ(X

m
ti , ti, ϵ)∥2∆t.

The terminal entropy Ĥ(X1) is estimated through the approximated negative-entropy, or through
a kernel method (see App. B for details). To evaluate R(D), after training, we re-calculate Lϵ

θ.
According to Eq. (12), we can compute the empirical values

D̂(ϵ) =
1

2M

M∑

m=1

∥Xm
1 −Xm

0 ∥2, R̂(ϵ) = Î(Xm
0 ;Xm

1 ) =
Lϵ
θ − D̂(ϵ)

ϵ
− d

2
log(2πϵ). (24)

The method is summarized in Algorithm 1.

5 NUMERICAL RESULTS

In this section, we apply our results to a variety of toy and real-world problems. For full details and
more numerical results, we kindly refer the reader to App. D. For full simulation details, we refer to
the technical Section of App. E.

5.1 GAUSSIAN DATA

In Fig. 2 we demonstrate the efficiency of Alg. 1 on the 1-D Gaussian case2 of § 3.3. We compare our
method with NERD (Lei et al., 2022) and WGD (Yang et al., 2024), over 64 independent experiments
(seeds) and plot median absolute error with interquartile ranges. We observe that R2D2 is clearly
superior to the existing methods in terms of estimation error, in both the high-rate and low-rate
regimes.

2All our codes will be made publicly available upon publication.
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Figure 4: The R(D) function for a mixture of Gaussians. Here, X0 ∼ P0 is a mixture of Gaus-
sians. (left) We apply R2D2 (Alg. 1) to ϵ ∈ [4 × 10−4, 1.64 × 10−2] and compare the result with
SLB. Green markers indicate higher precision. (right) For ϵ = 1.56×10−2, we plot the reconstruc-
tion distribution P1. The empirical distribution matches the analytical result (bold line).
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Figure 5: The R(D) function of Cifar10 images. Here, X0 is a random 4 × 4 patch from a
grayscale image. (left) The RD function, estimated by R2D2 (Alg. 1). (right) Patches drawn from
the reconstruction distribution X1 obtained for different ϵ’s. The corresponding locations on the
RD-plane are marked in red.

Results for a Gaussian mixture Eq. (21) are shown in Fig. 4, where N = 3 and µi = −.4, 0, .4, σ2
i =

4×10−2, 5×10−2, 6×10−2, pi =
1
3 . We apply Alg. 1 to ϵ ∈ [4×10−4, 1.64×10−2] and compare

the estimated RD function with the approximated Shannon’s lower bound (SLB) (Cover, 1999;
Berger, 2003), given in this case by H(P0) − 1

2 log(4πeD). For ϵ = 1.56 × 10−2, we further plot
the reconstruction distribution P1, which is the probability law of the diffusion process’ outcome.
We observe that empirical distribution obtained by Alg. 1 matches the closed-form Eq. (22).

5.2 AN EXPERIMENT: CIFAR10 DATASET

We now demonstrate the efficiency of Alg. 1 on a realistic high-dimensional source. More specifi-
cally, as input to R2D2, we sample 4 × 4-pixel grayscale image patches from the ‘Cifar10’ dataset
(Krizhevsky and Hinton, 2009). Fig. 5 demonstrates the efficiency of our method in solving this
problem. In the left pane, we present the RD function, as estimated by R2D2 (Alg. 1). In the right
pane, we present images, drawn from the reconstruction distribution P1 for different ϵ’s. The cor-
responding locations of these reconstructions on the RD-plane are marked in red on the left pane.

6 CONCLUSION

In this paper, we considered the computation of the RD function and the optimal reconstruction
distribution for continuous data sources, under the MSE distortion. We exploited the connection
between RD and EOT to estimate the RD function using diffusion processes, through a novel control
formulation in which the RD tradeoff is equivalent to a tradeoff between energy and entropy. Under
regularity conditions, the optimal control is given by a BHE. We demonstrated our results in some
special cases to obtain closed-form solutions, and in a real-world setting, using a numerical method.
This work paves the way for solving RD in settings beyond MSE loss and continuous distributions.

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2026

REFERENCES

Jason Altschuler, Jonathan Niles-Weed, and Philippe Rigollet. Near-linear time approximation al-
gorithms for optimal transport via sinkhorn iteration. Advances in neural information processing
systems, 30, 2017.

Luigi Ambrosio, Nicola Gigli, and Giuseppe Savaré. Gradient flows: In metric spaces and in the
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A EULER-MARUYAMA SAMPLING

Here we review the Euler-Maruyama (EuMa) Algorithm, which we used in our simulations to
sample from the diffusion process Eq. (10). The sampling procedure is given in Alg. 2.

Algorithm 2 Euler-Maruyama (EuMa)
1: Input: ϵ > 0, drift u(x, t, ϵ), initial batch {Xm

0 }Mm=1 ∼ P0, timestep ∆t.
2: for ti = 0,∆t, . . . , 1−∆t and m = 1, . . . ,M do
3: Sample zmi ∼ N (0, I).
4: Xm

ti+1
← Xm

ti + u(Xm
ti , ti, ϵ)∆t +

√
ϵ∆tz

m
i .

5: end for
6: Return {u(Xm

ti , ti, ϵ), X
m
1 }Mm=1.

B ENTROPY ESTIMATION

For the sake of completeness of Alg. 1, here we present the techniques used in the paper for estimat-
ing entropy (line 9 in the Algorithm). We emphasize, though, that we use the entropy estimator as a
black-box, where any method could be plugged-in, orthogonally to our main ideas.

In our experiments on low-dimensional settings we used the approximated negative entropy method,
for its simplicity and ease of compute. This could be hardly scaled to higher dimensions since it
requires the computation of large covariance matrices. For real-world settings we used the scalable
kernel method of Pichler et al. (2022).

B.1 NEGENTROPY

Negative entropy, or negentropy (Oja and Hyvarinen, 2000) of a random variable X1 ∈ Rd is the
difference in entropy from the Gaussian distribution with the same second-order statistics. Explicitly

negentropy(X1) ≜ H(Z)−H(X1) = −H(X1) +
1

2

d∑

i=1

log λi +
d

2
log(2πe), (25)

where λi are the eigenvalues of the covariance matrix ΣX1 . We have the following connection
between negentropy and KL divergence

Lemma B.1. (Kholkin et al., 2025, Corollary A.3) Let Z ∼ N (µ1,Σ1) where µ1,Σ1 are the mean
and covariance of X1, respectively. Then,

H(X1) = H(Z)−DKL(PX1 ||PZ) (26)

Using Eq. (26), we approximate the negentropy through the Donsker–Varadhan identity (Belghazi
et al., 2018)

negentropy(X1) = DKL(PX1 ||PZ) = sup
f

[
Ez∼PX1

f(z)− logEz∼PZ
ef(z)

]
, (27)

which can be estimated from samples (c.f. (Kholkin et al., 2025, § A.2) and (Franzese et al., 2023,
§ 3.2) ).

In our simulations, we model the argument in Eq. (27) as a parametric model Zω(·, ϵ), where now
we approximate the negentropy from M samples of X1 as

negentropy(X1, ϵ) ≈
1

M

M∑

m=1

Zω(X
m
1 , ϵ)− log

[
1

M

M∑

m=1

eZω(zm,ϵ)

]
. (28)

zm are i.i.d. Gaussian samples with the empirical mean and covariance of X1. The entropy H(X1)
can now be estimated through Eq. (25).
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B.2 KNIFE

The KNIFE estimator (Pichler et al., 2022) is a Gaussian-mixture plug-in estimator for differential
entropies. For x ∈ Rd the empirical distribution is approximated using

p̂KNIFE(x; θ) = ΣK−1
k=0 ukgpdf(x;µk, Ak), (29)

where gpdf(·;µk, Ak) are Gaussian kernels with mean and variance µk, Ak respectively, and uk > 0
are weights, Σkuk = 1.

The plug-in estimation is then given by

Ĥ(X1; θ) = −Ex∼P1
log [p̂KNIFE(x; θ)] ≥ H(X1). (30)

For tight estimation, Ĥ(X1; θ) is minimized over θ := {(uk, µk, Ak)}K−1
k=0 .

14
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C PROOFS OF THINGS

C.1 PROOF OF THM. 3.1

Theorem C.1. (Thm. 3.1 in the Main text) LRD = L̃RD. Furthermore, let u∗(x, t) minimize the
surrogate objective

u∗ ∈ argmin
u

{
E
[
1

2ϵ

∫ 1

0

∥u(Xt, t)∥2dt
]
+H(X1)

}
, (31)

under
dXt = u(Xt, t)dt+

√
ϵdWt, X0 ∼ P0. (32)

Then, the distribution PX∗
1

of X∗
1 associated with u∗ through Eq. (32) is the minimizer in Eq. (12),

where P∗
1 = PX∗

1
is the optimal reconstruction distribution in Eq. (7, RD) and π∗ = PX∗

0 ,X
∗
1

is the
optimal plan.

Here, we also prove the opposite direction; whenever (P1, π) minimizes Eq. (7, RD), there exists a
drift term u(x, t) minimizing Eq. (31) under Eq. (32), where X0, X1 ∼ π.

Proof. Let (P1, π) be a solution to Eq. (7, RD), where π ∈ Π(P0,P1). Then, we choose

T (ω) =

∫

x,x̂

W ϵ|x,x̂(ω)dπ(x, x̂) (33)

as a probability law in F(P0,P1). It can be easily deduced that

DKL(T |x,x̂||W ϵ|x,x̂) = 0, (34)

hence, from Eq. (8)-Eq. (9) we have

DKL(T ||W ϵ) = DKL(π||πW ϵ

) = Eπ

[
∥X − X̂∥2

2ϵ

]
−H(π) +

d

2
log(2πϵ). (35)

which is equal to Eq. (7, RD) up to an additive constant, depends only on P0,P1 and ϵ. Since
π minimizes Eq. (7, RD) for P1, it minimizes DKL(π||πW ϵ

) over Π(P0,P1), thus T minimizes
DKL(T ||W ϵ) over F(P0,P1) (see Chen et al. (2021, Problem 4.2, Eqn. (4.8)); mutatis mutandis).
As a solution to minT∈F(P0,P1) DKL(T ||W ϵ), T takes the form Eq. (10) with some drift function u
(Léonard, 2013, Prop. 4.1).

Using Eq. (11) we get

L̃RD ≤
1

2ϵ
E
[∫ 1

0

∥u(Xt, t)∥2dt
]
+H(P1)−

d

2
log(2πϵ) (36)

= DKL(T ||W ϵ) +H(P1)−
d

2
log(2πϵ) (37)

= DKL(π||πϵ) +H(P1)−
d

2
log(2πϵ) (38)

=
1

2ϵ
Eπ

[
∥X − X̂∥2

]
−H(π) +H(P0) +H(P1) (39)

= LRD, (40)

implying that LRD ≥ L̃RD.

On the other hand, let u∗ as in Eq. (31), and let P∗
1 = PX∗

1
. Clearly, PX∗

1
, u∗ minimize Eq. (12).

Furthermore, the law T ∗ induced by u∗,

T ∗ : dX∗
t = u∗(X∗

t , t)dt+
√
ϵdWT , X

∗
0 ∼ P0, (41)

minimizes DKL(T
∗||W ϵ) = 1

2ϵE
[∫ 1

0
∥u∗(X∗

t , t)∥2dt
]

over F(P0,P∗
1), hence it is a so-

lution to minT∈F(P0,P∗
1)
DKL(T ||W ϵ). Thus, according to Léonard (2013, Prop. 2.3),

15
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DKL(T
∗|x,x̂||W ϵ|x,x̂) = 0, ∀x, x̂. Let π∗ = PX∗

0 ,X
∗
1
∈ Π(P0,P∗

1). We have from Eq. (9)

DKL(π
∗||πϵ) = Eπ∗

[
∥X − X̂∥2

2ϵ

]
−H(π∗) +H(P0) +

d

2
log(2πϵ) (42)

= DKL(T
∗||W ϵ) (43)

=
1

2ϵ
E
[∫ 1

0

∥u∗(X∗
t , t)∥2dt

]
. (44)

Thus,

LRD ≤ Eπ∗

[
∥X − X̂∥2

2ϵ

]
−H(π∗) +H(P∗

1) +H(P0) (45)

=
1

2ϵ
E
[∫ 1

0

∥u∗(X∗
t , t)∥2dt

]
+H(P∗

1)−
d

2
log(2πϵ) (46)

= L̃RD, (47)

yielding LRD = L̃RD, which completes the proof. Note that arguments similar to Eq. (45)–Eq. (47)
yield that under A1, L̃RD > −∞.

C.2 PROOF OF THM. 3.2

Theorem C.2. (Thm. 3.2 in the Main text) Let p∗t (x) such that log p∗t (x) ∈ C1,2([0, 1] × Rd) and
∥∇p∗t (x)∥ log p∗t (x)→ 0 as ∥x∥ → ∞ for all t ∈ [0, 1], satisfying the BHE

∂

∂t
pt(x) = −

1

2
ϵ∆xxpt(x), p0(x) ∼ P0, (48, BHE)

and let u∗ = ϵ∇ log p∗t (x) where∇ log pt(x) is the Stein score function. Then, (u∗, p∗t ) is an optimal
pair in Eq. (15, var-TEC)-Eq. (16, FPE) and the solution to Eq. (14, TEC) admits the SDE

dXt = ϵ∇ log p∗t (Xt)dt+
√
ϵdWt. (49)

Proof. Let us define the Lagrangian

L(u, p, µ, λ) =
1

2

∫

Rd

dx

∫ 1

0

dt∥u(x, t)∥2pt(x)

+

∫

Rd

dx

∫ 1

0

dtµ(x, t)

(
ṗt(x) +∇ · (up(x, t))−

1

2
ϵ∆xxpt(x)

)

− ϵ

∫

Rd

dxp1(x) log p1(x) +

∫

Rd

dxλ(x)(p0(x)− dP0(x)), (50)

where dP0 denote the density function of P0.

We now apply the following integration by parts property of the divergence: For g : Rd → R and
f : Rd → Rd, and a bounded domain D ⊆ Rd with boundary ∂D,

∫

D

g(x)∇ · f(x)dx = −
∫

D

∇g(x) · f(x)dx+

∮

∂D

g(x)f(x) · n⃗da (51)

where∇,∇· are the gradient and divergence operators, respectively. If ∥g(x)f(x)∥ decays as ∥x∥ →
∞, we can integrate over domains with large enough diameters, thus ignoring the boundary term and
practically integrate over Rd. In our setting, p, µ are scalar functions, and u is a field.

Integrating by parts, we have
∫ 1

0

dtµ(x, t)ṗt(x) = µ(x, 1)p1(x)− µ(x, 0)p0(x)−
∫ 1

0

dtµ̇(x, t)pt(x) (52)
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and ∫

Rd

dxµ(x, t)∇ · (up(x, t)) = −
∫

Rd

dxpu · ∇µ(x, t) +
∮

µpu · n⃗da (53)

as well as
∫

Rd

dxµ(x, t)∆xxp(x, t)

=

∫

Rd

dxµ(x, t)∇ · ∇p(x, t) (54)

= −
∫

Rd

dx∇µ(x, t) · ∇p(x, t) +
∮

µ(∇p(x, t)) · n⃗da (55)

= −
∫

Rd

dx∇µ(x, t) · ∇p(x, t) +
∮

p∇µ · n⃗da+

∮
[µ(∇p(x, t))− p∇µ] · n⃗da (56)

=

∫

Rd

dx∇xxµ(x, t)pt(x)−
∮

p∇µ · n⃗da+

∮
µ(∇p(x, t)) · n⃗da. (57)

Provided that all boundary terms vanish as ∥x∥ → ∞, and putting everything back together, we
obtain

L(u, p, µ, λ) =
1

2

∫

Rd

dx

∫ 1

0

dt∥u(x, t)∥2pt(x)

−
∫ 1

0

dt

∫

Rd

dx

[
µ̇(x, t) + u(x, t) · ∇µ(x, t) + 1

2
ϵ∆xxµ(x, t)

]
pt(x)

+

∫

Rd

dx(µ(x, 1)− ϵ log p1(x))p1(x)

−
∫

Rd

dx(µ(x, 0)− λ(x))p0(x)−
∫

Rd

dxλ(x)dP0(x). (58)

Taking the first variation to zero, δL
δu = 0 yields

u∗(x, t) = ∇µ(x, t). (59)

From δL
δp = 0 we obtain (Hamilton–Jacobi equation),

µ̇(x, t) +
1

2
∥∇µ(x, t)∥2 + 1

2
ϵ∆xxµ(x, t) = 0, µ(x, 1) = ϵ(1 + log p1(x)). (60)

We also know that (Fokker–Planck equation)

ṗt(x) +∇ · (pt(x)∇µ(x, t))−
1

2
ϵ∆xxpt(x) = 0, p0(x) = dP0. (61)

We now substitute a solution of the form µ(x, t) = ϵ(1 + log pt(x)) into Eq. (60), and verify it
satisfies our equations:

ṗt/pt +
1

2
ϵ∥∇pt/pt∥2 +

1

2
ϵ∇ · (∇pt/pt)

= ṗt/pt +
1

2
ϵ∥∇pt/pt∥2 +

1

2
ϵ
∑

i

(pxixi
/pt − (pxi

/pt)
2) (62)

= ṗt/pt +
1

2
(ϵ− ϵ)∥∇pt/pt∥2 +

1

2
ϵ∆xxpt/pt = 0 (63)

where the last equality stems from Eq. (48, BHE).
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D EXTENDED RESULTS AND TECHNICAL DETAILS

For the sake of completeness and in-depth reading, in this section we extend § 5 with full tech-
nical details and additional results. We also present detailed and full-sized figures for improved
accessibility.

D.1 GAUSSIAN SOURCES

Let P0 = N
(
0, σ2

0

)
. A solution to Eq. (17, BHE) is given by

pt(x) =
1√

2π(σ2
0 − ϵt)

e
− x2

2(σ2
0−ϵt) . (64)

The optimal controller is hence given by

u(x, t) = ϵ∇ log pt(x) = −
ϵ

σ2
0 − ϵt

x. (65)

Let us denote at =
ϵ

σ2
0−ϵt

and r = ϵ
σ2
0

. It is easy to see that under u(x, t), X0 and X1 are jointly-
Gaussian where

dXt = −atXtdt+
√
ϵdWt (66)

U−1
t Xt = X0 +

√
ϵ

∫ t

0

U−1
s dWs, (67)

with
Ut = e−

∫ t
0
asds = 1− rt. (68)

That is,

X1 = (1− r)X0 +N1 (69)

σ2
N1

= ϵ(1− r)2
∫ 1

0

U−2
s ds = ϵ(1− r)2

σ2
0

σ2
0 − ϵ

= ϵ(1− r). (70)

where N1 is a Gaussian noise, independent of X0. We can now compute the distortion

E
[
(X1 −X0)

2
]
= r2σ2

0 + ϵ(1− r) = ϵ− ϵ2σ−2
0 + ϵ2σ−2

0 = ϵ, (71)

and the correlation
ρ ≜ E [X0X1] = (1− r)σ2

0 = σ2
0 − ϵ (72)

and then also compute the MI by plugging

σ2
1 = (1− r)2σ2

0 + ϵ(1− r) = σ2
0 − 2ϵ+ ϵ2σ−2

0 + ϵ− ϵ2σ−2
0 = σ2

0 − ϵ (73)

into

I(X0;X1) = −
1

2
log

(
1− ρ2

σ2
1σ

2
0

)
(74)

= −1

2
log

(
1− (1− r)2σ4

0

(σ2
0 − ϵ)σ2

0

)
(75)

= −1

2
log

(
1− (1− r)2

1− r

)
(76)

= −1

2
log

(
ϵ

σ2
0

)
. (77)

To summarize, we obtained

D =
1

2
E
[
(X0 −X1)

2
]
=

1

2
ϵ, R = I(X0;X1) = −

1

2
log

(
ϵ

σ2
0

)
, (78)
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Figure 6: The R(D) function of a 1-D Gaussian source. (top) Here, X0 ∼ N (0, 1) and we applied
Alg. 1 to ϵ ∈ [0.05, 0.95]. Green markers indicate higher precision. We also plot the analytical result
(black line). (bottom) We compare our algorithm to NERD and WGD, where we observe that our
method is more accurate.

and recovered the well-known result

RGauss(D) =
1

2
log

(
σ2
0

2D

)
, 0 ≤ 2D ≤ σ2

0 . (79)

Note that the factor of 2 is due to our convention D = 1
2MSE. This result can be easily generalized

for Gaussian vector sources and ϵ’s smaller than the eigenvalues of the covariance matrix Σ. In this
case, the solution to Eq. (17, BHE) is

pt(x) = N (0,Σ− ϵtI). (80)

In Fig. 6 we demonstrate the efficiency of Alg. 1 on the 1-D case. We compare our method with
NERD (Lei et al., 2022) WGD (Yang et al., 2024), where we observe that R2D2 is clearly superior
to the existing methods in terms of estimation error, in both the high-rate and low-rate regimes.

D.2 MIXTURE OF GAUSSIANS

The latter Example can be easily extended to the case of a Gaussian mixture, where

p0(x) =

N∑

i=1

pi√
2πσ2

i

e
− (x−µi)

2

2σ2
i . (81)

As Eq. (17, BHE) is a linear equation, the solution is now given by the superposition

pt(x) =

N∑

i=1

pi√
2π(σ2

i − ϵt)
e
− (x−µi)

2

2(σ2
i
−ϵt) , ϵ ∈

[
0,min

i
σ2
i

)
. (82)
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Figure 7: The R(D) function for a mixture of Gaussians. Here, X0 ∼ P0 is a mixture of Gaus-
sians where µi = −.4, 0, .4, σ2

i = 4 × 10−2, 5 × 10−2, 6 × 10−2, pi =
1
3 . (top) We apply Alg. 1

to ϵ ∈ [4 × 10−4, 1.64 × 10−2] and compare the result with SLB. Green markers indicate higher
precision. (middle) A closer look on error bars (inter-quartile range) over 8 evaluations. (bottom)
For ϵ = 1.56× 10−2, we plot the reconstruction distribution P1 which is the distribution of the dif-
fusion process’ outcome, X1. Observe that the empirical distribution matches the analytical result
(bold line).
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Figure 8: The R(D) function for a mixture of Gaussians (second example). Here, X0 is a
mixture of Gaussians where µi = −.8, 0, .8, σ2

i = 4 × 10−2, 5 × 10−2, 6 × 10−2, pi = 1
3 .

(top) The empirical reconstruction distribution for ϵ = 2.72 × 10−2 matches the analytical result.
(middle) Trained controller model uθ (for ϵ = 2.8 × 10−2), compared to analytical result at times
t = 0, 0.5, 0.99. (bottom) RD function estimated over 16 evaluation steps (medians and inter-
quartile ranges).
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The optimal controller u(x, t) = ϵ∇ log pt(x) is derived accordingly. We illustrate this result in
Fig. 7, where N = 3 and µi = −.4, 0, .4, σ2

i = 4× 10−2, 5× 10−2, 6× 10−2, pi =
1
3 . We apply

Alg. 1 to ϵ ∈ [4×10−4, 1.64×10−2] and compare the estimated RD function with Shannon’s lower
bound (SLB)(Cover, 1999; Berger, 2003)

H(P0)−
1

2
log(4πeD), (83)

approximated here from M = 211 i.i.d. samples Xm ∼ P0 by

H(P0) ≈ −
1

M

M∑

m=1

log p0(X
m). (84)

In practice, we estimated Eq. (84) for 8 independent trials, and used the median value for our ap-
proximation. For ϵ = 1.56× 10−2. We further plot the reconstruction distribution P1, which is the
probability law of the diffusion process’ outcome. We observe that empirical distribution obtained
by Alg. 1 matches the closed-form result Eq. (82).

In the setting of Gaussian mixtures, we conducted an additional experiment in which µi = −.8, 0, .8.
The results are given in Fig. 8, where we also plot the outcome of the deep controller model we train,
compared to the desired product.

D.3 NON-GAUSSIAN MIXTURE

Consider the source X0 drawn from the mixture p0(x) =
∑N

i=1 piC
−1
i sinc4( x

mi
) where sinc(x) ≜

sin(x)
x ∈ C∞(R), and Ci =

2π
3 mi are appropriate normalization factors. Recall that the characteris-

tic function in this case is

p̂0(ω) =

∫ ∞

−∞
p0(t)e

−iwtdt =

N∑

i=1

piC
−1
i mip̃0(miω), (85)

where (with ∗ being the convolution operation)

p̃0(ω) = (86)

=
1

2π

[
π(1− 1

2
|ω|)+ ∗ π(1−

1

2
|ω|)+

]
(87)

=
1

96
π
(
(w − 4)3 signw − 4− 4(w − 2)3 signw − 2 (88)

+6w3 signw − 4(2 + w)3 sign 2 + w + (4 + w)3 sign 4 + w
)
, (89)

which vanishes outside {|w| ≤ 4}. Now, for non-vanishing mix distributions and small enough ϵ’s,
by Eq. (19) we can write the solution to Eq. (17, BHE) as

pt(x) =
1

2π

∫ 4

−4

eiωx+ 1
2 ϵω

2tp̂0(ω)dω =
2

2π

N∑

i=1

piC
−1
i mi

∫ 4

0

p̃0(miω) cos(ωx)e
1
2 ϵω

2tdω. (90)

We numerically approximate

p1(x) ≈
1

π

N∑

i=1

piC
−1
i mi

K−1∑

k=0

4

K
p̃0(mi

4k

K
) cos(

4k

K
x)e

1
2 ϵ(

4k
K )2 . (91)

Figure 9 demonstrates this result for N = 4,mi =
[
1,
√
2, π, e

]
(mi’s were chosen such that

p0(x) > 0 everywhere on R) and pi = 1
4 , where we numerically integrated Eq. (91) with K =

4× 32× 104 in order to approximate the reconstruction distribution p1(x) for different values of ϵ.
We emphasize that although this is a toy problem, to the best of our knowledge, no other technique
is known to tackle this case.
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Figure 9: Reconstruction distribution p1(x) of non-Gaussian mix source. In the (left) pane, we
approximate reconstruction distribution Eq. (90) by numerical integration. A closer look at different
points is provided in the (middle) and (right) panes.

D.4 EXAMPLE: CIFAR10 DATASET

We now demonstrate the efficiency of Alg. 1 on a realistic high-dimensional source. More specif-
ically, as input to the Algorithm, we sample 4 × 4 grayscale image patches from the ‘Cifar10’
dataset (Krizhevsky and Hinton, 2009). Pixel values are normalized to [0, 1]. Fig. 5 demonstrates
the efficiency of our method in solving this problem. In the left pane, we present the RD function,
as estimated by R2D2 (Alg. 1). In the right pane, we present images, drawn from the reconstruc-
tion distribution P1 for different ϵ’s. The corresponding locations of these reconstructions on the
RD-plane are marked in red on the left pane.
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Figure 10: The R(D) function of Cifar10 images. Here, X0 is a random 4 × 4 patch from a
grayscale image. (top) The RD function, estimated by R2D2 (Alg. 1). (middle) A closer look on
error bars (inter-quartile range) over 8 evaluations. (bottom) Patches drawn from the reconstruction
distribution X1 obtained for different ϵ’s. The corresponding locations on the RD-plane are marked
in red.
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E IMPLEMENTATION NOTES

E.1 GENERAL DETAILS

For all experiments, we used 2 fully-connected DNN models:

• The controller uθ taking (Xt, t, ϵ) ∈ Rd × [0, 1]× [ϵmin, ϵmax] as input and whose output
is in Rd.

• The Zω network for estimating the negentropy, taking (z, ϵ) ∈ Rd × [ϵmin, ϵmax] and re-
turning a scalar value (see App. B for details).

Despite having different input and output layers, both models are of the same depth and hidden-
layer sizes. We used LeakyReLU activation following each hidden layer. The two models were
trained in a 1 : 3-ratio of update steps, using the ADAM optimizer (Kingma, 2014) with parameters
β = (.9, .999) and learning rate α.

At each evaluation step, we draw a batch of samples and evaluate R(D) according to Alg. 1. When-
ever there are more than one evaluation step or independent seeds, the presented (R,D)-values are
the medians over all steps, while error bars indicate the inter-quartile (25%-75%) range.

Codes for the NERD baseline (Lei et al., 2022) are provided by the authors at
https://github.com/leieric/NERD-RCC. Codes for the WGD baseline (Yang et al., 2024) are pro-
vided by the authors at https://github.com/yiboyang/wgd. Our codes will be publicly available upon
publication.

All experiments were implemented in PyTorch (Paszke, 2019) environment, and performed using a
NVIDIA RTX A6000 GPU.

E.2 SIMULATION PARAMETERS

Gaussian sources (Fig. 2)

• ϵmin, ϵmax = 0.025,0.975

• DNN hidden layers: 1

• Hidden layer size: 128

• Step size: ∆t =
1

100

• Train steps: 25,000

• Batch size (train): M = 512

• Experiments: 64

• Batch size (evaluation): 1024

• Learning rate: α = 1e-3

Mixture of Gaussians (Fig. 4)

• ϵmin, ϵmax =4e-4,1.64e-2

• DNN hidden layers: 4

• Hidden layer size: 128

• Step size: ∆t =
1

100

• Train steps: 3.7M

• Batch size (train): M = 256

• Evaluation steps: 8 (32 at high-precision)

• Batch size (evaluation): 1024

• Learning rate: α = 5e-4
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Mixture of Gaussians #2 (Fig. 8)

• ϵmin, ϵmax = 1.2e-2,2.8e-2
• DNN hidden layers: 4
• Hidden layer size: 100
• Step size: ∆t =

1
100

• Train steps: 855,000
• Batch size (train): M = 256
• Evaluation steps: 16 (64 at high-precision)
• Batch size (evaluation): 1024
• Learning rate: α = 1e-3

Cifar10 dataset (Fig. 5)

• ϵmin, ϵmax = 0.05,0.15
• DNN hidden layers: 3
• Hidden layer size: 100
• Step size: ∆t =

1
256

• Train steps: 23,300
• Batch size (train): M = 1024
• Evaluation steps: 8 (32 at high-precision)
• Batch size (evaluation): 512
• Learning rate: α = 5e-4
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