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Abstract

Recent research on Reasoning of Large Language Models (LLMs) has sought to
further enhance their performance by integrating meta-thinking—enabling models
to monitor, evaluate, and control their reasoning processes for more adaptive and
effective problem-solving. However, current single-agent work lacks a specialized
design for acquiring meta-thinking, resulting in low efficacy. To address this chal-
lenge, we introduce Reinforced Meta-thinking Agents (ReMA), a novel frame-
work that leverages Multi-Agent Reinforcement Learning (MARL) to elicit meta-
thinking behaviors, encouraging LLMs to think about thinking. ReMA decouples
the reasoning process into two hierarchical agents: a high-level meta-thinking
agent responsible for generating strategic oversight and plans, and a low-level
reasoning agent for detailed executions. Through iterative reinforcement learning
with aligned objectives, these agents explore and learn collaboration, leading to
improved generalization and robustness. Empirical results from single-turn exper-
iments demonstrate that ReMA outperforms single-agent RL baselines on com-
plex reasoning tasks, including competitive-level mathematical benchmarks and
LLM-as-a-Judge benchmarks. Additionally, we further extend ReMA to multi-
turn interaction settings, leveraging turn-level ratio and parameter sharing to im-
prove efficiency. Comprehensive ablation studies further illustrate the evolving
dynamics of each distinct agent, providing valuable insights into how the meta-
thinking reasoning process enhances the reasoning capabilities of LLMs. Our
code can be found in https://github.com/ziyuwan/ReMA-public

1 Introduction

Large language models (LLMs) have demonstrated remarkable capabilities in knowledge under-
standing and complex reasoning tasks [Chowdhery et al., 2023, Achiam et al., 2023, Anil et al.,
2023, Dubey et al., 2024]. The paradigm in developing LLM-based reasoning models is shifting
from scaling training-time computation towards scaling test-time computation [Snell et al., 2024].
Recent advancements, such as OpenAI-o1 [OpenAI, 2024], Deepseek R1 [DeepSeek-AI et al.,
2025], and Gemini 2.0 Flash Thinking [DeepMind, 2025], have demonstrated that allowing LLMs to
think before generating answers can significantly enhance performance and lead to the emergence of
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Figure 1: Left: A construction-based method that fine-tunes LLMs using rejection sampling, search-
ing among combinations of pre-defined templates. Middle: R1-like method learns to mix meta-
thinking and detailed reasoning steps during training. Right: Our method ReMA separates the
meta-thinking and reasoning steps in a multi-agent system and updated by reinforcement learning.

human-like reasoning patterns. These patterns like “Wait, hold on.” or “Let’s break this down.”,
indicate that LLMs can develop a form of meta-thinking abilities that can generalize well to out-of-
distribution (OOD) tasks [Xiang et al., 2025]. Meta-thinking, also known as metacognitive skills
[Flavell, 1979], is an ability traditionally considered uniquely human [Didolkar et al., 2024].

To cultivate meta-thinking patterns from LLMs themselves, recent construction-based supervised
approaches leverage supervised finetuning on structured reasoning trajectories. Specifically, these
methods sampling reasoning trajectories from predefined meta-thinking templates and then use su-
pervised finetuning (SFT) or direct preference optimization (DPO) [Rafailov et al., 2023] to teach
LLMs imitate these patterns [Qi et al., 2024, Yue et al., 2024, Xi et al., 2024, Yang et al., 2025, Muen-
nighoff et al., 2025, Ye et al., 2025c]. However, such methods lack sufficient flexibility for LLMs
to explore suitable meta-thinking patterns. Thus, they often fail to generalize to out-of-distribution
(OOD) problems, leading to unstable performance on unseen data [Kirk et al., Chu et al., 2025].
Besides construction-based methods, R1-like single-agent reinforcement learning (SARL) has also
been adopted for meta-thinking in reasoning [DeepSeek-AI et al., 2025, Xie et al., 2025]. How-
ever, these SARL attempts typically rely on strong foundational models for easier exploration or
extensive task-specific fine-tuning for stable training [Xu et al., 2025, Gandhi et al., 2025]. Further-
more, SARL needs to learn meta-thinking and reasoning within a single forward pass, seeking to
capture complex reasoning structures purely in an autoregressive manner [Xie et al., 2025]. This
can potentially lead to issues such as inefficient exploration as well as reduced readability and early
convergence to local optima [DeepSeek-AI et al., 2025, Xiang et al., 2025].

To address these limitations, we introduce Reinforced Meta-thinking Agents (ReMA), a novel
framework that leverages multi-agent reinforcement learning (MARL) to encourage LLMs to think
about thinking. Our approach employs a multi-agent system (MAS) composed of a high-level meta-
thinking agent, responsible for strategic oversight and instruction generation, and a low-level rea-
soning agent tasked with detailed executing processes based on provided guidance. We compare
the inference process among the construction-based method, R1-like method, and ReMA in Fig. 1.
Since MAS distributes the exploration space of SARL into multiple agents, it enables each agent
to explore more structurally and efficiently during training. Then we apply reinforcement learning
on each agent with aligned reward functions. In this way, ReMA effectively balances the trade-off
between generalization capability and exploration efficiency. As a result, they can learn to play the
best of their role (either to meta-think or to follow instructions), at the present of the other agent.

To our knowledge, we are the first to formally define and optimize a multi-agent meta-thinking rea-
soning process (MAMRP) through multi-agent reinforcement learning. Our extensive experiments
span both math reasoning and LLM-as-a-Judge tasks, where ReMA consistently achieves the high-
est average performance across three backbone pretrained models. We further extend ReMA to
multi-turn interaction settings on math reasoning tasks, implementing turn-level ratio to optimize
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trajectory returns and stabilize training. Through comprehensive ablation studies, we illustrate the
evolving dynamics between agents, revealing unexpected interaction patterns such as role reversals
under different reward settings. These findings provide valuable insights into how meta-thinking
processes enhance the reasoning capabilities of LLMs.

2 Preliminaries

In this section, we outline the formulation of the vanilla reasoning process (Sec. 2.1) and the repre-
sentative training methods (Sec. 2.2) along with the notation used throughout the paper.

2.1 Vanilla Reasoning Process (VRP)

The probability of generating a response y equals the product of its stepwise probabilities. Given a
model πθ and a prompt x = (x1, . . . , xN ), the vanilla reasoning process (VRP) autoregressively
produces a response y = (y1, . . . , yL) with

πθ(y|x) =
L∏

l=1

πθ(yl|x1, x2, . . . xN , y1, . . . , yl−1) =

L∏
l=1

πθ(yl|x,y<l)

The response usually contains intermediate reasoning steps before arriving at the final answer, this
process is also known as chain-of-thought (CoT) [Wei et al., 2022], which can be represented as:

x
reasoning steps−−−−−−−−→ y ∼ a, (1)

where a is the extracted final answer, which is included in the answer y.

2.2 Training VRP via Reinforcement Learning

RL frames VRP decoding process as a deterministic, token-level Markov Decision process (MDP)
[Wang et al., 2024a]. Its objective is

J (θ) = E(x,y∗)∼D,y∼πθ
[R(y,y∗)] .

where R(·, ·) represents a reward function comparing generated answer y with the golden answer
y∗ for any question x sampled from dataset D.

To compute the gradient ∇θJ (θ), computationally efficient algorithms GRPO [Shao et al., 2024]
and REINFORCE++ [Hu, 2025] are widely adopted. Take GRPO as an example, given a question-
answer pair x,y∗ and a group of G generated responses yi, denote yi,j as the j-th token of the i-th
response, it optimizes the following token-level objective:

J (θ) = E(x,y∗)∼D, {yi}Gi=1∼πθold
(·|x)[

1

G

G∑
i=1

1

|yi|

|yi|∑
j=1

(
min

(
ri,j(θ) Âi,j , clip

(
ri,j(θ), 1− ϵ, 1 + ϵ

)
Âi,j

)
− β DKL

(
πθ∥πref

))]
,

(2)

where the token-level ratio ri,j(θ) and the group-normalized advantage Âi,j are defined as:

ri,j(θ) =
πθ

(
yi,j | x, yi,<j

)
πθold

(
yi,j | x, yi,<j

) , Âi,j =
Ri − mean({Ri}Gi=1)

std({Ri}Gi=1)
.

However, RL on base LLMs that haven’t been well-aligned may suffer from issues like poor read-
ability and language mixing, preventing researchers from verifying, understanding, and further de-
veloping their LLMs. And huge searching space makes efficient learning of meta-thinking daunting.

3 Method

In this section, we present Reinforced Meta-thinking Agents (ReMA), a RL method integrating
meta-thinking into the reasoning process of LLM under multi-agent settings (Sec. 3.1), then describe
the learning process enabled by MARL of single- and multi-turn LLM setting (Secs. 3.2.1 and 3.2.2).
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3.1 Deploying Meta-Thinking Reasoning Process for LLMs

Beyond VRP (Sec. 2.1), recent studies [Muennighoff et al., 2025, Ye et al., 2025c] have shown that
integrating meta-thinking behaviors in reasoning process can largely improve the accuracy of the fi-
nal answers. By integrating Meta-thinking, ReMA decomposes problem solving into two sequential
phases: a meta-thinking phase that plans, monitors, or revises strategy, followed by a reasoning
phase that produces the detailed solution. We analyse Meta-thinking Reasoning Process along two
orthogonal axes—single- vs. multi-agent and single- vs. multi-turn.

In a single-agent setting, such a process calls LLM once and generates meta-thinking and the follow-
ing reasoning autoregressively. We formulate the meta-thinking reasoning process (MRP) below:

y ∼ πθ(y | x,m) · πθ(m | x), (3)

where m and y are the output of meta-thinking and reasoning respectively. We present the procedure
as shown below:

x
meta-thinking−−−−−−−→ m

reasoning steps−−−−−−−−→ y ∼ a. (4)
Exploring MRP reasoning through a single-agent approach is often inefficient, as it requires the lan-
guage model to simultaneously master both meta-thinking and detailed problem-solving within one
call. Prior research has demonstrated that activating different model capabilities through specialized
agents significantly improves MRP exploration efficiency. To leverage this insight, we decouple
meta-thinking and reasoning into two separate LLM agents: a high-level agent dedicated to gener-
ating meta-thinking, and a low-level agent focused on executing reasoning steps.

During a conversation, the high-level and low-level agents (i.e., πh and πl) act in an interleaving
manner. The high-level agent generates and summarizes meta-thoughts from the prompt and inter-
action history, while the low-level agent executes detailed problem-solving under those instructions.
We formulate the multi-agent meta-thinking reasoning process (MAMRP) as follows:

y ∼ πl(y | x,m)πh(m | x). (5)

While the single-turn MAMRP offers a straightforward approach, it lacks the ability to perform
immediate and fine-grained cognitive switching during the reasoning process, which limits its effec-
tiveness on complex, long-horizon planning tasks. Therefore, we extend Eq. (5) and formulate the
multi-turn MAMRP as follows:

yT ∼
T∏

t=1

πl(yt | x, {m,y}<t,mt)πh(mt | x, {m,y}<t) (6)

where T is the number of turns. Similarly, we present the process with a directed graph:

x
meta-thinking−−−−−−−→

πh

m1
reasoning−−−−−→

πl

y1
meta-thinking−−−−−−−→

πh

m2
reasoning−−−−−→

πl

y2
meta-thinking−−−−−−−→

πh

...
reasoning−−−−−→

πl

yT ∼ a. (7)

As a complex reasoning system, MAMRP provides various optimization opportunities in scaling
inference-time computation. We leave further discussion of these aspects in Appendix C.1.

3.2 Training MAMRP: A Multi-Agent RL Method

Multi-agent RL, unlike single-agent RL in a deterministic MDP, must contend with stochastic, non-
stationary dynamics and rewards, making optimization more challenging. We start by considering
an easier case, the optimization of single-turn MAMRP.

3.2.1 Optimizing Single-turn MAMRP

To train the system from Sec. 3.1, we embed it as a Markov Game between the two agents. Suppose
the two LLM agents are parameterized by θh and θl, respectively. Define a joint hierarchical policy
over sequential decisions m and y:

y ∼ π(θh,θl)(y | x) := πθl(y | x,m) · πθh(m | x), (8)

Let R(y,y∗) denote the final reward serves as the objective function J (θh, θl) for the joint policy:

J (θh, θl) = Ex,y∗Ey∼π(θh,θl)
R(y,y∗). (9)
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Figure 2: Comparison of training pipelines. Left: RL training of VRP and MRP, where a single LM
agent is updated either with mixed (VRP) or explicit (MRP) meta-thinking. Middle: ReMA with
separate parameters for the high-level (meta-thinking) and low-level (reasoning) agents; training
alternates between freezing one agent and updating the other. Right: ReMA with shared parameters
and multi-turn interactions: both agents share the same parameters and are distinguished by their
system prompts. Training employs a turn-level ratio for stable multi-turn reinforcement learning
and efficient updates, ensuring each turn’s contribution is controlled to prevent instability.

During optimization procedure, the high-level policy πθh and low-level policy πθl aim to maximize
their respective rewards independently. The optimization goals for agents are:

θ∗h = argmax
θh

E(x,y∗)∼D,m∼πθh
,y∼πθ∗

l
[Rh(m,y,y∗)] , (10)

θ∗l (θh) = argmax
θl

E(x,y∗)∼D,m∼πθh
,y∼πθl

[Rl(m,y,y∗)] , (11)

where Rh and Rl are policies’ individual reward functions, including R and regularization according
to tasks and models, e.g., different format rewards (refer to Appendix C.2 for details). The detailed
algorithm is in the Algorithm 1. We illustrate the MAMRP inference procedure and the proposed
training method in Fig. 2. We also provide an analysis of different loss functions in Appendix C.5.

3.2.2 Scaling up to Multi-turn MAMRP

To scale up to multi-turn MAMRP, we can still adopt the iterative training strategy in Sec. 3.2.1.
However, we make some changes to improve the efficiency of rollout and training.

First, we implement a parameter-sharing strategy where both high-level and low-level agents utilize
identical model weights θ, distinguished only by role-specific system prompts Sh and Sl. Formally,
we define πh = πθ(·|Sh, ·) and πl = πθ(·|Sl, ·), sharing the same underlying parameters rather
than maintaining separate model instances. This approach eliminates the need for frequent model
swapping on GPU during rollout, avoiding inefficient wait times, while enabling larger batch sizes
during training to simultaneously optimize policies for both meta-thinking and reasoning roles.

Second, we propose a multi-turn GRPO with turn-level ratio to address the challenges of multi-
turn MAMRP. The trajectory-level averaged objective with turn-level ratio of πl is defined as (The
objective of πh is the similar but with different system prompt):

J (θ) = E(x,y∗)∼D, {(mi,yi)}Gi=1∼πθold
(·|x)[

1

G

G∑
i=1

1

Ti

Ti∑
t=1

1

|yi,t|

|yi,t|∑
j=1

(
min(ri,t(θ)Âi,t,j , clip(ri,t(θ), 1− ϵ, 1 + ϵ)Âi,t,j)− βDKL(πθ∥πref)

)]
(12)
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where yi,t,j is the j-th token at turn t of the reasoning agent of the i-th trajectory. And the turn-level
ratio for clipping is defined as:

ri,t(θ) = exp
( 1

|yi,t|

|yi,t|∑
j=1

log ri,t,j(θ)
)

(13)

= exp
( 1

|yi,t|

|yi,t|∑
j=1

log
πθ

(
yi,t,j | x, {mi,·,yi,·}<t,mi,t,yi,t,<j

)
πθold

(
yi,t,j | x, {mi,·,yi,·}<t,mi,t,yi,t,<j

)). (14)

The introduction of the turn-level ratio serves two key purposes. First, using a token-level ratio
(Eq. (2)) in the objective introduces bias for multi-turn training, as it averages over all tokens in a
trajectory. This means that tokens within longer turns (those containing more tokens) can dispropor-
tionately influence the overall loss, and averaging at the token level may encourage excessively long
single-turn responses. Second, clipping each token independently risks instability during training.

In contrast, the turn-level ratio aligns more closely with the underlying MDP formulation by treating
all tokens within a turn as a single action and applying clipping at the turn level. Intuitively, this
approach stabilizes training by preventing the LLM from making unstable updates that could result
in extreme outputs, such as overly long repetitions or incoherent text. We conduct experimental
verification in subsequent empirical results (Sec. 4.3).

4 Experiments

To evaluate the effectiveness and efficiency of ReMA, we conduct experiments on challenging
benchmarks for two types of tasks: mathematical reasoning and LLM-as-a-Judge with three dif-
ferent LLMs. Then, we investigate the models’ performance in both single- & multi-turn settings.
Finally, we provide ablation studies and qualitative analyses of our method.

4.1 Experiment Settings

We first analyze the single-turn case of ReMA, i.e., T = 1. The high-level agent generates a com-
plete meta-thinking trace in one shot, and the low-level agent follows the instructions and outputs
the final results. Single-turn ReMA reduces stochasticity and training cost while our experiments
show that it still provides meaningful performance gains.

Benchmarks We conduct experiments on two types of tasks: mathematical reasoning and LLM-
as-a-Judge. For mathematical reasoning experiments, we train models on 7.5k training samples in
MATH [Hendrycks et al., 2021] and use MATH500 [Lightman et al., 2023] as the in-distribution test
dataset. Additionally, we test the optimized models on out-of-distribution datasets: GSM8K [Cobbe
et al., 2021], AIME244, AMC235, GaoKao2023En [Zhang et al., 2023], Minerva Math [Lewkowycz
et al., 2022], and Olympiad Bench [He et al., 2024].

For LLM-as-a-Judge benchmarks, we train models on RewardBench [Lambert et al., 2024]. Specifi-
cally, we convert the original data into a pair-ranking format and split it into a training set of 5k items
and a test set of 970 items, denoted as RewardBench970. The models are also tested on JudgeBench
[Tan et al., 2024] to assess out-of-distribution performance. We refer to Appendix D.1.2 for detailed
comparisons and results.

Baselines, Models, Training Settings We compare pass@1 performance across the following
methods: (1) VRP (CoT, step-by-step prompting, Sec. 3.1); (2) VRPRL (RL under VRP); (3)
MRPRL (RL under MRP with high-level task analysis, Eq. (4)), and (4) ReMA (ours, RL under
MAMRP, Eq. (7)).

We train and test Llama-3-8B-Instruct, Llama-3.1-8B-Instruct [Dubey et al., 2024], and Qwen2.5-
7B-Instruct [Team, 2024] on mathematical reasoning benchmarks. For LLM-as-a-judge bench-
marks, we train and test Llama-3.1-8B-Instruct and Qwen2.5-7B-Instruct. We use instruct-tuned

4https://huggingface.co/datasets/AI-MO/aimo-validation-aime
5https://huggingface.co/datasets/AI-MO/aimo-validation-amc
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Figure 3: An RL experiment with 3 training schemes. While RL from SFT excels on easier prob-
lems, RL under Meta-thinking shows superior generalization to harder problems like AIME24.

LLMs to prompt them to perform VRP, MRP, and MAMRP directly during training. Unless speci-
fied, we use two separate copies of the same model for high- and low-level agents in ReMA. We use
the base reward setting in Appendix C.2 by default. And for the underlying RL algorithm, we use
REINFORCE++ [Hu, 2025]. We refer to Appendix D for detailed training settings.

4.2 Results of Single-turn ReMA

Question 1. Does single-turn ReMA outperforms baselines on both in-distribution and out-of-
distribution test sets?

Table 1 compares the greedy decoding performance of ReMA against various RL baselines across
mathematical benchmarks (Table 1a) and LLM-as-a-Judge benchmarks (Table 1b). Results across
different LLMs indicate that, on average, ReMA outperforms all baselines, achieving a maximum
improvement of 6.68% on mathematical benchmarks and 8.49% on LLM-as-a-Judge benchmarks.

Notably, ReMA achieves the highest performance on most benchmarks, particularly on out-of-
distribution datasets, with a maximum improvement of 20% on AMC23 for Llama3-8B-Instruct,
13.33% on AIME24 for Qwen2.5-7B-Instruct, 14.23% on RewardBench970 for Llama3.1-8B-
Instruct. These results demonstrate the superior out-of-distribution generalization ability conferred
by the meta-thinking mechanism in ReMA. However, we observe that the accuracy gains from RL
training on instruction-tuned LMs are smaller than from base models (Sec. 4.2.1). This may be
due to the higher initial performance and the relatively fixed output distribution of instruction-tuned
models, which limits the improvement and peak performance in RL.

We also compare ReMA with other inference-time meta-thinking and multi-agent baselines, e.g.
Self-Refine[Madaan et al., 2023] and Multi-Agent Debate (MAD)[Du et al., 2023], we refer to
Appendix E.1 for detailed results.

4.2.1 Meta-thoughts boost low-level generalization

Question 2. Can Reasoning benefit from Meta-thinking?

Here we provide a tiny but motivating example of how ReMA gives better learning dynamics. We
use Qwen2.5-Math-7B [Yang et al., 2024] as the starting base model, MATH (level 3-5, about 5.5K
number of instances) as the training dataset, and we compare three reinforcement learning training
schemes, in particular: (1) RL from Base: train the base model directly on MATH with binary
outcome reward; (2) RL from SFT: SFT the base model with GPT-4o’s CoT answers; then RL on
train dataset with binary outcome reward; (3) RL under Meta-thinking: SFT the base model with
GPT-4o’s meta-thinking plans; then RL on train dataset with binary outcome reward.

The models are evaluated on 3 benchmarks (Fig. 3). SFT brings the best initial accuracy on in-
distribution and easier sets, but fails to improve on harder ones. RL from Base yields limited gains.
In contrast, RL under Meta-thinking achieves the best learning dynamics and generalizes better
to challenging problems (AIME24). See Appendix F.1 for case studies.
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Table 1: Performance on in-distribution test sets and out-of-distribution test sets. We also report
the improvement/degradation w.r.t. basic CoT performance(VRP). On average, ReMA outperforms
all baselines. Particularly on out-of-distribution datasets, ReMA achieves the highest performance
on most of the benchmarks.

(a) Performance on math benchmarks

Model Benchmark VRP
(CoT) VRPRL MRPRL

ReMA
(Ours)

Llama3
-8B

-Instruct

MATH500 30.80 33.40 (+2.60) 32.80 (+2.00) 33.80 (+3.00)
GSM8K 67.48 81.80 (+14.32) 79.68 (+12.20) 79.38 (+11.90)
AIME24 0.00 0.00 (+0.00) 3.33 (+3.33) 0.00 (+0.00)
AMC23 2.50 10.00 (+7.50) 12.50 (+10.00) 22.50 (+20.00)

Gaokao2023en 22.34 27.53 (+5.19) 23.38 (+1.04) 28.57 (+6.23)
Minerva Math 8.82 16.54 (+7.72) 18.01 (+9.19) 13.97 (+5.15)

Olympiad Bench 8.44 8.89 (+0.45) 9.33 (+0.89) 8.89 (+0.45)

Average 20.05 25.45 (+5.40) 25.58 (+5.53) 26.73 (+6.68)

Llama3.1
-8B

-Instruct

MATH500 50.80 50.20 (-0.60) 48.60 (-2.20) 53.20 (+2.40)
GSM8K 86.05 84.53 (-1.52) 85.37 (-0.68) 87.26 (+1.21)
AIME24 10.00 3.33 (-6.67) 6.67 (-3.33) 13.33 (+3.33)
AMC23 27.50 12.50 (-15.00) 30.00 (+2.50) 20.00 (-7.50)

Gaokao2023en 38.96 36.10 (-2.86) 37.14 (-1.82) 37.14 (-1.82)
Minerva Math 22.79 26.84 (+4.05) 25.37 (+2.58) 28.31 (+5.52)

Olympiad Bench 15.11 19.70 (+4.59) 15.70 (+0.59) 19.56 (+4.45)

Average 35.89 33.32 (-2.57) 35.55 (-0.34) 36.97 (+1.08)

Qwen2.5
-7B

-Instruct

MATH500 75.00 77.20 (+2.20) 76.40 (+1.40) 74.40 (-0.60)
GSM8K 92.04 91.36 (-0.68) 91.81 (-0.23) 90.60 (-1.44)
AIME24 6.67 6.67 (+0.00) 10.00 (+3.33) 20.00 (+13.33)
AMC23 47.50 50.00 (+2.50) 52.50 (+5.00) 57.50 (+10.00)

Gaokao2023en 56.62 54.81 (-1.81) 55.06 (-1.56) 57.92 (+1.30)
Minerva Math 35.66 34.93 (-0.73) 32.35 (-3.31) 34.93 (-0.73)

Olympiad Bench 38.22 38.37 (+0.15) 37.78 (-0.44) 36.30 (-1.92)

Average 50.24 50.48 (+0.24) 50.84 (+0.60) 53.09 (+2.85)

(b) Performance on LLM-as-a-Judge benchmarks

Model Benchmark VRP
(CoT) VRPRL MRPRL

ReMA
(Ours)

Llama3.1
-8B

-Instruct

RewardBench970 69.48 82.89 (+13.41) 81.13 (+11.65) 83.71 (+14.23)
JudgeBench 51.29 51.94 (+0.65) 52.90 (+1.61) 52.90 (+1.61)

Average 60.39 67.41 (+7.02) 67.02 (+6.63) 68.31 (+7.92)

Qwen2.5
-7B

-Instruct

RewardBench970 78.56 85.36 (+6.80) 86.49 (+7.93) 83.51 (+4.95)
JudgeBench 58.39 56.94 (-1.45) 58.39 (+0.00) 56.94 (-1.45)

Average 68.47 71.15 (+2.68) 72.44 (+3.97) 70.22 (+1.75)

4.2.2 Diverse meta-thinking characteristics of LLMs

Question 3. How well can LLMs learn to meta-think?

To further analyze meta-thinking behaviors, we train models with structured JSON-format actions
inspired by Yue et al. [2024]. The meta-thinking agent generate two entries in one LM call, first
selects from three actions: DECOMPOSE (breaking into subproblems), REWRITE (simplifying the
problem), or EMPTY (direct solving), then generates the corresponding text. We compare Llama-
3.1-8B-Instruct and Llama-3.2-1B-Instruct to study scale effects (two 1B models vs two 8B models)
on meta-thinking agent’s training. We use vLLM guided JSON decoding [Dong et al., 2024] for
valid formatting and base reward (reasoning agent’s solution accuracy with format constraints).

We observe that smaller LMs produce simpler outputs, likely due to limited capacity to maintain
valid JSON formatting while exploring diverse reasoning strategies. As Fig. 4 shows, smaller
LMs like Llama-3.2-1B-Instruct quickly converge to the simplest EMPTY action to avoid format-
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ting penalties, while larger LMs like Llama-3.1-8B-Instruct can adapt meta-thinking strategies
based on problem difficulty. See Appendix F.3 for detailed case studies.
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Figure 4: Average problem difficulty by action type during training. Left: 1B LM collapses to the
EMPTY action. Right: 8B LM adapts to a more complex meta-thinking strategy for harder problems.

4.3 Extending ReMA to Multi-turn MAMRP

We further extend ReMA to multi-turn MAMRP settings, enabling multiple rounds of interaction
between the meta-thinking agent and the reasoning agent as defined in Eq. (7).

Unlike the inherent VRP capabilities of most LLMs, multi-turn ReMA requires initial bootstrapping.
Thus, we constructed a supervised fine-tuning dataset (about 0.8K samples) from LIMO [Ye et al.,
2025c] using GPT-4o to establish the starting point for multi-turn interaction capabilities. Then we
finetune Qwen2.5-7B before RL training.

As described in Sec.3.2.2, we deploy the proposed GRPO with turn-level ratio clipping and
trajectory-level averaging loss during training. And we remove the KL-divergence term to allow
more flexible exploration. By default, the agents share the same parameters and are simultaneously
updated using their trajectories. We refer to details in Appendix D.2.

4.3.1 Results and Ablations

Question 4. Can ReMA be scaled to multi-turn settings?

There are two key points revealed by our multi-turn ReMA experiments, as shown in Fig. 5. On one
hand, the algorithm can demonstrate effective convergence on the training set, with accuracy
steadily increasing from approximately 55% to 70% during training. It also achieves an average per-
formance gain of about 5% across all seven test benchmarks, indicating stable improvements on out-
of-distribution data. (Experiment with the rollout config of turn30 token512, see Appendix D.2.2
and Fig. 8 for more details.)

On the other hand, we observe that the performance of multi-turn ReMA is highly sensitive to hyper-
parameters such as the maximum response length per turn and the maximum number of turns. For
certain configurations, the model either collapses into producing massive repetitions within a single
turn or generates empty responses after only a few turns. Similar phenomena have been reported in
concurrent works such as RAGEN [Wang et al., 2025] and nondeterminism between inference and
training engines in current RL infra [He and Lab, 2025] and improper token processing that deviates
from the token-in-token-out principle (e.g., performing risky decode-encode operations on tokens).
As a result, multi-turn RL becomes susceptible to long-horizon credit assignment challenges and
state drift, often leading to reduced exploration diversity—a phenomenon referred to as the “Echo
Trap”. To address this challenge, it is essential to comprehensively explore the training recipe w.r.t.
model, data, algorithm and, most importantly, the RL infra.

Question 5. How does parameter sharing and turn-level ratio affect multi-turn ReMA?

As shown in Fig. 6, we compare different configurations on a smaller dataset consisting of 133
samples—19 from each of the 7 MATH problem types—to evaluate sample efficiency and conver-
gence speed. We run each experiment with 3 different random seeds and report the average perfor-
mance. First, all configurations eventually achieve nearly 100% accuracy on the training dataset.
Notably, the trajectory-level loss with turn-level ratio (Turn-Ratio, Eq. (14)) demonstrates sub-
stantially better sample efficiency than its token-level variants (Eq. (2)), reaching higher training
rewards with fewer steps. We also present the training curve of separate weight setting, the empirical
results show that shared parameters with simultaneous updates converge noticeably faster.
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5 Conclusion

In this paper, we introduced ReMA, a novel framework that leverages multi-agent reinforcement
learning to elicit meta-thinking in large language models. By explicitly separating meta-thinking
and reasoning processes into distinct agents, our approach enhances both exploration during train-
ing and the interpretability of model outputs. We tailored RL algorithms and reward functions to
ensure reliable performance. Through comprehensive experiments on mathematical reasoning and
LLM-as-a-Judge benchmarks, ReMA consistently achieved superior results, particularly on out-of-
distribution datasets. We further extend ReMA to multi-turn settings, enabling the framework to
handle more complex reasoning scenarios that require more communication between agents. Our
ablations demonstrate how effective coordination between agents evolves, highlighting the promise
of reinforcement learning and structured agents’ collaboration for advancing the capabilities of lan-
guage models in complex reasoning tasks.
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A Related work

Drawing from the bitter lesson [Sutton, 2019], two methods that appear to scale effectively are
searching and learning, aligning with current trends in large language models [Xu et al., 2025]. At
present, researchers are leveraging these methods to maximize the capabilities of individual trans-
formers, while other efforts are exploring architectures that involve multiple interacting entities. In
this paper, we examine this divergence within the context of LLM reasoning, a capability that al-
lows large language models to solve problems through logical reasoning, step-by-step analysis, and
inference [Wang et al., 2024a].

A.1 Single LLM Reasoning

Main research works in reasoning involving a single LLM utilize search-based and post-training
methods. The fundamental elements of searching methods are text generation and evaluation. Gen-
eration schemes include In-Context Learning [Brown et al., 2020], Beam Search [Graves, 2012],
and various tree-based searching [Snell et al., 2024]; Evaluation approaches often use outcome ac-
curacy, self-consistency [Wang et al., 2022], or process reward signal [Lightman et al., 2023] as the
criteria to select high-quality responses from the generated texts. Post-training method is another
research line in opposition to pre-training. Popular training pipelines often involve specific data
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construction followed by Supervised Fine-tuning [Qin et al., 2024, Ouyang et al., 2022, Hui et al.,
2024, Liu et al., 2024], or reinforcement learning to interactively explore learning patterns [Wang
et al., 2024a, Zhang et al., 2024a, DeepSeek-AI et al., 2025, Xu et al., 2025].

A.2 Multiple LLM Reasoning

Integrating multiple entities can potentially surpass the intelligence of the individual model [Chen
et al., 2023]. With the rapid emergence of large language models showing a varying level of abili-
ties, some studies have explored facilitating discussions among multiple off-the-shelf LLMs [Zhang
et al., 2025a, Chen et al., 2024a, Wang et al., 2023, Du et al., 2023, Zhuge et al., 2023, Tang et al.,
2023, Hao et al., 2025, Akata et al., 2023, Hong et al., 2023, Zhang et al., 2024b], taking the form
of free discussion [Du et al., 2023, Liang et al., 2023] or structured role assignments [Hong et al.,
2023, Zhang et al., 2024b]. Some have applied routing mechanisms to assign tasks to the most
suitable expert models [Hu et al., 2024b, Stripelis et al., 2024, Ding et al., 2024, Yue et al., 2025a,
Chen et al., 2024c] or merging mechanisms to develop more versatile models [Yadav et al., 2024,
Yu et al., 2024, Zhang et al., 2025b]. Beyond aggregating static knowledge from multiple agents,
multi-agent LLM training can also enhance reasoning capabilities. For example, multi-agent de-
bates can generate diverse synthetic data, which can subsequently be used for supervised fine-tuning
[Estornell et al., 2024, Li et al., 2024, Motwani et al., 2024, Dong and Ma, 2025, Perez et al., 2022,
Ye et al., 2025a, Subramaniam et al., 2025]. Reinforcement learning (RL) methods have also been
adopted to improve LLM reasoning in areas such as alignment [Perez et al., 2022, Ma et al., 2023]
and legibility [Kirchner et al., 2024]. Motwani et al. [2024] utilize a three-agent system for genera-
tion and fine-tune the models using Direct Preference Optimization (DPO). Reinforcement Learning
with Generative Reward Models (GenRM) [Mahan et al., 2024, Ye et al., 2025b, Jiao et al., 2024,
Wang et al., 2024b] represents another common approach of multi-agent training, where the reward
signal is derived from the token probabilities of another LLM, coupled with the reasoning process.
While our work aligns with these efforts, it diverges by using an additional tunable LLM to pro-
vide metacognitive instructions, guiding the low-level LLM during learning, rather than relying on a
static GenRM. The most closely related works to ours are MAPoRL [Park et al., 2025] and COPRY
[Ma et al., 2024]. MAPoRL is a multi-agent debating framework that uses multi-agent reinforce-
ment learning (MARL) with a learned verifier to fine-tune each LLM agent. COPRY duplicates
an LLM into two agents, training them simultaneously in the roles of pioneer and observer using
RL. Shen et al. [2025] trained with a novel Chain-of-Action-Thought (COAT) framework that em-
beds meta-action tokens for self-reflection and exploration into an autoregressive search process.
However, unlike our approach, which explicitly separates metacognition from plan execution, these
methods do not decompose the reasoning process but instead focus on improving direct chain-of-
thought generation. Furthermore, our experiments are conducted on a larger scale and include more
challenging problems.

A.3 Hierarchical Reasoning

Partitioning reasoning into hierarchical processes has been explored in prior research to make bio-
logical sense [Ye et al., 2018, Langley et al., 2004]. In the context of language models, a hierarchical
structure has been used to facilitate diverse reasoning patterns, including planning [Puerta-Merino
et al., 2025, Sun et al., 2024, Song et al., 2023, Rana et al., 2023, Chen et al., 2024d, Yan et al.,
2023, Xiao et al., 2024], validation [Haji et al., 2024, Xi et al., 2024] and self-refinement [Madaan
et al., 2023, Kumar et al., 2024, Welleck et al., 2022]. For instance, EvalPlanner [Saha et al., 2025]
is a framework that conducts reasoning through plan generation and execution. DOTS [Yue et al.,
2024] extends decomposition by integrating a tree-based searching method with Analysis, Solution,
and Verification layers. Marco-o1 [Zhao et al., 2024] focuses on open-ended problem-solving and
abstract thinking, dynamically adjusting reasoning granularity and incorporating reflection mecha-
nisms to enhance reasoning performance. Beyond these approaches, metacognition [Flavell, 1979]
has been identified as another critical component of reasoning, referring to the intuitive understand-
ing of one’s own cognitive and reasoning processes [Gao et al., 2024, Wang and Zhao, 2023]. Wang
and Zhao [2023] proposed a metacognitive prompting strategy to improve large language model
(LLM) capabilities. Didolkar et al. [2024] further developed a prompt-guided method that enables
models to label math problems with the required skills and subsequently use these labels to solve
new problems. Gao et al. [2024] introduce meta-reasoner which use contextual multi-arm bandit
to learn a high-level “advisor” over low-level reasoning process. Xiang et al. [2025] provides a
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Meta-CoT framework to think about its own thinking. They use construction-based methods as well
as reinforcement learning to develop meta-cognitive skills. Qingsong et al. [2025] introduces a RL
framework for dynamic instruction selection during fine-tuning. In our work, we also value reflect-
ing on reasoning processes, and we enhance metacognitive abilities through two-agent interaction
and reinforcement learning at both end.

A.4 RL in LLM

Recent advancements in applying RL to LLMs have enhanced their reasoning and decision-making
capabilities. Liu et al. [2025] examines token-level optimization biases by introducing Dr. GRPO
to stabilize policy gradients. VAPO [Yue et al., 2025b] enhances PPO with value-aware perturba-
tions and adaptive reward shaping to improve robustness in sparse-reward reasoning tasks. DAPO
[Yu et al., 2025] provides a scalable, modular RL framework that integrates distributed rollout col-
lection and dynamic replay buffers for reproducible training at scale. SimpleRL-Zoo [Zeng et al.,
2025] conducts zero-shot RL experiments across open-base LLMs to uncover emergent cognitive
behaviors under minimal reward signals. Echo Chamber [Zhao et al., 2025] investigates how RL
fine-tuning algorithms can amplify pretrained model biases and proposes regularization to mitigate
over-amplification. Wen et al. [2024] decomposes high-level language actions into token-level op-
erations to achieve finer-grained credit assignment. Some works push RL training for single-turn
to multi-turn. Search-R1 [Jin et al., 2025] trains LLMs to orchestrate multi-turn search strategies
with RL-optimized decision policies to improve question-answering accuracy. ArCHer [Zhou et al.,
2024] employs a hierarchical, multi-turn RL architecture with manager and worker policies to effi-
ciently handle long-horizon dialogue tasks. RAGEN [Wang et al., 2025] introduces trajectory filter-
ing and critic modules within a multi-turn RL framework to stabilize learning and reduce shallow
policy behaviors.

B Limitation and Future Work

In this work, we only test ReMA on math and LLM-as-a-Judge benchmarks. Though the results
shows the effectiveness of ReMA, adopting ReMA to tasks where naturally needs multi-turn in-
teraction between several interleaved agents has great potential. Moreover, a comprehensive un-
derstanding of the learning dynamics of multi-turn RL and multi-turn MARL for LLMs is needed.
Finally, there’s still sufficient space to further improve the procedure of multi-turn multi-agent roll-
out through modern LLM speed up techniques, e.g. prefill-decode disaggregation and asynchronous
rollout.

C Supplementary Materials for Method in Section 3

C.1 Inference-time Scaling of ReMA

In this section, we discuss how to enhance the inference-time computation of our hierarchical sys-
tem, specifically focusing on the interaction between the high-level and low-level agents. The total
number of model samples required for inference is determined by the product of the sampling budget
allocated to each agent.

For instance, in a simple single-turn setting, if the high-level agent samples k1 responses and each
of these responses leads to k2 samples from the low-level agent, the total number of model calls
required is:

Total samples = k1 × k2.

Given a fixed computational budget, an important question arises: how should the sampling bud-
get be distributed between the high-level and low-level agents to maximize performance? Al-
locating more samples to the high-level agent may increase diversity in reasoning strategies while
allocating more to the low-level agent may yield more refined solutions for a given metacognitive
plan.

Another crucial consideration is how to perform reranking on the final outputs. Two potential
strategies include:
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• Hierarchical reranking: First, for each high-level response, rank and aggregate the low-
level responses under it. Then, rank the aggregated results across different high-level re-
sponses.

• Flat reranking: Directly rank all sampled responses together, regardless of the hierarchy
of high-level reasoning steps.

Balancing sampling allocation and designing an effective reranking strategy are key challenges in
efficiently scaling our multi-agent reasoning system. In the next section, we explore empirical results
comparing different allocation strategies and ranking methods.

C.2 Detailed reward design

As described in Sec. 3.2, we update both high-level and low-level agents by assigning rewards based
on the low-level policy output. Below, we outline several potential reward designs:

• Correctness reward: For tasks with explicit ground truth, we assign rewards based on the
correctness of the low-level agent’s output.

• Format reward: For tasks that require a specific output format, we enforce adherence to the
prescribed structure by providing a format reward.

• To encourage the high-level agent to generate informative and unambiguous meta-thinking,
and to stabilize the low-level outputs, we reward the high-level agent when the low-level
agent produces consistent responses. Specifically, the consistency reward is defined as

Rh =
max occurrence of an answer

total number of responses
.

To examine multi-agent metacognition-integrated reasoning with different reward designs, we ex-
periment with different reward function designs to encourage effective collaboration and structured
reasoning. Below, we introduce and justify several reward schemes.

1. Correctness and Format-Aware Reward (Base Setting) In our primary reward setting, the
system’s overall correctness is used as the primary reward signal, supplemented by format-based
rewards for both the high-level and low-level agents. Using mathematical problem-solving as an
example:

• Low-level agent (πθl ): Receives a reward of +1.0 for a correct answer. If the answer is
incorrect, the agent is further penalized based on format compliance. Specifically:

– If the output contains the designated answer-indicating format (e.g., boxed in La-
TeX), it receives −0.5.

– Otherwise, it receives −1.0, as a missing format often suggests an incomplete or un-
structured response.

• High-level agent (πθh ): Receives the average correctness of the low-level agent’s sampled
responses as its reward. Additionally, to prevent the high-level agent from directly gener-
ating explicit answers instead of guiding reasoning, a strong penalty of −1.0 is applied if it
includes an explicit answer format (e.g., boxed).

2. Consistency-Based Reward Instead of using correctness as the high-level reward signal, this
approach rewards the high-level agent for promoting consistent responses from the low-level agent,
regardless of actual correctness. The consistency reward is defined as the proportion of the most
frequently occurring answer among all sampled responses:

Rh =
max occurrence of an answer

total number of responses
(15)

If the majority of responses do not contain a definitive answer, the reward is set to zero. We also
add the format penalty to the high-level agent if its output contains the designated answer-indicating
format. This incentivizes the high-level agent to guide the low-level agent toward more stable,
detailed, reproducible outputs rather than erratic reasoning paths.
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Question

Prompt for
high-level LLM

Prompt for
low-level LLM

Figure 7: Our method can be viewed as a combination of practical TRPO and block coordinate
ascent, with the high and low-level models treated as distinct components within a larger neural
network. Note that the figure does not represent the exact gradient back-propagation flow but rather
highlights the key idea that we separate the high- and low-level models. This separation allows for
the independent computation of gradients and the independent training of each model.

These different reward formulations allow us to investigate various dimensions of metacognitive rea-
soning: correctness, consistency, etc. We empirically compare their effects on learned metacognitive
reasoning patterns in Sec. E.2.

C.3 Pseudocode of ReMA

The pseudocode is shown in Algorithm 1.

Algorithm 1 Single turn MAMRP

Require: High-level policy πh, Low-level policy πl, Dataset D, Optimizers for πh and πl.
εmin, εmax to filter training dataset

1: Initialize πh and πl

2: while not converged do
3: build training dataset Dl with πh, πl, εmin, εmax

4: for Sample (x,m,y∗) ∼ Dl do
5: Generate y ∼ πl(x,m)
6: Compute low-level reward Rl(y,y

∗)
7: Update πl using ∇θlE[Rl]
8: end for
9: build training dataset Dh with πh, πl, εmin, εmax

10: for Sample (x,y∗) ∼ Dh do
11: Generate m ∼ πh(x) and y ∼ πl(x,m)
12: Compute high-level reward Rh(m,y,y∗)
13: Update πh using ∇θhE[Rh]
14: end for
15: end while

C.4 Brief convergence analysis

We reuse the notations from Sec. 3.2, where x is task prompt, y is generated answer, y∗ is ground-
truth, m is metacognition on task solving, πθh and πθl are high- and low-level agents with parame-
ters θh and θl. We consider the joint hierarchical policy defined in Eq. (8) and update the objective
as in Eq. (9).

23



To leverage existing RL and optimization convergence analysis methods, we treat the two models as
components of a larger model, as illustrated in Fig. 7. When updating one model, we treat the other
model as part of a stationary environment. The gradients with respect to θh and θl are:

∇θhJ(θh, θl) = Ex,y∗

∑
m∼πh(m|x;θh)

∇θhπh(m | x; θh)
[
Ey∼πl(y|x,m)R(y,y∗)

]
,

∇θlJ(θh, θl) = Ex,y∗

∑
y∼π(θh,θl)

∇θlπl(y | x,m; θh); θl)R(y,y∗).

We can compute the gradients with log trick and estimate Ey∼πl(y|x,m)R(y,y∗) with Monte Carlo
method.

Equipped with the objective function and gradient computation, we update the models iteratively.
Without loss of generality, we analyze the case where the high-level policy is updated first:

θ
(t+1)
h = argmax

θh
J(θh, θ

(t)
l ),

θ
(t+1)
l = argmax

θl
J(θ

(t+1)
h , θl).

Regarding the different regularizations Rh and Rl in Eqs. (10) and (11) for the different policies,
instead of directly integrating them into the loss function, we treat them as constraints, as done in
Trust Region Policy Optimization (TRPO) [Schulman et al., 2015]. Note that when one policy is
fixed, the other policy operates in a stationary decision process.

Based on the defined objective and update method, we apply TRPO and block coordinate ascent.
First, recall that when updating a single policy, TRPO guarantees monotonic improvement by opti-
mizing a lower bound. Specifically, let πold and π represent the old and current policies, respectively.
We define a surrogate objective as:

Lπold(π) = Es∼πold,a∼πold

[
π(a|s)
πold(a|s)

Aπold(s, a)

]
,

As shown by Schulman et al. [2015], the true objective of π is lower-bounded by:
J(π) ≥ Lπold(π)− C ·max

s
KL[πold(· | s), π(· | s)],

for some constant C. By optimizing the right-hand side of the above inequality, we are guaranteed
to improve the performance of π. Therefore, for policies πt and πt+1 obtained from iterations t and
t+ 1 using the TRPO method, we have:

J(πt+1) ≥ J(πt).

Now, returning to our updating method, we treat the high- and low-level policies as two blocks of
a single agent. The iterative update process can thus be viewed as a cyclic block coordinate ascent,
where the two policies are updated in a fixed order. By updating each block using the TRPO method,
and improving the surrogate objective within the KL constraint, each block update does not decrease
J :

J(θt+1
h , θtl ) ≥ J(θth, θ

t
l ),

J(θt+1
h , θt+1

l ) ≥ J(θt+1
h , θtl ).

Thus J(θt+1
h , θt+1

l ) ≥ J(θth, θ
t
l ). This repeated coordinate maximization converges to a fixed point,

where no single coordinate update can further improve J(θh, θl).

Given the theoretical monotonic improvement with TRPO and block coordinate ascent, we adopt
a practical version of TRPO in our experiments, specifically Proximal Policy Optimization (PPO)
[Schulman et al., 2017] or GRPO [Shao et al., 2024].

C.5 Learning to reason from the perspective of Leader Follower Game

Besides the loss function in the main part, we also propose to frame the problem as a leader-follower
game. By analyzing the equilibria of the leader-follower game, we demonstrate that our framework
inherently identifies the optimal sub-tasks aligned with the capabilities of the low-level model. This
ensures that the high-level decisions are guided by the low-level model’s strengths, leading to more
efficient and targeted task decomposition.
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C.5.1 Leader-follower game

The leader-follower game, also known as the Stackelberg game, models interaction between two
agents with parametrized strategies θ = (θ1,θ2) and differentiable objective functions (L1,L2) :
Rd → R. In this framework, the leader announces its strategy first, and the follower observes this de-
cision to respond optimally. This sequential structure enables the leader to anticipate the follower’s
reaction and adjust its strategy accordingly. A Stackelberg equilibrium occurs when neither agent
can unilaterally improve its objective. Denoting θ1 as the leader’s strategy and θ2 as the follower’s,
the loss functions L1 and L2 are optimized with the following bi-level structure:

θ∗
1 = argminθ1

L1(θ,θ
∗
2(θ1)), w∗

2(θ1) = argminθ2
L2(θ1,θ2).

Anil et al. [2021] apply the leader-follower game to ensure checkable answers in a prover-verifier
game (PVG). The objective is a verifier that is both complete (accepts all correct proofs from a
verifier) and sound (rejects all incorrect proofs from a verifier). They analyze different scenarios
where the verifier acts as the leader, the prover as the follower, and both announce strategies simul-
taneously, forming a Nash equilibrium. The study concludes that in verifier-led PVG, a Stackelberg
equilibrium is both necessary and sufficient for achieving a sound and complete verifier, whereas in
other configurations, a Stackelberg equilibrium is not necessary or sufficient for this outcome.

C.5.2 Efficacy of LLM

Because the high-level policy possesses strong generalization capabilities, it is impractical for it to
exhaustively explore every potential sub-task for each question. Instead, it naturally focuses on tasks
within a feasible range of difficulty, leveraging only a limited set of coarse planning actions. Rather
than pinpointing perfectly tailored sub-tasks, the policy searches for general tasks of particular com-
putational complexity, i.e., difficulty, that it can handle reliably. Motivated by this perspective, we
incorporate the concept of a reasoning boundary for large language models (LLMs) [Chen et al.,
2024b]. Intuitively, the reasoning boundary circumscribes the maximum difficulty of problems a
model can solve at a desired accuracy level. Formally, for a model θ, a task t, and a predefined
threshold A, the reasoning boundary of θ represents the maximum problem difficulty d that satis-
fies:

BAcc=A(t|θ) = sup
d
{d|Acc(t|d, θ) = A}.

where d denotes the problem difficulty. By quantifying the difficulty level a model can reliably
handle, the reasoning boundary provides a systematic way to align the high-level policy’s focus
with the model’s actual capabilities, gauge the efficacy of the low-level policy, and determine the
optimal strategy for solving the question.

C.5.3 Leader-follower Game for LLM Reasoning

Our goal is to find the high-level policy that searches for the sub-task sequence based on the efficacy
of the low-level policy to solve the question. We design the loss functions as follows:

Lh = E(x,y)∼pD,t1:K [− log πl(yK | x, t1:K , y1:K−1)] ,

Ll = Ex∼pD,t1:k∼πh,ŷk∼πl
[−r(yk, ŷk | x, t1:k, y1:k−1)] ,

where r(yk, ŷk | x, t1:k, y1:k−1) represents the step reward for the correctness of ŷk derived from the
question x, the sub-task sequence t1:k from the high policy and prior intermediate answer y1:k−1.
The loss functions can be interpreted as follows: the high-level policy is incentivized to find sub-
tasks that lead to the correct answer based on the capabilities of the low-level policy, while the
low-level policy is incentivized to enhance its instruction-following ability.

How to minimize the loss functions and whether such minimization leads to the desired results
remain questions. To explore this, we consider a simplified case of our method, where the high-
level policy plans the complete sub-task sequence at the beginning and the low-level executes
the instruction in a single interaction. The corresponding parameterized policies are defined as
πh((t1, . . . , tK) | x) and πl((ŷ1, . . . , ŷK) | x, (t1, . . . , tK)). The corresponding loss functions are:

Lh = E(x,y)∼pD,t1:K [− log πl(yK | x, t1:K)] , (16)

Ll = Ex∼pD,t1:k∼πh,ŷk∼πl
[−r(yk, ŷk | x, t1:k, y1:k−1)] . (17)
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In this step, the high-level policy generates the entire sub-task sequence without relying on interme-
diate answers, while the low-level policy follows the sequence to produce answers for the sub-tasks.
The low-level policy can still leverage prior intermediate answers to sequentially refine its responses.

To analyze the result agents by minimizing the loss functions, we adopt the completeness and sound-
ness properties from the PVG framework for LLM reasoning. Specifically, if the high-level policy
generates a sub-task sequence that is executable within the low-level policy’s capabilities, the prob-
lem must be solved (completeness). Conversely, if the sub-task sequence is incorrect or beyond the
low-level policy’s capacity, the problem cannot be solved (soundness). To achieve this, we utilize
the conclusion from Anil et al. [2021], which positions the low-level policy as the leader and the
high-level policy as the follower, equilibria guarantee the complete and sound low-level policy.

When the high-level policy takes the lead, the low-level policy is forced to adapt to the specific
strategy defined by the high-level policy, which can result in neither complete nor sound low-level
policy. For example, if the high-level policy dictates that it will only generate sub-tasks involving
addition and subtraction, the low-level policy is constrained to optimize only for these tasks. While
they may reach an equilibrium, the low-level policy remains incomplete, and this limitation impacts
both policies. In the case of the simultaneous PVG game, convergence to a Nash equilibrium is
possible, but it is not sufficient for completeness and soundness. For instance, the low-level policy
might disregard the high-level policy entirely (e.g., if the high-level provides incorrect instructions,
but the low-level still performs correctly). This approach, however, is challenging to implement due
to the significantly larger search space involved.

Furthermore, the loss functions we design ensure that, at a Stackelberg equilibrium, the high-level
policy identifies sub-task sequences that the low-level policy can execute to solve the problem with
the highest probability. With the low-level policy acting as the leader, it establishes its reasoning
boundary for tasks. Based on the reasoning boundary, let θh and θl represent the policy parameters
for the high-level and low-level policies, respectively. The probability that the low-level policy
correctly solves the question is defined as:

πl(yK | x, t1:K) =

K∏
k=1

Acc(tk | x, θl),

where we can compute the difficulty dk from tk and x. where the difficulty dk can be derived from tk
and x. The loss function in Eq. (16) ensures that the selected sub-tasks are optimal for the low-level
policy. Here we provide a theoretical condition under which the most efficient solution strategy can
be identified, according to the efficacy of the LLM.

This approach can be viewed as a game between a high-level ”prover” and a low-level ”verifier”.
The verifier, representing the low-level policy, adheres the high-level policy’s instructions to validate
its reasoning. Unlike the classic PVG setting, where the prover has ground-truth labels, the label
of our high-level policy depends on the tunable low-level policy. This distinction, where the low-
level policy (leader) is inherently more complex, contrasts with traditional PVG setups and adds
complexity due to the interdependence between the high- and low-level policies.

By framing the problem-solving process as a leader-follower game, with the low-level policy des-
ignated as the leader, we can construct a bi-level optimization problem to identify an equilibrium.
Following the formulation in Sec. C.5.1, the problem is expressed as:

θ∗l = argmin
θl

Ll(θ
∗
h(θl), θl) θ∗h(θl) = argmin

θl

Lh(θh, θl).

Then we can apply bi-level optimization techniques.

D Training Details

D.1 Single-turn ReMA

We refer to Appendix G for prompts we use during training. We implement the training pipeline
with OpenRLHF [Hu et al., 2024a] which is a highly efficient codebase and is easy to scale up. We
select REINFORCE++ to save resources and for efficient training. All experiments are conducted in
a node of 8 NVIDIA A100 GPUs. We use bf16, Zero2, Flash-Attention and gradient checkpointing
to run our experiments.
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During rollout, we set temperature=1.0, top p=1.0, top k=-1, and use vLLM for inference accelera-
tion. We set the max generation length to be 2048 and, the rollout batch size to be 1000. The number
of samples per prompt is 4. During training, we use Adam Optimizer with a learning rate of 5e-7.
We set the mini-batch size to be 500, and the clip ratio to be 0.2. Other hyperparameters, such as
KL coefficients and the number of training episodes, were carefully tuned based on validation set
performance to ensure robust and reliable results. To align with the hyperparameter in OpenRLHF,
we use #Training Episode as the number of reinforcement learning epoch on the entire dataset.

In ReMA, during prompt filtering of the high-level model, the high-level agent first samples 10
candidates for each question with t=1.0, and for each output the low-level agents sample 1 solution
with t=0.0, then we select questions of success rate between [εmin, εmax]. And for the low-level
agent’s prompt filtering, the high-level agent first samples 1 candidate for each question with t=0.0,
and for each output the low-level agents sample 10 solutions with t=1.0, then we select questions of
success rate between [εmin, εmax] and use the high-level agent to sample 4 meta-thoughts with t=1.0
as the input.

D.1.1 Supervised fine-tuning data collection

For experiments in Sec. 4.2.1, we collect expert data to enhance the reasoning pattern, i.e. RL from
SFT. Specifically, we collect demonstration data from GPT-4o Mini on MATH training dataset (7.5k
problems) Hendrycks et al. [2021] and use it to fine-tune the LLMs. The data generation follows
these steps: First, we prompt GPT-4o Mini to produce metacognitive reasoning for high-level model
training. Specifically, we use different prompts to instruct it to rewrite and decompose a given ques-
tion without providing a final answer. We collect metacognitive reasoning using two predefined ac-
tions, “rewrite” and “decompose”, which align with human approaches to complex problem-solving
while preserving answer diversity. Next, we use the generated instructions to prompt GPT-4o Mini
to follow the metacognitive steps and solve the question, obtaining SFT data for low-level policy
training. Below, we present the prompts used for both high-level and low-level models. Prompts can
be found in Appendix G.1.1.

D.1.2 Dataset Curation of RewardBench970

Table 2: Performance on LLM-as-a-Judge benchmarks, trained on dataset under the loose setting.
The two-agent workflow in ReMA

Model Benchmark VRP
(CoT) VRPRL MRPRL

ReMA
(Ours)

Llama3.1
-8B

-Instruct

RewardBench970 71.24 81.86 (+10.62) 80.41 (+9.17) 86.29 (+15.05)
JudgeBench 51.77 51.45 (-0.32) 50.65 (-1.12) 53.71 (+1.94)

Average 61.51 66.65 (+5.14) 65.53 (+4.02) 70.00 (+8.49)
Qwen2.5

-7B
-Instruct

RewardBench970 86.49 87.22 (+0.73) 80.31 (-6.18) 90.72 (+4.23)
JudgeBench 58.39 54.84 (-3.55) 55.81 (-2.58) 58.71 (+0.32)

Average 72.44 71.03 (-1.41) 68.06 (-4.38) 74.72 (+2.28)

We process the original dataset in RewardBench by splitting it into a training set containing 5,000
tuples of (instruction, response A, response B) and a test set with the remaining 970 tuples.

To ensure a meaningful dataset split, we validate two separation strategies:

• Loose setting: We only ensure that there is no direct overlap of tuples between the training
and test sets.

• Strict setting: We further enforce that no instruction appears in both the training and test
sets. The results for this setting are presented in the main results (Table 1b).

Additionally, since the original RewardBench data originates from different subsets, we ensure that
all original subsets are evenly represented in both the training and test sets.

Table 2 reports the learning performance of various methods under the loose dataset split setting.
Compared to the results in Table 1b, ReMA significantly outperforms other RL tuning baselines
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across all models, particularly on out-of-distribution (OOD) benchmarks. The consistent improve-
ments on OOD datasets of these two settings suggest that ReMA enhances meta-thinking abil-
ity, resulting in better generalization across diverse task distributions.

D.1.3 Training on MATH

VRP For Llama3-8B-Instruct, Llama3.1-8B-Instruct, and Qwen2.5-7B-Instruct, we all use a KL
coefficient of 1e-2, and for #Training Episode, we use 12,6,6 for these 3 models respectively. For
Llama3-8B-Instruct, we set the learning rate of 2e-7 for stable training.

MRP For Llama3-8B-Instruct, Llama3.1-8B-Instruct, and Qwen2.5-7B-Instruct, we all use a KL
coefficient of 1e-2, and for #Training Episode, we use 10,6,6 for these 3 models respectively.

MAMRP We use εmin = 0.2, εmax = 0.8 for prompt filtering. We use the same #Training
Episode=4 for all models, and for #Update Iteration, we use 3 for Llama3-8B-Instruct and Llama3.1-
8B-Instruct, 10 for Qwen2.5-7B-Instruct. And we set the KL coefficient to be 1e-2 for all the 3
models.

D.1.4 Training on Reward Bench

VRP For Llama3.1-8B-Instruct, and Qwen2.5-7B-Instruct, we all use a KL coefficient of 1e-2,
and for #Training Episode, we use 4,6 for these 2 models respectively.

MRP For Llama3.1-8B-Instruct, and Qwen2.5-7B-Instruct, we all use a KL coefficient of 1e-2,
and for #Training Episode, we use 4,6 for these 2 models respectively.

MAMRP We set #Update Iteration=1 for all models. We set the KL coefficient to be 1e-2 for
Llama3.1-8B-Instruct and 1e-2 for Qwen2.5-7B-Instruct all models. For Llama3.1-8B-Instruct, we
use εmin = 0.2, εmax = 0.8 for prompt filtering and we use #Training Episode of 2 during training.
For Llama3.1-8B-Instruct, we use εmin = 0.1, εmax = 0.9 for prompt filtering and we use #Training
Episode of 1 during training.

D.2 Multi-turn ReMA

We refer to Appendix G for prompts we use during training. We implement a multi-turn ReMA
training pipeline with VeRL [Sheng et al., 2024] since it’s easier to implement complex training
pipeline with a single centralized controller. Similar to OpenRLHF, VeRL is also a highly efficient
and scalable codebase for further development.

For the multi-turn ReMA rollout, we use parameter sharing and simultaneous update by de-
fault. In details, we maintain two message lists with the system prompt of meta-thinking agent
and reasoning agent respectively. During rollout, each agent act as ‘assistant’ in its own mes-
sage list and the other agent act as ‘user’. We use three hyperparameters to control the roll-
out length: (1) ‘max num turns’: the maximum number of turns for each trajectory. (2)
‘max response length’: the maximum number of tokens for each turn’s response. (3)
‘max prompt length’: the maximum number of tokens for each trajectory.

During training, we apply the collected message list to Qwen2.5-7B’s chat template and build loss
masks in order to compute the loss for all turns of one trajectory (message list).

Morever, for multi-turn ReMA rollout, unlike single agent single turn rollout, we need to carefully
design the termination logic. Basically, we let the meta-thinking agent automatically decides
when to finish the solving procedure, we use a special tag ‘[FINISH]’ to indicate the end of the
solving procedure. After we detect this tag, we will terminate trajectory after the reasoning agent
generates its output.

We also design other termination conditions to ensure the quality of the generated trajectories. If
the last agent’s response is too long, we will terminate the whole trajectory and setting the reward
to 0. We also introduce a different version of format reward: we give a reward of 1.0 only if
the reasoning agent’s last turn response is correct and the meta-thinking agent’s last turn response
include ‘[FINISH]’. We use math verify as the default verifier.
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D.2.1 SFT data collection of multi-turn MAMRP

We use GPT-4o to translate 817 samples in LIMO [Ye et al., 2025c] by prompting it to wrap each
sentence with meta-thinking and reasoning tags. We use a temperature of 0. After filtering, we get
800 conversations for training. The prompt can be found in Appendix G.2.1. For supervised fine-
tuning, we use LlamaFactory as the codebase and train the model for 3 epochs with a learning rate
of 1e-5, consine learning rate scheduler, and batch size of 8. Use DeepSpeed Zero2 for distributed
training.

D.2.2 Training on MATH

For training of multi-turn ReMA on MATH, we use GRPO [Shao et al., 2024] as the default learning
algorithm. We refer to Appendix G.2.2 for prompts. For experiment in Sec 4.3, we use sample
128 prompts, each with 16 trajectories. During training, we drop the KL loss term to improve the
numerical stability. We use a learning rate of 1e-6, bfloat16 precision, FSDP backend for distributed
training. We split the rollout data into 4 mini-batches for update. For the sake of numerical stability,
we do pre-clip before computing the exponential of log prob for a upperbound of 3.0.

For the main result in Fig 5, we test different rollout configurations with a max prompt length
of 4096, training for 500 steps. We use 32 NVIDIA A800 GPUs, the longest training cost about 40
hours due to large scale validation per 10 steps.

For the ablation results in Fig 6, we use a tiny subset of MATH Level 3-5, training for 300 steps.
Specifically, we sample 19 questions for every single type (133 instances in total). We use 8 NVIDIA
A800 GPUs, the training cost about 30 hours

We test different rollout configurations:
(1) max num turns=30, max response length=256, max prompt length=4096 (2)
max num turns=30, max response length=1024, max prompt length=3072

And for the experiment of separate parameter in multi-turn ReMA, we iteratively train each agent
with the same configuration as above, but with a switch interval of 10 steps, starting from the meta-
thinking agent.

E Other Experiments

E.1 Experiments of comparing to more baselines

To further comparing ReMA to other meta-thinking and multi-agent baselines, we focused on adding
two representative baselines: Multi-Agent Debate (MAD) [Du et al., 2023] and Self-refine [Madaan
et al., 2023].

For both two experiments, we use the prompts and implementation in Du et al. [2023]. Note that
MAD and self-refine are inference-time methods, we test them under a computation close to ReMA.
For MAD, we use 2 agents and let them interact 2 rounds. While for Self-Refine, we let the LLM
to first propose an answer and then prompt it to critique and refine the answer only once. We use
a temperature of 0 for most generations except the 1st round of MAD to maintain diversity. We
summarize the additional baseline results in Table 3.

Self-Refine and MAD do not exhibit strong performance, which we attribute to insufficient scaling
of test-time compute. However, under similar compute, single-turn ReMA enhances the system’s
problem-solving capabilities through RL training.

E.2 Reward functions shape cross-agent behaviors

We also investigate the impact of different reward function designs on ReMA’s behavior. In addi-
tion to the base reward setting described in Appendix C.2, we evaluate a consistency-based reward
function using Qwen2.5-7B-Instruct. This reward function is designed to encourage the high-level
agent to generate more detailed guidance. Indeed, we observe that the high-level agent trained in
this manner produces more detailed solution steps compared to the one trained with the basic cor-
rectness format reward. However, we also find that this approach often leads to jailbreak behavior,
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Table 3: Additional baselines reordered as CoT, Self-Refine, MAD, ReMA (Ours). CoT comes
from prior VRP results.

Model Benchmark CoT Self-Refine MAD ReMA (Ours)

Llama3
-8B

-Instruct

MATH500 30.80 24.60 22.40 33.80
GSM8K 67.48 65.58 66.76 79.38
AIME24 0.00 0.00 0.00 0.00
AMC23 2.50 2.50 11.25 22.50

Gaokao2023en 22.34 17.40 20.00 28.57
Minerva Math 8.82 12.13 11.76 13.97

Olympiad Bench 8.44 4.59 4.67 8.89

Average 20.05 18.12 19.55 26.73

Llama3.1
-8B

-Instruct

MATH500 50.80 26.60 39.20 53.20
GSM8K 86.05 56.41 78.43 87.26
AIME24 10.00 0.00 5.00 13.33
AMC23 27.50 12.50 16.25 20.00

Gaokao2023en 38.96 27.53 32.08 37.14
Minerva Math 22.79 13.24 18.93 28.31

Olympiad Bench 15.11 6.52 10.37 19.56

Average 35.89 20.40 28.61 36.97

Qwen2.5
-7B

-Instruct

MATH500 75.00 76.40 72.60 74.40
GSM8K 92.04 91.51 90.00 90.60
AIME24 6.67 6.67 11.67 20.00
AMC23 47.50 45.00 45.00 57.50

Gaokao2023en 56.62 62.34 61.82 57.92
Minerva Math 35.66 34.93 36.03 34.93

Olympiad Bench 38.22 38.96 39.41 36.30

Average 50.24 50.83 50.93 53.09

where the high-level agent tends to include the final answer within its output, compromising the
intended hierarchical reasoning process.

Furthermore, we discover an interesting evolution of a pattern during training: although our exper-
imental setup is designed for the high-level agent to provide a solution plan while the lower-level
agent executes it, we find that under the consistency-based reward, the lower-level agent significantly
increases its attempt of verification rather than straightforward execution. We observed a certain sen-
tence commonly appearing in the low-level agent’s responses: “Let’s go through the solution step
by step to ensure clarity and correctness.” To quantify this effect, we track the frequency of it. We
analyze this pattern across all mathematical test sets, sampling eight completions per question at a
temperature of 0.7. Our empirical results have identified a 30x increase of such self-verifying pat-
terns in the model trained with the consistency-based reward compared to the one trained with the
base reward. Moreover, we also observe additional variations of this pattern, e.g. “Let’s carefully
re-evaluate the problem and solution to ensure accuracy and clarity.” These phrases indicate that
the low-level agent is actively exploring to verify the detailed response provided by the high-level
agent.

This suggests that (1) meta-thinking can not only emerge and be reinforced in the high-level agent
but also in the low-level agent. During reinforcement learning (RL) training, the two agents develop
a novel problem-solving pattern characterized by a role reversal. (2) Consistency-based rewards
promote a more self-corrective approach at the lower level, potentially disrupting the intended
separation of roles between planning and execution. For a detailed case study, refer to Appendix F.2.

E.3 Detailed Training Curves on Different Datasets of Multi-turn ReMA

We show the detailed training curves of the multi-turn ReMA on different datasets in Fig. 8.
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Figure 8: Detailed Training Curves on Different Datasets of Multi-turn ReMA

F Qualitative Results

F.1 High-level policy finds better plans

Here is an example of how a high-level policy alters the solving method of an LLM, increasing the
likelihood of providing correct answers. As we can see from the following example, without the
high-level policy, the LLM counts all integer coordinates, including those on the boundary, and then
subtracts the boundary coordinates. In contrast, the high-level policy identifies a better approach,
directly instructing the LLM to count only the coordinates strictly inside the boundary.

F.2 Case study for Experiments in Section E.2

Fig. 10 and Fig. 11 show an case study of experiments in Sec. E.2.

Although both agents are prompted with the same instructions as in our main results, the consistency
reward of the high-level agent significantly alters the learning dynamics. As illustrated in Fig. 10,
the high-level agent generates detailed solution attempts rather than a strategic plan. Consequently,
the low-level agent evolves to verify the high-level agent’s solutions. This suggests that, during
reinforcement learning (RL) training, the two agents develop a novel problem-solving pattern
characterized by a role reversal, where one agent generates an answer while the other verifies it.

F.3 Case study for Experiments in Section 4.2.2

Fig. 12 shows the detailed outputs of the two groups of LLMs trained in JSON action. The outputs
finally converge to relative easier and shorter sentences, compared to our main experiments. This
may due to insufficient capacity of a small LM to produce a valid JSON-format response while
simultaneously exploring diverse reasoning strategies.
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Consider the rectangular region with the following points as vertices:  How many points with integer coordinates will
be strictly in the interior of this rectangular region?

To determine how many points with integer coordinates will be strictly in the
interior of the rectangular region with vertices at , , , and

, we will follow these steps:
1. Identify the dimensions of the rectangle:  
    - The width of the rectangle can be calculated as the distance between the x-
coordinates of the vertices. The x-coordinates are  and .  

   - The height of the rectangle can be calculated as the distance between the y-
coordinates of the vertices. The y-coordinates are  and .  

2. Calculate the total number of integer points:   - The total number of integer
points in the rectangle (including the boundary) can be calculated by
considering the range of x and y values:     - The x-values range from  to ,
giving us  integer values ( ).     - The y-
values range from  to , giving us  integer values (

).   - The total number of points in the rectangle
(including the boundary) is:    

3. Calculate the number of points on the boundary:   - The boundary consists of
the four sides of the rectangle.   - The top and bottom sides (y = 4 and y = -4)
each have  integer points (from  to ).   - The left and right sides (x = 5
and x = -5) each have  integer points (from  to ).   - Therefore, the total
number of points on the boundary is:  

4. Calculate the number of strictly interior points:   - To find the number of
points strictly in the interior, we subtract the points on the boundary from the
total number of points:    

Thus, the number of points with integer coordinates that will be strictly in the
interior of this rectangular region is .

Output without high-level planning solves this question in a
less optimal way, leading to a wrong answer:

High-level policy planning: First, identify the boundaries of the rectangular
region. Then, determine the integer coordinates that lie strictly within these
boundaries. Finally, count the number of such points.

Answer with high-level planning identifies the optimal sub-tasks for the
LLM to solve, increasing the chance of answering the question correctly

Low-level policy reasoning following the high-policy plan: To solve the
problem, we will follow the steps outlined in the instructions.

Step 1: Identify the boundaries of the rectangular region. The vertices of the
rectangular region are:- - - - From these
vertices, we can determine the boundaries:- The left boundary is .-
The right boundary is .- The bottom boundary is .- The top
boundary is .

Step 2: Determine the integer coordinates that lie strictly within these
boundaries. For a point  to be strictly inside the rectangle, it must
satisfy:- - 

Step 3: Count the integer coordinates that satisfy these conditions. Now, we
will find the integer values for  and  that fall within these boundaries. For 
:- The integer values that satisfy  are: 

- This gives us 9 possible integer values. For :-
The integer values that satisfy  are:  . This
gives us 7 possible integer values.

Step 4: Calculate the total number of points. Now, we multiply the number of
possible integer values for  by the number of possible integer values for :

Finally, the number of points with integer coordinates that lie strictly in the
interior of the rectangular region is .

Figure 9: Case Study comparing with and without high-level metacognition results.

G Prompts

G.1 Single-turn ReMA prompts

G.1.1 Prompts for JSON data collection

Prompt for metacognition reasoning to rewrite:

System prompt:
You are a math expert trying to solve mathematical problems.
Before answering a question, your task is to rewrite the original
question to make it clearer.
Provide your rewritten content in JSON format:
{{
"action": "REWRITE", "output": "{{clearer question content}}"
}}
Respond only with valid JSON. Do not write an introduction or
summary.
User prompt:
Here is the question:
[problem text]

Prompt for metacognition reasoning to decompose:
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Question: The equation  has 10 complex roots           where the bar denotes complex conjugation. Find the value of 

To solve this problem, let's break it down into steps that a low-level math-solving agent can follow:

1. Understand the given equation:
   The equation is .
2. Rewrite the equation:
   Notice that the equation can be rewritten as:
   

3. Consider the roots:
   The roots of the equation are given as , where the bar denotes complex conjugation.
4. Use the property of complex conjugates:
   For any complex number , the product of  and its conjugate  is the square of the modulus of , i.e., .
5. Calculate the required sum:
   We need to find the value of:
   

   Using the property from step 4, this can be rewritten as:
   

6. Simplify the expression:
   Since  are roots of the equation , the magnitudes  are the same for each pair 
and . Let  for all .
7. Find the common magnitude:
   To find , consider the magnitudes of the terms on both sides of the equation . The magnitude of
the left side is  and the magnitude of the right side is . Therefore:
   

   Taking the 10th root of both sides, we get:
   

8. Solve for :
   Let . Then:
   

   This gives us two cases:
   - 
   - 
   Solving the first case:
   

   Solving the second case:
   

   Since  must be the same for all roots, we need to check which value is consistent. Given the nature of the problem, we
can assume  as the correct magnitude.
9. Calculate the final sum:
   Since  for all , we have:
   

   Therefore, the sum is:
   

10. Final answer:
    The value of  is 720.

Let's go through the solution step by step to ensure clarity and correctness.

1. Understand the given equation:
   The equation is .
2. Rewrite the equation:
   Notice that the equation can be rewritten as:
   

3. Consider the roots:
   The roots of the equation are given as , where the bar denotes complex conjugation.
4. Use the property of complex conjugates:
   For any complex number , the product of  and its conjugate  is the square of the modulus of , i.e., .
5. Calculate the required sum:
   We need to find the value of:
   

   Using the property from step 4, this can be rewritten as:
   

6. Simplify the expression:
   Since  are roots of the equation , the magnitudes  are the same for each pair  and .
Let  for all .
7. Find the common magnitude:
   To find , consider the magnitudes of the terms on both sides of the equation . The magnitude of the
left side is  and the magnitude of the right side is . Therefore:
   

   Taking the 10th root of both sides, we get:
   

8. Solve for :
   Let . Then:
   

   This gives us two cases:
   - 
   - 
   Solving the first case:
   

   Solving the second case:
   

   Since  must be the same for all roots, we need to check which value is consistent. Given the nature of the problem, we can
assume  as the correct magnitude.
9. Calculate the final sum:
   Since  for all , we have:
   

   Therefore, the sum is:
   

10. Final answer:
    The value of  is .

High-Level Agent's Output Low-Level Agent's Output

Figure 10: Case Study for consistency reward of high-level agent

To solve this problem, we need to follow
these steps:

1. Understand the given equation: The
equation is .

2. Identify the roots: The roots of the
equation are given as

, where the
bar denotes complex conjugation.

3. Use properties of complex conjugates:
For any complex number , the product 
is the square of the modulus of , i.e.,

.

4. Simplify the expression: We need to find
the value of

.

5. Apply the property of complex
conjugates: Since , we have

.

6. Sum the reciprocals: Sum the values
.

7. Use Vieta's formulas: To find the sum of
the reciprocals of the moduli squared, we can
use the fact that the sum of the roots of the
polynomial and their properties.

8. Finalize the solution: Combine all the
steps to find the final value.

Now, let's guide the low-level math solving
agent to implement these steps.

To solve the given problem, we start by analyzing the equation .
This can be rewritten as:

Taking the 10th root on both sides, we get:

where  is a 10th root of . The 10th roots of  are given by  for
.

Rewriting the equation, we have:

Thus, the roots of the equation are:

where  for .

The roots come in conjugate pairs, so the roots are . We
need to find the value of:

Since , we have:

We need to find . Note that:

Question: The equation  has 10 complex roots           where the bar denotes complex conjugation. Find the value of 

High-Level Agent's Output Low-Level Agent's Output (part I)

The magnitude of  is:

Thus,

Therefore,

We need to sum this over the 5 pairs of roots:

Since , we have:

Since , we get:

Summing over , we get:

Thus, the value is:

Low-Level Agent's Output (part II)

Figure 11: Case Study for base correctness reward of high-level agent
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Question: The product of  and  is . What is ?

{
    "action": "DECOMPOSE",
    "output": "Decompose the problem into finding the coefficients of the
product of two polynomials and then solving for a and b."
}

Step 1: To find the product of the two polynomials 
 and , 

we need to multiply each term of the first polynomial by each term of the
second polynomial and then combine like terms.
Step 2: The product of the two polynomials can be written as 

.
Step 3: Using the distributive property, we multiply each term in the first
polynomial by each term in the second polynomial: 

.
Step 4: Simplifying the products, we get 

.
Step 5: Combining like terms, we have 

.
Step 6: We are given that the product of the two polynomials is

. 
We can equate the coefficients of the corresponding powers of  in the two
expressions.
Step 7: Equating the coefficients of , we get .
Step 8: Equating the coefficients of , we get .
Step 9: Equating the constant terms, we get .
Step 10: Solving the equation , we find that .
Step 11: Substituting  into the equation , we get

, which simplifies to .
Step 12: Solving for , we find that , so .
Step 13: Now that we have found the values of  and , we can calculate
their sum: .

The final answer is: 

{
    "action": "EMPTY",
     "output": ""
}

Step 1: The problem asks us to find the values of  and  in the quadratic
expressions  and , respectively, given that their
product is .

Step 2: To solve this, we need to multiply the two quadratic expressions and
equate the resulting expression to the given product

.

Step 3: We start by multiplying the two quadratic expressions:
.

Step 4: This gives us
.

Step 5: We know that the coefficients of the resulting expression must be
equal to the coefficients of the given product .

Step 6: Equating the coefficients of  gives us the equation ,
which simplifies to  and thus .

Step 7: Equating the constant terms gives us , which simplifies
to .

Step 8: Now that we have the values of  and , we can find the sum .

Step 9: Adding  and  gives us .

The final answer is: 

Llama3.1-8B-Instruct training Output: Llama3.2-1B-Instruct training Output:

Figure 12: Case Study for interpretability experiments in Section 4.2.2

System prompt:
You are a math expert trying to solve mathematical problems.
Before answering a question, your task is to decompose the
original question to make it clearer.
Provide your rewritten content in JSON format:
{{
"action": "DECOMPOSE", "output": "{{decomposed question
content}}"
}}
Respond only with valid JSON. Do not write an introduction or
summary.
User prompt:
Here is the question:
[problem text]

Prompt for generating final answers using on the question and metacognition reasoning:

System prompt:
You are a math expert tasked with solving problems step by step.
Follow the provided instructions precisely, showing all reasoning
and intermediate steps.
Present the final answer within \boxed{{}}.
User prompt:
Here is the question and instructions:
Question
[problem text]
Provided Instruction
[instruction text]
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G.1.2 Prompts for Math problems

VRP prompt:
System prompt:
You are a math expert tasked with solving problems step by step.
Present the final answer within \boxed{}.
User prompt:
Here is the question:
{Question}

MRP prompt:
System prompt:
You are a math expert tasked with solving problems. When solving
a problem, your first task is to provide a high-level solution
plan as an instruction. Then you need to follow the provided
instructions precisely, showing all reasoning and intermediate
steps. Finally, you must present the final answer within
\boxed{}.
User prompt:
Here is the question:
{Question}

MAMRP prompt:
high-level agent:
System prompt:
You are a math expert specialized in solving mathematical
problems, you need to teach a weaker agent with minimal capability
in math how to solve a problem step-by-step.
Your task is to provide a high-level solution plan for the given
problem, in order to guide a low-level math solving agent to solve
the problem.
You can not directly answer the question. You’ll be punished if
you include any answer in your response.
You need to first think deeply in mind and output your final
instruction.
User prompt:
Here is the question:
{Question}

low-level agent:
System prompt:
You are a math expert tasked with solving problems step by step.
Follow the provided instructions precisely, showing all reasoning
and intermediate steps. Present the final answer within \boxed{}.
User prompt:
Here is the question and instructions:

[Question]
{Question}
[End of Question]

[Provided Instruction]
{instruction}
[End of Instruction]
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G.1.3 Prompts for LLM-as-a-Judge problems

We adopt the prompts from Saha et al. [2025].
VRP prompt:
System prompt:
Please act as an impartial judge and evaluate the quality of the
responses provided by two AI assistants to the user question
displayed below. You should choose the assistant that follows
the user’s instructions and answers the user’s question better.
Your evaluation should consider factors such as the helpfulness,
relevance, accuracy, depth, creativity, and level of detail of
their responses. Begin your evaluation by comparing the two
responses and provide a short explanation. Avoid any position
biases and ensure that the order in which the responses were
presented does not influence your decision.
Do not allow the length of the responses to influence your
evaluation.
Do not favor certain names of the assistants. Be as objective
as possible. After providing your explanation, output your final
verdict by strictly following this format: "[[A]]" if assistant A
is better, "[[B]]" if assistant B is better.
User prompt:
[User Question]
{instruction}
[End of User Question]
[The Start of Assistant A’s Answer]
{response A}
[The End of Assistant A’s Answer]
[The Start of Assistant B’s Answer]
{response B}
[The End of Assistant B’s Answer]
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MRP prompt:
System prompt:
Please act as an impartial judge and evaluate the quality of the
responses provided by two AI assistants to the user question
displayed below. You should choose the assistant that follows
the user’s instructions and answers the user’s question better.
First of your task is to build an evaluation plan that can then
be executed to assess the response quality. Whenever appropriate,
you can choose to also include a step-by-step reference answer as
part of the evaluation plan.
Enclose your evaluation plan between the tags "[Start of
Evaluation Plan]" and "[End of Evaluation Plan]".
After that, please act as an impartial judge and evaluate the
quality of the responses provided by two AI assistants to the user
question displayed below. You should choose the assistant that
follows the user’s instructions and answers the user’s question
better.
Your evaluation should consider factors such as the helpfulness,
relevance, accuracy, depth, creativity, and level of detail of
their responses. Begin your evaluation by comparing the two
responses and provide a short explanation. Avoid any position
biases and ensure that the order in which the responses were
presented does not influence your decision.
Do not allow the length of the responses to influence your
evaluation.
Do not favor certain names of the assistants. Be as objective
as possible. After providing your explanation, output your final
verdict by strictly following this format: "[[A]]" if assistant A
is better, "[[B]]" if assistant B is better.
User prompt:
[User Question]
{instruction}
[End of User Question]
[The Start of Assistant A’s Answer]
{response A}
[The End of Assistant A’s Answer]
[The Start of Assistant B’s Answer]
{response B}
[The End of Assistant B’s Answer]

MAMRP prompt: high-level agent:
System prompt:
We want to evaluate the quality of the responses provided by AI
assistants to the user question displayed below.
For that, your task is to help us build an evaluation plan that
can then be executed to assess the response quality. Whenever
appropriate, you can choose to also include a step-by-step
reference answer as part of the evaluation plan.
User prompt:
[User Question]
{Question}
[End of User Question]
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low-level agent:
System prompt:
Please act as an impartial judge and evaluate the quality of
the responses provided by two AI assistants to the user question
displayed below. Your evaluation should be performed by following
the provided evaluation plan step-by-step. Avoid copying the plan
when doing the evaluation.
Please also only stick to the given plan and provide explanation
of how the plan is executed to compare the two responses.
Avoid any position biases and ensure that the order in which the
responses were presented does not influence your decision.
Do not allow the length of the responses to influence your
evaluation. Do not favor certain names of the assistants. Be
as objective as possible.
After providing your evaluation, output your final verdict by
strictly following this format: "[[A]]" if assistant A is better,
"[[B]]" if assistant B is better.
User prompt:
[User Question]
{instruction}
[End of User Question]
[The Start of Assistant A’s Answer]
{response A}
[The End of Assistant A’s Answer]
[The Start of Assistant B’s Answer]
{response B}
[The End of Assistant B’s Answer]
[The Start of Evaluation Plan]
{evaluation plan}
[The End of Evaluation Plan]

38



G.2 Multi-turn ReMA prompts

G.2.1 SFT data collection of multi-turn MAMRP

System prompt:
You are classifying reasoning process data into two types of
thinking. You will be given a question-answer pair from a
reasoning dataset. Your task is to split all words into two
parts. These words are crucial for analyzing reasoning patterns,
so do not skip any details.
- **Meta-Thinking Agent (MTA):** Responsible for high-level
thought processes. This includes planning, evaluating steps,
expressing uncertainty, making observations, or setting goals.
Avoid detailed calculations. The content should be enclosed in
‘<meta thinking>‘ and ‘</meta thinking>‘.
- **Reasoning Agent (RA):** Responsible for detailed
problem-solving steps, such as calculations, logical deductions,
or breaking down a problem into subproblems. The content should
be enclosed in ‘<reasoning>‘ and ‘</reasoning>‘.
**Rules to follow:**
1. **Do not assign large chunks of text to a single type of
thinking.** The reasoning process consists of small, nonlinear
thinking steps, so alternate appropriately between Meta-Thinking
and Reasoning steps.
2. **Keep the words from the original solution unmodified
whenever possible.** Words like "Wait," "Hmm," "But," etc.,
typically indicate Meta-Thinking and should be preserved.
3. **When finalizing the answer:**
- The **Meta-Thinking Agent (MTA)** must explicitly confirm the
answer before completion and output ‘[FINISH]‘.
- The **Reasoning Agent (RA)** should then provide the final
answer in the correct format.
4. **Do not skip any reasoning steps, even if they seem
redundant, incorrect or irrelevant**
5. **Do not modify or remove any part of the original reasoning
process**, even if it seems redundant or repetitive. The goal is
to **preserve the exact flow of thought** as it naturally occurs.
6. **Retain all expressions such as "Wait," "Hmm," "But wait,"
etc., exactly as they appear. These indicate important cognitive
processes and should not be skipped or altered.**
Here are examples for you:
[Examples] ...
User prompt:
[Begin of Question]
{question}
[End of Question]
[Begin of Solution]
{solution}
[End of Solution]
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G.2.2 Prompt for math problems

Meta-Thinking Agent (MTA):

System prompt:
You are a meta-think agent that represents human high-level think
process, when solving a question, you will have a discussion with
human, each time you think about what to do next: e.g.
- Exploring multiple angles and approaches
- Breaking down the solution into clear steps
- Continuously reflecting on intermediate results honestly and
adapt your strategy as you progress
- Backtracking when necessary
- Requesting exploration of multiple solutions individually
- Finally confirm the answer with the tag [FINISH]
User prompt:
{question}

Reasoning Agent (RA):

System prompt:
Please reason step by step follow the given instruction, when
asked to finalize your answer, put your answer within \boxed{}
User prompt:
{question}
{instruction}
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction describe the hierarchical framework and the
training method, experiments, ablation study, which align with the content in the paper
(Sections 3, 4).
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discusses the limitations of the work in Appendix B.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: We provide analysis of iterative training method in Appendix C.4.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper provides training dataset, out-of-distribution evaluation dataset and
the preprocessing procedure in Section 4.2, the base models and the training algorithms in
Section 4.1 and Appendix C.3,D, supervised fine-tuning data collection in Appendix D,
and prompts in Appendix G.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We put our code in anonymous.4open.science/r/ReMA-B1B5

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The dataset splits are in Section 4.1 and Appendix D, the training settings
including hyperpaprameters and training pipeline are in Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report the confidence intervals and other statistical significance informa-
tion for ablations. E.g. confidence intervals for experiment in Section 4.2.1. For experi-
ment of Figure 6 in Section 4.3, we observe the same conclusion under multiple training
settings. Due to high computational burdens, the paper does not include error bars for all
of our experiments, but we provide every detail necessary for experiment reproduction.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The detailed hardware information are in Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We use the datasets that conforms to the NeurIPS code of Ethics and do not
involve human subjects.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This work focuses exclusively on the technical aspects of LLM reasoning and
does not incorporate human value judgments.
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Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper proposes a framework and training method for LLM reasoning
and does not release any data or models.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: we credit the original owner of the code, data and the models. We mention
the license and strictly follow the usage terms.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/
datasets has curated licenses for some datasets. Their licensing guide can help
determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]

Justification: The new assets introduced is well documented.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]

Justification: Our work does not involve crowdsourcing experiments or research with hu-
man subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The work does not involve human subjects, therefore IRB approval is not
applicable.

Guidelines:
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• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: Our work focuses on the LLM reasoning task and explicitly details every use
of the LLM.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/
2025/LLM) for what should or should not be described.
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