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Abstract001

Retrieval-augmented generation (RAG) has002
emerged as a key application of large language003
models (LLMs), especially in vertical domains004
where LLMs may lack domain-specific005
knowledge. This paper introduces OmniEval,006
an omnidirectional and automatic RAG007
benchmark for the financial domain, featured008
by its multi-dimensional evaluation framework:009
First, we categorize RAG scenarios by five010
task classes and 16 financial topics, leading011
to a matrix-based structured assessment012
for RAG evaluation; Next, we leverage a013
multi-dimensional evaluation data generation014
method that integrates GPT-4-based automatic015
generation and human annotation approaches,016
achieving an 87.47% acceptance ratio in017
human evaluations of generated instances;018
Further, we utilize a multi-stage evaluation019
pipeline to assess both retrieval and generation020
performance, resulting in an all-sided evalua-021
tion of the RAG pipeline. Finally, rule-based022
and LLM-based metrics are combined to build023
a multi-dimensional evaluation system, en-024
hancing the reliability of assessments through025
fine-tuned LLM-based evaluators. Our omni-026
directional evaluation experiments highlight027
the performance variations of RAG systems028
across diverse topics and tasks and reveal029
significant opportunities for RAG models to030
improve their capabilities in vertical domains.031
The anonymous code link of our benchmark is032
https://anonymous.4open.science/r/OmniEval-033
anonymous-8E48.034

1 Introduction035

RAG techniques have gained prominence as one of036

the most widespread and practical applications of037

LLMs. Particularly in specialized domains where038

LLMs often lack in-domain expertise, RAG mod-039

els effectively incorporate external domain corpora040

and the internal knowledge of LLMs to enhance the041

overall quality of generative AI systems. Despite042

the advancements, the challenge of automatically043

building high-quality omnidirectional benchmarks 044

to evaluate the performance of RAG models within 045

specific vertical domains remains unresolved. In 046

this study, we introduce an automatic and omnidi- 047

rectional benchmark, OmniEval, designed to assess 048

RAG systems in a widely adopted vertical domain, 049

finance. Our proposed benchmark illustrates its ver- 050

satility and automaticity from the following angles: 051

Matrix-based RAG scenario evaluation. Ver- 052

satile response capabilities are essential for RAG 053

systems to handle diverse user queries spanning 054

various scenarios. For example, some queries seek 055

factual information that can be extracted from web 056

pages, while others may require complex finan- 057

cial computations. To evaluate such versatility, we 058

classified RAG scenarios into five common tasks, 059

i.e., extractive question-answering (QA), multi-hop 060

reasoning, contrast QA, long-form QA, and conver- 061

sational QA. Moreover, in specialized domains like 062

finance, user queries often fall into distinct domain 063

topics. Consequently, we also distinguish RAG 064

scenarios based on topical categories of queries, 065

recognizing 16 common subcategories in the fi- 066

nance domain. These two orthogonal taxonomies 067

lead to matrix-based RAG evaluation scenarios and 068

support all-sided profiles for RAG systems. 069

Multi-dimensional evaluation data generation. 070

To create extensible and high-quality evaluation 071

datasets, we integrate the GPT-4-based automated 072

generation and human annotation approaches. The 073

former provides flexibility, allowing the data gener- 074

ation pipeline to adapt to various domains, and the 075

latter guarantees the quality of the datasets. Our hu- 076

man evaluation of automated generated instances 077

indicates an acceptable ratio of 87.47%, confirming 078

the effectiveness of our data generation pipeline. 079

Multi-stage evaluation. The quality of the re- 080

trieval and generation processes are both important 081

when evaluating the RAG pipeline, especially for 082

vertical domains, since general retrievers may lack 083

expert knowledge and potentially compromise the 084
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response quality. Therefore, OmniEval evaluates085

both retriever and generator performance to provide086

a comprehensive assessment for RAG systems.087

Multi-dimensional evaluation metrics. For the088

evaluation systems, we build our evaluation metrics089

by combining rule-based and LLM-based metrics090

together. The former embodies widely used eval-091

uation metrics, such as MAP and Rouge, offering092

solid evaluation results. The latter is produced from093

fine-tuned LLMs to achieve high-level evaluation094

beyond term-level matching, such as hallucination095

detection and numerical accuracy. To ensure the096

reliability of our LLM-based evaluation, we fur-097

ther manually annotate some evaluation samples098

and fine-tune Qwen2.5-7B-Instruct (Team, 2024)099

to build LLM evaluators.100

As a result, OmniEval contains 11.4k automat-101

ically generated test examples and 1.7k human-102

annotated test examples. We further split out 3k103

automatically generated examples as a training set104

for future investigations.1 The preliminary assess-105

ment of our LLM evaluators indicates that they sig-106

nificantly surpass prompting-based LLMs in evalu-107

ation abilities, demonstrating 74.4% accuracy.108

Our evaluation experiments are conducted on109

various retrievers, including BGE-M3 (Chen et al.,110

2024b), BGE-large-zh (Xiao et al., 2023a), GTE-111

Qwen2-1.5b (Li et al., 2023), and jina-zh (Günther112

et al., 2023), and diverse open-resource LLMs, i.e.,113

Qwen2.5-72B-Instruct (Team, 2024), Llama3.1-114

70B-Instruct (Dubey et al., 2024), Deepseek-v2-115

chat (DeepSeek-AI, 2024), and Yi15-34B (Young116

et al., 2024). The experimental results reveal that117

RAG performance varies across different topics118

and tasks. Moreover, there remains a large space119

to improve RAG systems in vertical domains.120

2 Related Work121

2.1 RAG Benchmarks122

With the rapid development of RAG investiga-123

tion, existing QA datasets and evaluation metrics124

are limited to providing advanced evaluation re-125

sults. Therefore, various researchers (Chen et al.,126

2024c; Liu et al., 2023; Xiong et al., 2024; Saad-127

Falcon et al., 2024; Yu et al., 2024; Lyu et al.,128

2024; Wang et al., 2024a) concentrate on build-129

ing comprehensive and reliable RAG benchmarks.130

The early study, RGB (Chen et al., 2024c), fo-131

1Note that the automatically generated examples are ex-
tensible by prompting GPT-4 (OpenAI, 2023), we currently
provide this amount of examples due to the limited budgets.

cuses on the advanced abilities of RAG models, 132

such as noise robustness and information integra- 133

tion. ARES (Saad-Falcon et al., 2024) automati- 134

cally builds a RAG benchmark with the support 135

of LLMs, including automatically generating data 136

instances and automatically judging responses. Be- 137

yond open-domain QA, some studies (Xiong et al., 138

2024; Wang et al., 2024a) also constructed domain- 139

specific RAG benchmarks to evaluate the abilities 140

of RAG systems in vertical domains. 141

2.2 LLM Evaluation in Financial Domains 142

In practice, finance is one of the most widespread 143

vertical domains, comprising a wealth of profes- 144

sional knowledge. Therefore, evaluating LLMs in 145

the financial domain is critical for assessing their 146

expertise in vertical domains. Some studies (Shah 147

et al., 2022; Xie et al., 2023, 2024; Li et al., 2024; 148

Chen et al., 2023) collect existing financial QA 149

datasets (Thakur et al., 2021; Sinha and Khandait, 150

2020; Salinas Alvarado et al., 2015; Chen et al., 151

2021, 2022; Soun et al., 2022) to build benchmarks, 152

thereby assessing LLMs’ understanding of finan- 153

cial knowledge. Recently, Xie et al. (2023) further 154

develops instruction-tuning financial benchmarks 155

by writing instructions for various financial tasks. 156

Beyond assessing LLMs alone, AlphaFin (Li et al., 157

2024) also introduces RAG tasks to judge RAG 158

models on financial scenarios. However, it pri- 159

marily focuses on the quality of final responses, 160

neglecting the retrieval performance. In this pa- 161

per, we construct an omnidirectional and automatic 162

RAG evaluation benchmark that automatically gen- 163

erates evaluation datasets and omnidirectionally 164

assesses RAG systems, leading to comprehensive 165

profiles for them. We compare our benchmark to 166

existing financial LLM benchmarks in Table 1 to 167

demonstrate our advantages. 168

3 Construction Pipeline of OmniEval 169

We introduce the construction pipeline of our 170

benchmark alongside the following steps: First, 171

we demonstrate the collection of knowledge corpus 172

in Section 3.1. Next, the generation of evaluation 173

instances is illustrated in Section 3.2. Finally, in 174

Section 3.3, we introduce the evaluation of RAG 175

models. The details are demonstrated below. 176

3.1 Construction of Knowledge Corpus 177

To build a wide coverage and diverse financial doc- 178

ument corpus, we collect our knowledge corpus 179
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Benchmark
Evaluation Scenarios Data Generation Evaluation Metrics Evaluation Models

Task-Spe. Topic-Spe. Manual Auto. Rule Model Human Retriever Generator

PIXIU (Xie et al., 2023) ✓ ✗ ✗ ✗ ✓ ✗ ✓ ✗ ✓
DISC-FinLLM (Chen et al., 2023) ✓ ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✓
FinanceBench (Islam et al., 2023) ✓ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✓
AlphaFin (Li et al., 2024) ✓ ✗ ✗ ✗ ✓ ✓ ✓ ✗ ✓
FinBen (Xie et al., 2024) ✓ ✗ ✗ ✗ ✓ ✓ ✗ ✗ ✓
FinTextQA (Chen et al., 2024a) ✓ ✗ ✗ ✗ ✓ ✓ ✗ ✓ ✓

OmniEval ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: The comparison between our proposed benchmark and existing financial benchmarks. “Auto.” is short for
“Auto-generated”, “Spe.” is short for “Specific”.

Datasource Data Type Doc Number Length Sum

BSCF-DB DB - JSON 193,774 23,631,875
BSCF-PDF PDF - TXT 3,082 10,587,648
FinGLM PDF - TXT 55,595 97,296,690
Wiki-Fin JSON 3,367 5,679,758
BAAI-Fin JSON 48,124 70,014,858
Official Web JSON 58,616 45,837,298

Table 2: Statistical information of our diverse data
sources. “Doc” and “Sum” are short for “Document”
and “Summation”.
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Figure 1: Topic & task systems of our benchmark.

from various data sources, including two open-180

source financial challenges, BS Challenge Finan-181

cial (BSCF for short) and FinGLM; finance-related182

web pages from wikipedia-zh; open-source finan-183

cial pretraining dataset; BAAI IndustryCorpus Fi-184

nance (zh) (BAAI-Fin for short); and crawled finan-185

cial web pages from the official agency websites.186

Considering that these external documents have187

various formats, such as PDF and SQLite, we use188

LlamaIndex2, which is compatible with various189

2https://www.llamaindex.ai/

data formats, to build our retrieval corpus. Specif- 190

ically, we first transfer SQLite data to the JSON 191

format, then utilize the LlamaIndex toolkit to split 192

all documents into passages with the length set as 193

2048 and the overlap as 256. The statistical infor- 194

mation of our data resources is shown in Table 2, 195

where “document” denotes the LlamaIndex node. 196

3.2 Generation of Evaluation Instances 197

Given the knowledge corpus with abundant domain- 198

specific information, we set up our automatic data 199

generation pipeline by a multi-agent method, sup- 200

ported by GPT-4. The processing steps of this 201

pipeline are visualized in Figure 2. 202

RAG Scenario Recognition To construct matrix- 203

based RAG evaluation scenarios that reflect real- 204

world RAG applications, we classify our evaluation 205

RAG scenarios from two orthogonal perspectives: 206

domain topics and RAG tasks. 207

From the topic perspective, we categorize RAG 208

scenarios by domain topics related to user queries, 209

such as the stock market and investment banks. Our 210

topic system is initially generated from GPT-4, and 211

we subsequently prune it according to the topic 212

frequency. From the task perspective, we adopt 213

five common and important RAG tasks, following 214

existing studies (Wang et al., 2024a): Extractive 215

QA: Answers to queries can be extracted from the 216

relevant documents without additional reasoning. 217

Multi-hop reasoning QA: It requires multi-hop rea- 218

soning as answers are not explicitly stated in exter- 219

nal documents. Contrast QA: It involves comparing 220

two objects, requiring multi-aspect external knowl- 221

edge to produce the final answer. Long-form QA: 222

The queries demand detailed and comprehensive 223

answers, which are usually long-form. Conversa- 224

tional QA: Answering the current question needs 225

to consider the context of conversation histories. 226

The Cartesian product of these two perspectives 227

3

https://www.modelscope.cn/datasets/BJQW14B/bs_challenge_financial_14b_dataset
https://www.modelscope.cn/datasets/BJQW14B/bs_challenge_financial_14b_dataset
https://www.modelscope.cn/datasets/BJQW14B/bs_challenge_financial_14b_dataset
https://tianchi.aliyun.com/competition/entrance/532164/introduction
https://huggingface.co/datasets/wikimedia/wikipedia
https://huggingface.co/datasets/BAAI/IndustryCorpus_finance
https://huggingface.co/datasets/BAAI/IndustryCorpus_finance
https://huggingface.co/datasets/BAAI/IndustryCorpus_finance
https://www.llamaindex.ai/


Topic-task
Matrix

✅

Knowledge
Corpus Document

Topic-
classification 

Agent

Document

Topic

Task

Data 
Generation 

Agent Question

Answer

Relevant 
Document

Relevant 
Passage

Generated Data Instance

Question

Answer

Relevant 
Document

Relevant 
Passage

Generated Data InstanceQuality 
Inspection

Agent

❌

or

✅

Evaluation
Data Pool

sample

Manual 
Quality 
inspector

❌

✅

⭕Human
correction

Good

Bad

Good

Medium

Bad

Human-annotated

Auto-generated

Step (1) Topic Classification
Step (2) Initial Data Generation

Step (3) Automatic Data Quality InspectionStep (4) Manual Data Quality Inspection & Correction

Figure 2: The visualization of OmniEval’s generation pipeline of evaluation data.

forms an RAG scenario matrix, where each element228

represents a specific topic-task scenario. The topic229

and task systems used in our benchmark are pre-230

sented in Figure 1. With the pre-defined topic-task231

matrix (T2M), we develop a topic classification232

agent powered by GPT-4. This agent receives a233

sampled document from the knowledge corpus and234

then classifies the most relevant domain topic. This235

process locates a specific “row” in T2M. Subse-236

quently, given the sampled document and the as-237

signed topic, we will traverse all pre-defined RAG238

tasks to generate associated data instances for each239

RAG scenario within T2M elements. The genera-240

tion approaches are demonstrated below.241

Data Generation Leveraging LLMs for auto-242

matic data generation and annotation has proven243

to be effective and reliable, significantly reducing244

the cost of human annotation (Tan et al., 2024).245

In this context, we build a data generation agent246

powered by GPT-4 to automatically generate data247

instances for our various RAG scenarios. Specif-248

ically, given a document, its domain topic, and a249

task description, we input these into the data gen-250

eration agent to synthesize a question-answer pair.251

This pair is required to align with the task require-252

ments and remain relevant to the topic. The input253

document is viewed as the relevant document of254

this QA pair. Additionally, to address the challenge255

of lengthy documents with extraneous information,256

we instruct the agent to identify the most relevant257

passage within the document, hence precisely lo-258

cating the valuable content. As a result, each data259

instance comprises a user question, its answer, the260

relevant document, and a relevant passage.261

Data Quality Inspection To ensure the quality 262

of generated data instances, we develop a quality 263

inspection agent to filter out low-quality examples. 264

The rationale behind this approach is that judging 265

the instance quality is generally easier than gen- 266

erating high-quality data from scratch. Therefore, 267

the inspection process could potentially improve 268

the quality of the filtered dataset. This agent treats 269

the generated data instance as input and predicts 270

whether it contains meaningful information and 271

meets the description of the target task. We only 272

retain those instances that the quality inspection 273

agent identifies as high-quality ones. 274

Manual Quality Inspection and Correction Be- 275

sides agent-based quality inspection, we employ an- 276

notators to perform data quality inspection and cor- 277

rection, leading to a high-quality evaluation dataset 278

and enhanced reliability of our benchmark. 279

We first sample a subset from generated in- 280

stances for each T2M element. Annotators are then 281

requested to check the following aspects of the data: 282

Does the generated question meet the task require- 283

ments? Is the question related to the given topic? Is 284

the question semantically complete? Is the answer 285

correct and complete?. Are the extracted passages 286

accurate and complete? The annotation follows a 287

five-point scale from 1 to 5, where 1 and 2 indi- 288

cate low data quality, suggesting that the instance 289

should be discarded; 3 signifies the data contains 290

some human-fixable defects; and 4 or 5 denotes 291

good to excellent data quality. The number of la- 292

beled data instances is 910. 293

We present the statistical results of the inspec- 294

tion in Figure 3. The findings reveal that the accep- 295
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Figure 3: Statistical information of manual inspection.

tance rate of our auto-generated cases is 87.47%,296

potentially confirming the effectiveness and us-297

ability of our multi-agent-based data generation298

pipeline. Annotators are also tasked with correct-299

ing instances labeled as 3 to create high-quality300

human-annotated data. Through these inspection301

and correction steps, we establish a reliable human-302

annotated dataset, significantly enhancing the ro-303

bustness of our benchmark. Finally, we create two304

datasets: one auto-generated and the other human-305

annotated. We further split the auto-generated ones306

into train and test datasets to facilitate related in-307

vestigations based on our benchmark.308

The data amounts of these datasets are shown309

in Appendix A and the instructions we used for310

GPT-4 and annotators are shown in Appendix C.311

3.3 Evaluation of RAG Models312

To comprehensively and accurately assess RAG313

baselines, we integrate two types of metrics: rule-314

based metrics and model-based metrics.315

Rule-based Metrics Given the widespread usage316

and stability of rule-based metrics, we use Rouge-L317

to provide foundational evaluations for RAG sys-318

tems.3 We also incorporate ranking metrics, MAP319

and MRR, to assess the performance of retrievers320

within RAG systems. This combination facilitates321

a holistic evaluation of the entire RAG pipeline.322

Model-based Metrics Given the flexibility and323

diversity of AI chatbot responses, rule-based met-324

rics often struggle to provide semantic evaluations.325

To solve it, we devise five high-level metrics imple-326

mented based on fine-tuned LLMs:327

Accuracy (ACC). LLMs often generate responses328

that are correct in content but poorly matched in329

3https://pypi.org/project/rouge-chinese/

Setting Base Model κ Accuracy

Prompting Llama3.1-8B-Inst 39.70 55.60
Prompting Llama3.1-70B-Inst 54.14 66.40
Prompting Qwen2.5-7B-Inst 48.05 62.00
Prompting Qwen2.5-32B-Inst 61.44 71.60
Prompting Qwen2.5-72B-Inst 55.38 67.20

Lora-FT Llama3.1-8B-Inst 48.63 62.80
Lora-FT Qwen2.5-7B-Inst 64.86 74.40

Table 3: Experimental results of model-based evaluator.

wording. Therefore, we propose a model-based 330

accuracy metric to measure semantic alignment 331

between LLM responses and golden answers. It is 332

a three-scale metric, where 1 indicates poor quality, 333

2 means average quality, and 3 is good quality. 334

Completeness (COM). Long-form QA usually re- 335

quires LLM to provide comprehensive answers that 336

address various aspects of the question (Wang et al., 337

2024b). To assess completeness, we introduce a 338

four-point metric: 1 indicates the response hits no 339

relevant aspects to the question; 2 signifies the re- 340

sponse partially satisfies relevant aspects; 3 means 341

the response covers all aspects comprehensively; 342

and -1 indicates that completeness measurement is 343

not applicable for the input QA scenario. 344

Hallucination (HAL). It assesses hallucinations 345

in generated responses: HAL is 0 if the response 346

is correct, or incorrect but derived from retrieved 347

documents; HAL is 1 if the response is incorrect 348

and unrelated to the retrieved content; and HAL is 349

-1 if hallucination evaluation is unnecessary. 350

Utilization (UTL). This metric assesses whether 351

LLMs effectively utilize retrieved documents and 352

whether the answer could be traced from retrieved 353

documents. Similarly to ACC, it is also three-scale. 354

Numerical accuracy (NAC). This metric ad- 355

dresses scenarios involving financial computations, 356

where answers are typically numerical. It is a three- 357

scale metric: 1 indicates correct, 0 means wrong, 358

and -1 means the answer is non-numerical. 359

Finally, all metrics are normalized into [0,1], and 360

samples evaluated as -1 will not be considered for 361

the specific metrics. 362

SFT of LLM evaluator To ensure the reliability 363

of our LLM evaluator, we conduct human anno- 364

tation on a subset of generated responses for the 365

five metrics, creating a labeled dataset for train- 366

ing stable evaluators. Specifically, we randomly 367

sample 127 cases and produce 635 examples by ag- 368

gregating all five metrics. We divide it into training, 369
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validation, and test sets in a ratio of 5:1:4.370

Leveraging the robust capabilities of LLMs, we371

observe distinct improvements in evaluation per-372

formance, even with limited training data. We373

experiment with prompting and Lora (Hu et al.,374

2022) fine-tuning on Qwen2.5 and Llama3.1 across375

various model sizes. Results are presented in Ta-376

ble 3 with accuracy and κ value as evaluation met-377

rics, measuring the agreement with ground truths.378

Finally, we build our evaluator by the fine-tuned379

Qwen-2.5-7B-Instruct with the best performance.380

4 Experiment381

We conduct our experiments on various open-382

resource retrievers and LLMs. Specifically,383

for retrievers, we select GTE-Qwen2-1.5B (Li384

et al., 2023), BGE-large-zh (Xiao et al., 2023b),385

BGE-M3 (Xiao et al., 2023b), and Jina-386

zh (Mohr et al., 2024). For LLMs, we choose387

Qwen2.5-72B-Instruct (Team, 2024), Deepseek-v2-388

chat (DeepSeek-AI, 2024), Yi15-34b (Young et al.,389

2024), and Llama3.1-70B-Instruct (Dubey et al.,390

2024). In our experiments, we set the retrieved391

document number as 5 to ensure a fair comparison.392

393

4.1 Comparison Experiments of Retrievers394

Our experiments aim to assess the entire pipeline of395

RAG systems, including both retrievers and genera-396

tors (LLMs). First, we present the experimental re-397

sults on retrievers using our two evaluation datasets,398

the auto-generated set and the human-annotated set,399

with the generator set as Qwen2.5-72B.400

The main results are displayed in Table 4. Ac-401

cording to the results shown, GTE-Qwen2-1.5B402

demonstrates the best retrieval performance across403

most retrieval and generation metrics. We attribute404

this superiority to two factors: (1) Model param-405

eters: GTE-Qwen2-1.5B encompasses the most406

model parameters among all baselines, significantly407

enhancing its performance upper bound. (2) Fine-408

tuning from LLM: It is continuously fine-tuned409

from the LLM, Qwen2-1.5B, which is pre-trained410

using a large-scale corpus. This strategy equips it411

with extensive world knowledge, providing better412

prior knowledge compared to retrievers that are413

pre-trained from scratch.414

4.2 Comparison Experiments of Generators415

Next, we evaluate the abilities of generators to416

solve expert finance-related problems. Given the417

superiority of GTE-Qwen2-1.5B in the retrieval 418

task, we choose it as our retriever and compare 419

the response quality of selected popular LLMs. 420

The main results are presented in Table 5. In this 421

context, the setting “Close-Book” indicates that 422

responses are generated solely by LLMs without 423

incorporating retrieved external knowledge. Since 424

HAL and UTL metrics are required to be evalu- 425

ated based on the retrieved results, there are no 426

corresponding results in the close-book settings. 427

Based on the results, we conclude the following 428

findings: (1) RAG systems generally outperform 429

close-book LLMs on our evaluation datasets. We 430

notice that LLMs typically yield better results when 431

equipped with retrievers compared to close-book 432

settings. It proves that in domain-specific scenarios, 433

it is essential for LLM to retrieve external expert 434

knowledge, thereby enhancing the reliability of 435

generated responses. (2) There remains significant 436

potential for existing retrievers and LLMs to en- 437

hance RAG abilities in financial domains. Even 438

with the RAG systems, performance is still lacking 439

across all retriever and LLM configurations. This 440

indicates the difficulty of our evaluation datasets, 441

which involve expert and reasoning financial tasks. 442

Additionally, it confirms that our benchmark intro- 443

duces new challenges for existing RAG systems, 444

potentially driving further investigation into RAG 445

models in domain-specific scenarios. 446

4.3 Experiments on Topic-specific Subsets 447

As previously mentioned, we build a topic tree to 448

create several subsets, thereby evaluating RAG sys- 449

tems across different scenarios with diverse query 450

topics. We further demonstrate the performance 451

of RAG models on these topic-specific subsets to 452

clearly demonstrate their abilities to handle vari- 453

ous topic scenarios. The results are illustrated in 454

Figure 5. Due to limited space, we present the 455

topic-specific results on auto-generated sets in Ap- 456

pendix B, i.e., Figure 7. 457

We notice that the same RAG model exhibits 458

varying performance across different topic scenar- 459

ios, indicating an imbalance in their capabilities to 460

solve different query scenarios. This inconsistency 461

may arise from the different popularity of topics 462

within the pre-trained corpus of LLMs, leading to 463

imbalanced RAG abilities. Consequently, how to 464

balance the capabilities of RAG models across di- 465

verse topics with varied popularities may also be 466

an important investigation direction. 467
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Models MAP ↑ MRR ↑ Rouge-L ↑ F1 ↑ ACC ↑ HAL ↓ COM ↑ UTL ↑ NAC ↑

Auto-generated evaluation set

Jina-zh 0.3395 0.3469 0.1662 0.2553 0.3908 0.0794 0.5981 0.5078 0.2837
BGE-large-zh 0.3777 0.3865 0.1693 0.2541 0.4080 0.0597 0.6048 0.5194 0.3124
BGE-M3 0.3961 0.4057 0.1746 0.2593 0.4091 0.0634 0.6092 0.5203 0.3060
GTE-Qwen2-1.5B 0.4370 0.4491 0.1778 0.2563 0.4326 0.0467 0.6256 0.5613 0.3293

Human-annotated evaluation set

Jina-zh 0.3458 0.3533 0.2341 0.3821 0.4089 0.0886 0.5930 0.5163 0.3073
BGE-large-zh 0.4153 0.4252 0.2435 0.3870 0.4325 0.0718 0.6224 0.5367 0.3545
BGE-M3 0.4152 0.4236 0.2517 0.3913 0.4450 0.0709 0.6208 0.5410 0.3472
GTE-Qwen2-1.5B 0.4443 0.4574 0.2528 0.3919 0.4476 0.0618 0.6190 0.5576 0.3595

Table 4: The overall results of retrieval models with the generator being set as Qwen2.5-72B.

Retriever Generator Rouge-L ↑ F1 ↑ ACC ↑ HAL ↓ COM ↑ UTL ↑ NAC ↑

Auto-generated evaluation set

Close-Book Yi15-34B 0.0326 0.0673 0.1573 - 0.5063 - 0.0693
Close-Book Deepseek-v2-chat 0.1861 0.3709 0.3587 - 0.5755 - 0.1121
Close-Book Qwen2.5-72B 0.1607 0.3222 0.3788 - 0.6017 - 0.1256
Close-Book Llama3.1-70B-Instruct 0.1993 0.3989 0.3238 - 0.5284 - 0.0677
GTE-Qwen2-1.5B Yi15-34B 0.0593 0.0958 0.3402 0.0597 0.5778 0.4229 0.1682
GTE-Qwen2-1.5B Deepseek-v2-chat 0.2279 0.3300 0.4099 0.0634 0.6072 0.5197 0.3175
GTE-Qwen2-1.5B Qwen2.5-72B 0.1778 0.2563 0.4326 0.0467 0.6256 0.5613 0.3293
GTE-Qwen2-1.5B Llama3.1-70B-Instruct 0.3235 0.4810 0.4398 0.0792 0.5926 0.4754 0.3088

Human-annotated evaluation set

Close-Book Yi15-34B 0.0497 0.1161 0.1461 - 0.4987 - 0.0749
Close-Book Deepseek-v2-chat 0.2250 0.4353 0.3306 - 0.5541 - 0.1153
Close-Book Qwen2.5-72B 0.2082 0.4191 0.3405 - 0.5754 - 0.1241
Close-Book Llama3.1-70B-Instruct 0.2195 0.4183 0.2859 - 0.5133 - 0.0659
GTE-Qwen2-1.5B Yi15-34B 0.0887 0.1583 0.3366 0.0648 0.5821 0.4234 0.1856
GTE-Qwen2-1.5B Deepseek-v2-chat 0.2916 0.4353 0.4234 0.0750 0.6006 0.5160 0.3213
GTE-Qwen2-1.5B Qwen2.5-72B 0.2528 0.3919 0.4476 0.0618 0.6190 0.5576 0.3595
GTE-Qwen2-1.5B Llama3.1-70B-Instruct 0.3390 0.5042 0.4433 0.1131 0.5745 0.4764 0.3268

Table 5: The overall evaluation results on final responses of RAG models.
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Figure 4: Rouge-L of matrix-based results of GTE-Qwen2-1.5B+Llama3.1-70B-Instruct on human-annotated
subsets.
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Figure 5: Rouge-L scores of generators on topic-specific
human-annotated subsets.

4.4 Experiments on Task-specific Subsets468

Utilizing our T2M-based evaluation subsets, we469

further compare RAG models across different task470

evaluation sets, assessing their abilities on diverse471

query tasks. The experimental results are illus-472

trated in Figure 6. Due to limited space, we present473

the task-specific results on auto-generated sets in474

Appendix B, i.e., Figure 8.475

It is evident that the performance of the RAG sys-476

tem varies significantly across different query tasks.477

This phenomenon may stem from the differing dif-478

ficulty levels of these tasks. For example, most479

RAG models perform poorly on multi-hop reason-480

ing and conversational QA tasks. It is because481

these tasks require robust reasoning and context-482

understanding abilities, making it more challeng-483

ing for RAG models to generate accurate responses.484

Thus, investigating ways to enhance RAG systems485

in these challenging but practical tasks also repre-486

sents a promising and important research direction.487

4.5 Matrix-based Visualization of Results488

As we mentioned earlier, our matrix-based evalu-489

ation scenarios offer a comprehensive ability pro-490

file for the evaluated RAG model, distinctly re-491

vealing their performance on specific topic-task492

scenarios. Accordingly, we present a represen-493

tative matrix-based visualization of GTE-Qwen2-494

1.5B+Llama3.1-70B-Instruct on human-annotated495

subsets, which is shown in Figure 4. Due to limited496

spaces, we illustrate the results of other models497

on auto-generated and human-annotated subsets498
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Figure 6: Rouge-L scores of generators on task-specific
human-annotated subsets.

in Appendix B, i.e., Figures 12, 13, 14, 15 16, 17, 499

and 18. This method highlights the specific abil- 500

ities of RAG models more clearly than simply 501

averaging all results, allowing for more detailed 502

and fine-grained analyses. For example, in Fig- 503

ure 4, which presents the results of GTE-Qwen2- 504

1.5B+Deepseek-v2, it is evident that this RAG 505

model excels in the extractive QA task with the 506

“Fund”-related topic. However, there remains sig- 507

nificant room for improvement in the conversa- 508

tional QA task with the “AI”-related topic. Such 509

visualization provides a novel approach to analyz- 510

ing RAG performance across different scenarios, 511

enabling targeted strategies to address the localized 512

limitations of RAG models. 513

5 Conclusion 514

In this study, we propose an automatic and omnidi- 515

rectional RAG benchmark in a vertical domain i.e., 516

finance. We first identify diverse query scenarios 517

via a matrix-based method, which considers two 518

orthogonal perspectives, topics, and tasks. This 519

approach allow us to assess RAG systems compre- 520

hensively and finely by simulating diverse prac- 521

tical RAG scenarios. We utilize the multi-agent 522

technique to automatically construct our evaluation 523

datasets. Through rigorous model-based and man- 524

ual quality inspections, we derive three datasets: an 525

auto-generated training set, an auto-generated test 526

set, and a human-annotated test set. The high accep- 527

tance of auto-generated data confirms the reliability 528

of our data generation methods. Our experimen- 529

tal results illustrate that there is still a significant 530

improvement space for existing RAG models in 531

vertical domains. In addition, RAG systems exhibit 532

varying performance across diverse query scenar- 533

ios, highlighting new challenges and investigation 534

directions for RAG studies. 535
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Limitations536

In this study, we develop an omnidirectional and au-537

tomated RAG benchmark specifically tailored for538

the finance domain. Our benchmark is featured by539

its matrix-based RAG evaluation scenarios, multi-540

dimensional data generation approaches that com-541

bine automatic and manual methods, a multi-stage542

evaluation pipeline, and a multi-dimensional eval-543

uation system. However, we acknowledge several544

limitations that warrant further investigation:545

First, despite our efforts to collect a diverse data546

corpus, the distribution remains somewhat limited.547

This limitation arises primarily from challenges548

related to accessibility and the open licensing of549

data resources. As a result, there is a risk of in-550

troducing potential biases into our datasets, which551

could affect the generalizability of our benchmark552

findings. Second, we recognize that the costs as-553

sociated with human annotation have led to a lim-554

ited amount of collected human evaluation data for555

training our LLM evaluators, which may impact the556

performance of LLM evaluators. In future studies,557

we plan to gather a more extensive set of human558

evaluation data. This enhancement aims to boost559

the accuracy and reliability of our LLM evaluators,560

ultimately leading to a more effective benchmark.561
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A Statistical Information of Our datasets 790

In this section, we provide the detailed statistical 791

information of our three datasets, including auto- 792

generated training set, auto-generated test set, and 793

human-annotated test set, in Figure 9, 10, and 11. 794

B Supplementary Visualization Results 795

In this section, we present the supplementary 796

matrix-based visualization results of our RAG mod- 797

els in Figures 12, 13, 14, 15, 16, 17, and 18. 798

C Human and GPT Instructions 799

In this section, we provide detailed instructions 800

we used for human annotation and GPT genera- 801

tion, including the topic-tree generation (Box 1), 802

automated data generation (Boxs 22, 23, and 24), 803

automated data quality inspection (Box 26), and hu- 804

man annotation and correction (a flow chart, shown 805

in Figure 19). We also show detailed task require- 806

ments which support the GPT generation and hu- 807

man annotation in Tables 6 and 7. 808
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Task Requirement

Extractive
QA

This task is designed to evaluate the ability of retrieving enhanced financial
large language models to answer one-hop questions. That is, the user’s question
does not need to do multi-hop thinking, and the answer to the question can be
directly found in the search document and extracted as an answer.
- Please note the distinction between this task and multi-hop inference problems.

Multi-hop
Reasoning

This task aims to evaluate the ability of a retrieve-enhanced financial grand
language model to answer questions involving multi-hop reasoning. That is,
the answer cannot be found directly in the external document retrieved, and
**the model needs to do at least two hops of reasoning** to arrive at the final
answer according to the external information provided by the document or its
own knowledge.
- Do not generate questions that can be answered with one-hop reasoning.
- Evaluation data generation to evaluate multi-hop inference capability mainly
includes the following two categories:

1. First identify the “entity-relationship” link composed of multiple entities
with information progressive relationship in the document, and then generate
multi-hop inference data according to the relationship link. That is, there
should be at least two unknown information points in the proposed question
(**and the unknown information in the middle node is necessary for solving
the final question**). To solve the final answer, the LLM to be evaluated needs
to perform information retrieval and reasoning on the previously unknown
information points to obtain the dependency information for solving the final
answer, and then solve the final answer. Trying to satisfy the content of the
question is a more obvious need for multi-hop reasoning.

2. If you need to perform financial calculations based on the information
provided in the document, ensure that the questions and answers are accurate.
- If I provide one piece of document data, generate the second type of multi-hop
inference data, which is the problem that requires financial calculation based
on the information provided in the document.
- If I provide multiple document data, generate the first type of multi-hop
inference data. That is to identify the “entity-relationship” link composed of
multiple entities with information transfer relationship in the document, and
ensure that the “entity-relationship” link is through all the provided documents,
and then generate multi-hop inference data according to the relationship link.
Please ensure that the generated multi-hop inference problem cannot be solved
by only one document content, ensure that all documents provided are valuable
for solving the generated inference problem.
- Be careful not to directly write out the complete content of each step of
information transmission in the question, especially do not say that the middle
answer is written in the question, otherwise the multi-hop reasoning problem
will degenerate into a one-hop reasoning problem.

Table 6: Requirements of tasks for human and GPT generation – Part 1.
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Task Requirement

Contrast QA This task is designed to evaluate the ability of a retrieve-enhanced financial
large language model to answer questions involving contrast classes. That
is, the question involves comparing two aspects of the transaction, and the
corresponding answer needs to provide a correct and comprehensive comparison
and summary of results.
- When I provide multiple document data, please ensure that the generated
question-answer data is cross-document, i.e., the need to answer the question
requires the help of all the provided document data. Based on only one or a few
of them can lead to incomplete answers.

Long-form
QA

This task is designed to evaluate the ability to retrieve enhanced financial large
language models when answering questions with longer answers. Such as
introducing classes and summarizing class problems.
- Ensure that the answers to the generated data are comprehensive enough to
cover all aspects of the user’s questions.
- When I provide multiple document data, please ensure that the generated
question-answer data is cross-document, i.e., the need to answer the question
requires the help of all the provided document data. Based on only one or a few
of them can lead to incomplete answers.

Conversation
QA

This task is designed to evaluate the ability to retrieve enhanced financial large
language models to do multiple rounds of conversations. That is, the generated
data should be in the form of multiple rounds of conversations.
- Therefore, the document is required to be rich enough in contextual information
to support the generation of multiple rounds of conversations.
- Take care to ensure the dependency between the generated multiple rounds
of dialogue, especially the dependency of the content of the question, that is,
the subject of the question in the second and later rounds is missing, or is a
pronoun, resulting in ambiguous semantics. Understanding the full intent of
subsequent rounds of questions requires a full understanding of what was said
in previous rounds.
- The generated data should be stored as a JSON list for multiple rounds of
Q&A information.
- I may provide multiple document data, in this case, please ensure that the
generated multi-round conversation data is cross-document and able to use all
the content of the provided document.

Table 7: Requirements of tasks for human and GPT generation – Part 2.
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Figure 9: Data amount of the auto-generated training set.
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Figure 10: Data amount of the auto-generated test set.
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Figure 12: Rouge-L of matrix-based results of GTE-Qwen2-1.5B+Qwen2-72b on auto-generated subsets.
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Figure 13: Rouge-L of matrix-based results of GTE-Qwen2-1.5B+Qwen2-72b on human-annotated subsets.
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Figure 14: Rouge-L of matrix-based results of GTE-Qwen2-1.5B+Qwen2-72b on auto-generated subsets.
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Figure 15: Rouge-L of matrix-based results of GTE-Qwen2-1.5B+deepseek-v2-chat on human-annotated subsets.

Ban
kin

g

Reta
il B

an
kin

g

Ban
kin

g

Com
merc

ial
 Ban

kin
g

Ban
kin

g

Inv
est

men
t B

an
kin

g

Inv
est

men
t

Stoc
k M

ark
et

Inv
est

men
t

Bon
d M

ark
et

Inv
est

men
t

Fun
d

Inv
est

men
t

Deri
va

tiv
es 

Mark
ets

Ins
ura

nc
e

Life
 In

sur
an

ce

Ins
ura

nc
e

Prop
ert

y I
nsu

ran
ce

Ins
ura

nc
e

Heal
th 

ins
ura

nc
e
Fint

ech

Bloc
kc

ha
in

Fint
ech

AI
Fint

ech

Big 
Data

Reg
ula

tio
n a

nd
 Com

pli
an

ce

AML

Reg
ula

tio
n a

nd
 Com

pli
an

ce

Com
pli

an
ce 

Aud
it

Reg
ula

tio
n a

nd
 Com

pli
an

ce

Reg
ula

tor
y R

ep
ort

s

Extractive

Reasonding

Contrast

Long-form

Conversational

0.35 0.29 0.27 0.31 0.24 0.35 0.23 0.29 0.33 0.37 0.28 0.28 0.27 0.3 0.34 0.18

0.18 0.16 0.14 0.17 0.2 0.22 0.12 0.11 0.17 0.19 0.2 0.2 0.22 0.15 0.2 0.16

0.29 0.3 0.2 0.25 0.24 0.25 0.22 0.3 0.3 0.29 0.26 0.29 0.25 0.24 0.28 0.25

0.26 0.26 0.22 0.25 0.26 0.25 0.24 0.28 0.25 0.29 0.28 0.25 0.24 0.24 0.25 0.26

0.19 0.21 0.17 0.17 0.19 0.19 0.17 0.18 0.21 0.24 0.19 0.18 0.22 0.17 0.24 0.21

Figure 16: Rouge-L of matrix-based results of GTE-Qwen2-1.5B+deepseek-v2-chat on auto-generated subsets.
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Figure 17: Rouge-L of matrix-based results of GTE-Qwen2-1.5B+Yi15-34B on human-annotated subsets.
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Figure 18: Rouge-L of matrix-based results of GTE-Qwen2-1.5B+Yi15-34B on auto-generated subsets.
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Figure 19: The pipeline of human annotation and correction for automatically generated data instances.
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Instructions for GPT-4 to generate a topic tree for the specific domain.

## Background
You are a professional domain subcategory tree builder. I will provide you with the name of the
root node for the domain type, and you should generate a comprehensive and diverse subcategory
tree under that domain.
The output should be returned in JSON format. This JSON should include the following two
properties:
- topic_name: Represents the category name of the current tree node.
- sub_topics: Represents the subcategory tree of the current tree node, which is a list of JSON
data for that subcategory tree. If the current node is a leaf node (i.e., it has no subcategories), this
property will be an empty list.
The data format requirements are as follows:
{

"topic_name": The name of the category for this node,
"sub_topics": A list of JSON data for the subcategory tree under this node, with each item

being JSON data of a subtree that also contains the "topic_name" and "sub_topics" properties.
}
## Name of the Root Node for the Domain Type
domain_name

Figure 20: Instructions for GPT-4 to generate a topic tree for the specific domain.
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Instructions for GPT-4 to classify the domain topic for the input document.

## Background
You are an intelligent document topic classification assistant. I am generating retrieval-augmented
financial model multi-task evaluation data. This evaluation data is automatically generated by
a large language model. I will provide the large language model with the following content:
[financial subcategories of interest for the evaluation data, task description for the evaluation,
documents in the knowledge base]. I need the large language model to generate: [user questions
that align with the task description, corresponding correct answers, and document fragments that
support those answers] based on the provided documents. I will provide you with a knowledge
base document, and I need you to first classify whether the document falls within the scope of the
financial domain, and if so, which topic subcategory it belongs to.
## Data Input Format
The input consists of the following two parts:
- Subcategory list: A list format of data, where each item in the list is JSON data representing a
financial subcategory. This data includes the following attributes:

- id: An integer value representing the id of the financial topic subcategory. Your classification
result should return only the subcategory id, not the subcategory name.

- topic_name: A string representing the name of the financial topic subcategory.
- Document content to be classified: A JSON formatted data, containing the following attributes:

- title: A string representing the document title.
- content: A string representing the document content.

## Generated Data Format
You need to generate the value of the financial topic subcategory id that is most relevant to the
document.
If the document content is unrelated to finance, or does not relate to any provided financial topic
subcategory, please return 0.
Generate in JSON format, with the following data format:
{

"topic_id": An integer value indicating the most relevant financial topic subcategory id for the
document. If the document is unrelated to finance, please return 0.
}
Note to generate only JSON formatted data, and do not generate any other characters.
## Subcategory List
topics_str
## Document Content to be Classified
{

"title": title,
"content": content,

}
## Most Relevant Subcategory ID for the Document

Figure 21: Instructions for GPT-4 to classify the domain topic for the input document.
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Instructions for GPT-4 to automatically generate data instances.

## Background
You are an intelligent evaluation data generation assistant. I am generating retrieval-augmented
financial model multi-task evaluation data. I require you to automatically generate evaluation data
that is strongly relevant to the evaluation tasks. I will provide the following content: [financial topic
subcategories of interest for the evaluation data, task descriptions and requirements, documents in
the knowledge base]. I need you to generate evaluation data that is strongly relevant to the provided
financial topic area and meets the evaluation task requirements. The evaluation data includes the
following content:
- User questions that align with the topic requirements and task descriptions
- Corresponding correct answers
- Document passages extracted from the original text that support those answers
## Quality Requirements for Data Generation

...(see details in Boxs 23 and 24)
## Data Generation Process:
1. First, determine if the document is a high-quality document. If the document is not closely
relevant to the provided financial subtopic, has low informational content, is incomplete, has mixed
formats, or does not meet the above requirements, then it is unsuitable for generating evaluation
data. If the document is not suitable for generating domain-knowledge-related evaluation data,
please return an empty list.
2. If the document is high-quality, further assess whether it is suitable for generating relevant data
for the provided evaluation task. If it is not suitable, please return an empty list.
3. If the document is suitable for generating evaluation data relevant to the provided evaluation
task and financial subtopic, please generate high-quality evaluation data.
## Generated Data Format Requirements
The generated data should be returned in the form of a JSON data list, formatted as follows:
[

{
"thought_process": A Chinese string representing your thought process while generating

this data entry,
"question": A Chinese string representing the question posed by the user,
"answer": A list of strings representing all possible forms of the answer to that question,
"relevant_passage": A list of Chinese strings representing relevant content excerpts from the

original document that help answer the question. Please ensure the completeness of the extracted
passages’ information,

},
...

]
## Financial Subcategories of Interest for Evaluation Data
{topic_name}
## Task Description and Requirements
### Task Name
{task_name}
### Task Requirements
{task_require}
## Provided Document
{doc_str}
## List of Generated Data

Figure 22: Instructions for GPT-4 to automatically generate data instances.
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Quality requirements for data generation – Part 1

- Quality Requirements for Documents:
- First, determine whether the document is relevant to the domain being evaluated (financial

subdomain). If it is not relevant, do not generate data.
- The content used to generate evaluation data should not involve any personal privacy of users,

such as names, phone numbers, ID numbers, home addresses, etc. If the provided document
contains private information, please return an empty list.

- The content used to generate evaluation data must be rigorous and of high quality; do not
generate evaluation samples based on low-quality documents.

- If you believe the document is unsuitable for generating evaluation data for the provided task,
please return an empty list.
- Quality Requirements for Question Generation:

- User questions should be as realistic as possible, simulating what users genuinely care about
when applying large language models for knowledge Q&A in the financial domain.

- Questions must be semantically complete and unambiguous. The user’s intent should be clear
from the question content alone. Questions that rely on the content of the provided document to
complete the context are strictly prohibited.

- Note that only when generating evaluation data for multi-turn dialogue capabilities should
subsequent questions be ambiguous and dependent on previous dialogue content to clarify their
semantics. In this case, subjects may be omitted or replaced with pronouns in later questions.

- Users do not provide documents when asking real questions; they only ask questions.
Therefore, real user questions will not involve phrases like “according to the given document...”.
Such questions are strictly prohibited.

- The types of generated questions must strictly match the description of the evaluation task.
- The generated questions must be strongly relevant to the provided financial subtopic.
- Ensure the solvability of the generated questions. The answers in the generated data must be

meaningful, and prohibited answers include “none”, “empty”, “unable to answer based on the
retrieved document”, etc.
- Quality Requirements for Answer Generation:

- Only generate knowledge-rich data samples; the answers must contain substantial valuable
information. Avoid generating vague or generic Q&A pairs, especially answers like “positive
impact”, “beneficial effect”, etc., which lack actual meaning.

- Answers must be consistent with the content of the provided document and should not contain
factual inaccuracies or hallucinations.

- Ensure the accuracy and factual validity of the generated answers. The answers in the
generated data must be meaningful; prohibited answers include “none”, “empty”, “unable to
answer based on the retrieved document”, etc.

- The format of answers can vary (e.g., numeric in Arabic or Chinese characters, various date
formats), and please provide all possible forms of the answer in a string list format.

Figure 23: Quality requirements for data generation – Part 1.
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Quality requirements for data generation – Part 2

- Quality Requirements for Relevant Passage Extraction:
- Must accurately provide document passages that support the answer; these passages must

come from the original text of the provided document and cannot be altered.
- The extracted relevant passage content must be complete and coherent, without missing

contextual meaning.
- Overall Quality Requirements for Generated Evaluation Samples:

- Please strictly follow the evaluation task requirements to generate evaluation data that corre-
sponds to that task’s capabilities; for instance, multi-hop reasoning tasks must generate questions
that require multiple inferences from the retrieved documents to answer, rather than being answer-
able in a single reading.

- The question-answer pairs generated must be answerable based on the content of the document,
meaning understanding the document content is crucial to answering the question, and the role of
the reference document cannot be ignored in the dialogue.

- Multiple high-quality evaluation data entries can be generated, but the high quality of the
generated data must be guaranteed.

- Ensure precision in generated data rather than recall; only generate data that fully meets
requirements, prohibiting data with low confidence.

- Generated data must meet task requirements and be strongly relevant to the target task and
financial domain. If the document cannot generate any task-related data, please return an empty
list.

- Ensure diversity in the generated data; do not generate multiple identical or closely similar
evaluation data entries.

Figure 24: Quality requirements for data generation – Part 2.
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Instructions for GPT-4 to inspect the quality of the generated instance – Part 1

## Background
You are a professional data quality evaluator and corrector. I will provide you with evaluation
data generated by a large language model (related to the financial domain), and your task is to
assess the quality of this generated data and make corrections when necessary. The quality of the
generated data is classified into three levels:
- 0: The quality of the generated data is very poor, and it cannot be suitably corrected to become
high-quality data.
- 1: The quality of the generated data is average; the generated questions, answers, or extracted
relevant passages do not meet the requirements, but they can be corrected to become high-quality
data.
- 2: The quality of the generated data is very high and does not require correction.
## Background Knowledge – Data Generation Process:

...(summarization of data generation process)
## Input Content for Data Quality Evaluation Task:
1. A long document in the financial domain used for generating data.
2. The financial subtopic that the generated data should conform to.
3. The description and requirements of the evaluation subtask to which the generated data belongs.
4. The evaluation data generated by the large language model is to be assessed. The format of this
data is a JSON list containing:
[

{
"thought_process": A Chinese string representing the thought process of the large language

model when generating this data entry.
"question": A Chinese string representing the question posed by the user,
"answer": A list of strings representing all possible forms of the answer to that question.
"relevant_passage": A list of Chinese strings representing relevant content excerpts from the

original document that help answer the question. Please ensure the completeness of the extracted
passages’ information.

},
...

]

Figure 25: Instructions for GPT-4 to inspect the quality of the generated instance – Part 1.
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Instructions for GPT-4 to inspect the quality of the generated instance – Part 2

## Data Quality Evaluation Requirements
1. Determine whether the generated questions are related to the provided financial subtopic.
2. Assess whether the generated questions meet the requirements of the evaluation subtask,
paying particular attention to whether questions for multi-hop reasoning tasks require multi-hop
reasoning.
3. Check if the answers to the generated questions are correct and whether they can be fully
answered based on the provided long document.
4. Evaluate whether the extracted relevant passages from the original text are complete and
sufficiently support the full answer to the generated questions.
## Output Requirements and Format for Evaluation and Correction Results
Only when you assess the quality of the data as 1 should you make corrections; no corrections are
needed for 0 or 2.
During the data quality evaluation process, pay special attention to the following key points:

- For questions of the form “yes or no” where the answer is usually “yes” or similar affirmative
responses, please mark the quality as 0. This is because it is generally impossible to generate data
pairs with a “no” answer, and such generated data would bias our dataset; therefore, please remove
this type of generated data.

- For multi-hop reasoning questions, pay special attention to whether the question requires
multi-hop reasoning, meaning the (retrieval-augmented) large language model needs to engage in
at least two steps of “thinking-answering” reasoning to fully resolve the issue. If the question
only adds complex conditions but can still be solved with a single inference, the quality of such
generated data should be marked as 0 or 1. If it can be corrected based on the original document,
mark it as 1 and correct it. If it cannot be corrected, mark it as 0.
The evaluation results should be returned in JSON format, with the specific format and
requirements as follows:
{

"evaluation": An integer value indicating the assessment result of the generated data quality,
with values in [0, 1, 2].

"corrected_result": A JSON list format of the corrected results for data assessed as quality
1, making them high-quality evaluation data. If the evaluation quality is 0 or 2, this attribute
should be None. Note: The data format and types should be completely consistent with the input
evaluation data generated by the large language model; only the contents of the internal attributes
are corrected.
}
## Long Document in the Financial Domain Used for Data Generation
{doc_str}
## Financial Subtopic that the Generated Data Should Conform to
{topic_name} ## Description and Requirements of the Evaluation Task to Which the Generated
Data Belongs
### Task Name
{task_name}
### Task Requirements
{task_require}
## Evaluation Data Generated by the Large Language Model
{gen_datas}
## Evaluation and Correction Results

Figure 26: Instructions for GPT-4 to inspect the quality of the generated instance – Part 2.
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