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Abstract

Large Language Models (LLMs) have shown001
remarkable reasoning capabilities in mathemat-002
ical and scientific tasks. To enhance complex003
reasoning, multi-agent systems have been pro-004
posed to harness the collective intelligence of005
LLM agents. However, existing collaboration006
structures are either predefined or rely on ma-007
jority voting or round-table debates, which can008
suppress correct but less dominant agent con-009
tributions. Recent approaches model multi-010
agent systems as graph networks but optimize011
purely for agent performance, neglecting the012
quality of interactions. We hypothesize that013
effective agent communication is crucial for014
multi-agent reasoning and that debating qual-015
ity plays a significant role. To address this,016
we propose OPTAGENT, a multi-agent verbal017
reinforcement learning algorithm that dynami-018
cally constructs and refines multi-agent collab-019
oration structures. Our method defines action020
spaces and a feedback mechanism that evalu-021
ates communication robustness and coherence022
throughout the debate. The final decision is023
achieved through a majority vote over all the024
agents. We assess OPTAGENT on various rea-025
soning tasks, including mathematical reason-026
ing, creative writing, scientific reasoning, and027
numerical sorting. Results demonstrate that028
our approach significantly outperforms single-029
agent prompting methods and state-of-the-art030
multi-agent frameworks on diverse tasks.031

1 Introduction032

Large Language Models (LLMs) have exhibited033

significant potential in reasoning across various034

downstream tasks, including elementary mathemat-035

ical reasoning, and fundamental science reason-036

ing (Brown et al., 2020; Dubey et al., 2024; Wei037

et al., 2022; Wang et al., 2023b). Despite these038

initial successes, existing methodologies necessi-039

tate meticulously crafted prompt strategies that are040

often fixed for certain tasks (Yao et al., 2023; Besta041

et al., 2024). This approach lacks flexibility, as042

the users have to define different prompts under 043

different scenarios, especially for complex reason- 044

ing tasks. A promising solution that mitigates the 045

challenge is to explore multi-agent frameworks that 046

capitalize on the strengths of LLM-based agents. 047

Researchers proposed many multi-agent reason- 048

ing frameworks that enable collaborative debates 049

among multiple LLM agents (Chan et al., 2023; 050

Liang et al., 2024; Chen et al., 2023b; Wang et al., 051

2023a; Chen et al., 2023a), which are akin to hu- 052

man group problem-solving scenarios. 053

Despite these initial successes, existing multi- 054

agent LLM reasoning methods often follow pre- 055

defined or simple group chatting collaboration 056

structures. For example, AutoGen (Wu et al., 057

2023) and ChatEval (Chan et al., 2023) employs 058

pre-defined collaboration structures; ReConcile 059

(Chen et al., 2023b) employs group discussion with 060

confidence-based consensus decision; MAD (Liang 061

et al., 2024) employs group debate with a meta- 062

summarizer as the decision-maker. These methods 063

do not account for the varying interactions of dif- 064

ferently profiled agents, nor do they optimize the 065

sequence of communications to ensure the most 066

effective information flow for specific tasks. As a 067

result, correct but less dominant agent contributions 068

could be overlooked. We believe the interaction 069

schemas should be more flexible and further opti- 070

mized for task-specific communication efficacy. 071

Recent trends in multi-agent collaboration em- 072

phasize using graph optimization techniques to en- 073

able flexible, task-adaptable coordination among 074

agents, enhancing efficacy and scalability in com- 075

plex environments. Specifically, GPT-Swarm 076

(Zhuge et al., 2024) conceptualizes the multi-agent 077

framework as a computational graph. The inspi- 078

ration is drawn from a "Society-of-Mind" concept 079

and highlights the communication and collabora- 080

tion among agents. For optimization, the authors 081

use reinforcement learning to optimize the agent 082

interactions. While previous methods show rea- 083
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sonable performance, they tend to overlook the084

agents’ debate quality, an important aspect of a085

multi-agent framework. We hypothesize that the086

interaction quality between the agents should also087

play an important role in the optimization process.088

More specifically, we believe the optimization al-089

gorithms should also consider metrics like wording090

clarity and logical coherency apart from agent per-091

formance metrics.092

To tackle the above challenges, we propose093

OPTAGENT, an LLM-based Verbal Reinforcement094

Learning framework for Graph Optimization on095

multi-agent collaboration. The goal of OPTAGENT096

is to find the most effective interaction patterns097

in a multi-agent collaboration graph. OPTAGENT098

explicitly considers communication quality when099

identifying the most effective connections between100

agents. To refine the multi-agent collaboration101

structure, OPTAGENT contains a feedback agent102

that evaluates the quality of the agent interactions103

and an action agent that updates the multi-agent col-104

laboration graph based on the feedback. The final105

decision is achieved through a majority vote over106

all the agents. We evaluate OPTAGENT on various107

downstream reasoning tasks, including mathemati-108

cal reasoning, scientific reasoning, creative writing,109

and sorting tasks. Our experimental results demon-110

strate that OPTAGENT significantly outperforms111

single-agent prompting methods and state-of-the-112

art multi-agent debating schemas on diverse rea-113

soning tasks across various LLM families. We also114

present a case study to illustrate the efficacy of our115

framework.116

2 Related Work117

LLM Reasoning Prompting The field of large118

language models (LLMs) has seen significant ad-119

vancements in recent years, particularly in the120

area of reasoning prompting. Various prompt121

engineering methods have been developed, aim-122

ing to improve large language models’ reason-123

ing ability across various tasks and domains.124

Chain-of-thought (CoT) prompting (Wei et al.,125

2022) prompts the large language models (LLMs)126

to divide their reasoning process into smaller127

steps when solving a question, forming a chain128

of thoughts. Chain-of-thought self-consistency129

prompting (Wang et al., 2023b) improves on the130

CoT method by proposing different reasoning131

chains and ensembles on the final result. Tree-of-132

thought (ToT) prompting method (Yao et al., 2023)133

actively maintains a tree of thoughts, where each 134

thought is a coherent language sequence that serves 135

as an intermediate step toward problem-solving. 136

Graph-of-thought (Besta et al., 2024) further im- 137

proves ToT by constructing a Directed Graph in- 138

stead of a tree. LLMs can loop over a thought to 139

refine it and aggregate thoughts or chains. There 140

are also other X-of-thought prompting methods de- 141

veloped for various different downstream tasks and 142

datasets (Chen et al., 2023c; Sel et al., 2024; Bi 143

et al., 2024; Jin et al., 2024). Another notable con- 144

tribution to the field is the systematic survey on 145

prompting techniques by the Prompt Engineering 146

Guide (Schulhoff et al., 2024). This survey cate- 147

gorizes various prompting methods and their ap- 148

plications, emphasizing the importance of prompt 149

design in enhancing LLM reasoning. 150

Multi-Agent Reasoning Recent advancements 151

in large language model (LLM) multi-agent frame- 152

works have garnered significant attention in the 153

field of artificial intelligence. Studies such as (Wu 154

et al., 2023; Chen et al., 2023a; Lu et al., 2024) 155

have highlighted the impressive reasoning capa- 156

bilities of LLMs, which have been leveraged to 157

create autonomous agent systems that are capable 158

of complex problem-solving and perform better 159

than single agents. 160

The question is how researchers can design ef- 161

fective multi-agent reasoning frameworks. There 162

have been several studies and analyses on the ef- 163

ficiency and effectiveness of multi-agent debating 164

systems over reasoning tasks (Wang et al., 2023a, 165

2024; Pezeshkpour et al., 2024). However, most 166

of the interaction schemas and decision strategies 167

are either pre-defined (Wu et al., 2023; Chan et al., 168

2023), or follow a simple structure such as group 169

debate, majority voting, summarizer decision, or 170

a combination of the above strategies (Chen et al., 171

2023b; Liang et al., 2024; Chan et al., 2023). Re- 172

cently, several researchers from KAUST proposed 173

GPTSwarm (Zhuge et al., 2024), in which they 174

suggest that the multi-agent system can be con- 175

sidered as a graph network and thus their inter- 176

action patterns can be optimized by optimization 177

algorithms. They also conduct individual opti- 178

mizations on agents by conducting prompt opti- 179

mization. However, their optimization is heavily 180

performance-oriented, overlooking the debating 181

quality of the agents. This is something that should 182

also be considered in LLM free generation. 183
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3 OPTAGENT Framework184

3.1 Problem Definition185

Given a problem P , and N LLM agents186

A1, A2, ..., AN , our goal is to find the answer to187

question P . We achieve this goal through using188

LLMs as agents to conduct logical reasoning and189

structured discussions. Each agent is a distinctly190

prompted LLM capable of generating the answer191

and the corresponding CoT reasoning process.192

3.2 Framework Overview193

In our setting, we view the multi-agent collabora-194

tion framework as a graph. Each agent is a node195

in the graph, denoted by Ai; the communications196

between agents are the edges, denoted by eij . We197

hypothesize that the interaction quality will be dif-198

ferent for differently profiled agents, and the best199

connection order would allow the best informa-200

tion propagation pattern for a particular task. The201

goal of OPTAGENT is to optimize the connections202

between the agents and improve the overall perfor-203

mance of the multi-agent collaboration framework.204

In our verbal reinforcement learning process, we205

design two meta agents, LLMreflect and LLMact.206

which handle reflection and action processes, re-207

spectively. The training process involves selecting208

connections based on probability scores and updat-209

ing them through reinforcement learning. Finally,210

a majority voting strategy is used to determine the211

final answer after executing the graph.212

3.3 Initial Graph Setup213

Agent Profiling and Force Decoding Given a214

group of LLM agents A1, ...Ai, we ensure similar215

but different reasoning by assigning the agents with216

the same baseline reasoning prompt but different217

agent profiles in system prompts (see Appendix218

B). The seven agent profiles were manually crafted219

to reflect common reasoning strategies found in220

human problem-solving, such as deductive logic,221

intuition, and domain expertise. For the 3-agent222

and 5-agent scenarios, we randomly select 3 and 5223

profiles from the proposed profiles, respectively. To224

promote versatility, we force the model to generate225

three different outputs for each agent profile and226

randomly choose one of the outputs as its initial227

answer to the input question.228

Connection Initialization Given a group of229

agents A1, ...Ai, and possible connections between230

the agents e12, ..., eij , we first get the group of231

utility scores u(Ai), which is the average self- 232

evaluated confidence score given by the agent Ai 233

for the given task. We first randomly sample ten 234

problems from the dataset, collect the confidence 235

score from each agent on each question, and then 236

calculate the average confidence score u(Ai). 237

Then, we calculate the connection score of an 238

edge, s(eij) = u(Ai)∗u(Aj), which is determined 239

by the utility score of the two connecting nodes. 240

We will update the connection scores during the 241

reinforcement learning process. Based on all of 242

the connection scores, we assign the probability, 243

p(eij) =
s(eij)∑
s(eij)

to each connection eij , which is 244

the proportion of the connection score s(eij) to the 245

sum of the connection scores. The probabilities 246

will serve as selection references in the first epoch 247

of our training process. 248

3.4 Verbal Reinforcement Learning 249

Inspired by the Reflexion framework (Shinn et al., 250

2023), we design an LLM self-controlled verbal 251

optimization for graph generation. First, we design 252

two meta agents: LLMreflect and LLMact. We 253

also create a set of action spaces that LLMact can 254

choose from to alter the current graph network. 255

Reflection LLMreflect is responsible for gener- 256

ating reflection text after LLMact makes a con- 257

nection between two agents (Ai, Aj). Here, a 258

’connection’ means initiating direct communica- 259

tion between two agents, prompting them to ex- 260

change their initial reasoning and answers, debate 261

their points of view, and revise their reasoning 262

based on the exchange. To generate the feedback, 263

LLMreflect takes in the reasoning arguments of 264

Ai and Aj before and after the interaction process. 265

Then, the reflection text is passed on to LLMact to 266

guide its decision-making process. Specifically, the 267

feedback that LLMreflect generates is determined 268

by two criteria: 269

• Criterion 1: Both agents should answer the ques- 270

tion correctly after making the connection; 271

• Criterion 2: Agents should be logical and coher- 272

ent in their reasoning process. 273

For the first criterion, LLMreflect checks whether 274

the connection helps agent Ai and Aj with answer- 275

ing the question. If both agents got the answer 276

correct, then LLMreflect will give positive feed- 277

back. For the second criterion, LLMreflect checks 278

whether the logical chains are sound and valid. If 279
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Question: Janet's ducks lay 16 eggs per day. She eats three for breakfast 
every morning and bakes muffins for her friends every day with four. She 
sells the remainder at the farmers' market daily for $2 per fresh duck egg. 
How much in dollars does she make every day at the farmers' market?

Ans: 18

Ans:18

Ans: 8

Ans: 9

Ans: 18

This debate is fruitful as both agents 
provided correct and well-reasoned 
answers... Both agents' reasoning 
chains are logical and convincing...

Round 1 Round 2

Action Agent

Feedback Agent

ACTION: make 
connection (0,1).

Ans: 18

Ans:18

Ans: 8

Ans: 9

Ans: 18

Ans: 18
Ans: 8

Ans: 9

Evaluate
Action Agent

Ans: 18
Ans: 8

Ans: 18

DECISION: 
###keep###
ACTION: make 
connection (0,3).

Ans:18 Ans: 18 Ans:18 Ans: 18

Feedback 
Agent

Agent 3 corrected this mistake… The 
explanations are well-articulated, 
making the interaction fruitful... and 
correction of initial errors.

Generate Feedback Generate Feedback

Evaluate

...

Step 1: Agent Profiling

Step 2: Score Calculations

Step 3: Verbal 
Reinforcement Learning

Step 4: Graph Construction 
and Inference

Ans: 18

Ans:18

Ans: 18

Ans: 18

Ans: 18

Majority Answer: 18

Explainer Robust 
Reasoner

Logical 
Thinker

Expert

Deductive 
Reasoner

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

Proposed Connection Existing Connection

Step 3: Verbal Reinforcement Learning

0.9 0.8 0.75 0.9 0.85
Average 

Confidence
Connection Score S(eij) = u(Ai) * u(Aj)

=

Figure 1: Overview of OPTAGENT framework. The overall pipeline is on the left side; an example process for
verbal reinforcement learning is shown on the right.

both agents demonstrate good reasoning quality280

during the interaction process after seeing each281

other’s reasoning, LLMreflect will give out good282

feedback. Otherwise, LLMreflect will have nega-283

tive feedback on the connection (Ai, Aj). Detailed284

instruction prompts for LLMreflect are provided285

in Appendix B.286

Action LLMact is responsible for conducting ac-287

tions at each step, from the pre-defined action pool:288

• Make a connection between the two agents289

(Ai, Aj) to initiate debate;290

• Keep a previously made connection (An, Am);291

• Delete a previously made connection between292

the two agents (An, Am) to prohibit debate.293

After LLMact receives the verbal feedback, it will294

make a decision to keep or delete the previously295

made connection. For instance, if LLMact de-296

cided to make a connection (Ai, Aj) but conse-297

quently received negative feedback in this round,298

then LLMact would remove the connection. We299

decrease their connection score s(eij) for removed300

connections. If LLMact receives positive feedback,301

it will keep the connection (Ai, Aj) in the graph,302

and we increase the connection score s(eij). Be-303

fore deciding whether or not to keep the current304

edge, LLMact would also look back at the feed-305

back history of the current edge in previous rounds.306

After the decision, LLMact makes a connection307

that hasn’t been explored during the current train-308

ing epoch. The result of the newly created connec-309

tion will be evaluated and passed on to LLMreflect310

for the next round of reflection text generation.311

3.5 Training Process 312

To start the Reinforcement learning process, we 313

perform weighted random sampling to select a con- 314

nection (Ai, Aj) based on the probability score of 315

the connections. At later epochs, LLMact is re- 316

sponsible for choosing a connection (Ai, Aj). Af- 317

ter LLMact takes action, we execute the debate 318

process between Ai and Aj , and then pass the re- 319

sults to LLMreflect for feedback, which is then 320

given to LLMact for decision-making. We update 321

the connection score eij after LLMact has decided 322

whether to keep the connection (Ai, Aj). The con- 323

nection score s(eij) is increased by α ∗ ŝ(eij) if 324

LLMact chooses to keep it and decreases other- 325

wise, where α is the learning rate we set, and ŝ(eij) 326

is the current connection score of connection eij . 327

We repeat the above process in the current epoch 328

until every connection is visited once for an up- 329

date. The pseudocode algorithm is provided in 330

Algorithm 1 in the Appendix. 331

3.6 Inference Process 332

After the framework is trained with the connec- 333

tion weights updated, we construct the final graph 334

before doing inference. Connections with higher 335

scores are established first. The construction pro- 336

cess continues until all agents have been visited. 337

We consider the information flow within the graph 338

as complete when each agent Ai has interacted with 339

at least one other agent Aj . The final decision is 340

determined using a majority voting strategy as the 341

final answer Ansfinal = mode(Ans1, ..., Ansn), 342

where Ans1, ..., Ansn are answers provided by dif- 343

ferent agents in the graph. The pseudocode algo- 344

rithm is provided in Algorithm 2 in the Appendix. 345
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4 Experiments346

4.1 Experimental Setup347

Dataset and Tasks We experiment OPTAGENT348

on four downstream tasks: math reasoning, creative349

writing, science reasoning, and sorting. All exper-350

iments were tested on publicly available datasets.351

For the math reasoning task, we use two datasets:352

GSM8K (Cobbe et al., 2021), which contains353

grade school arithmetic questions, and MATH354

(Hendrycks et al., 2021), which contains high355

school-level mathematical questions spanning six356

different fields. We also include two adversarial357

reasoning datasets that are built on GSM8K: Adver-358

sarialGSM (Xie et al., 2024) in which we will refer359

to as AdvGSM in Table 3, and GSM-PLUS (Li360

et al., 2024). AdvGSM contains questions that are361

changed only in number magnitude, and have three362

levels of difficulties, with M3 being the easiest us-363

ing same magnitude with GSM8K, and M1 being364

the hardest. For each of the reasoning datasets ex-365

cept AdvGSM, we randomly select 100 questions366

from the dataset for evaluation. For AdvGSM, we367

randomly select 100 questions from each magni-368

tude for evaluation. For creative writing, we follow369

the setup in (Yao et al., 2023), where we test on 10370

examples. For sorting, we randomly generate 100371

numerical sequences at length 8, 16, 32.372

Model and Implementation We experiment the373

baselines and OPTAGENT utilizing GPT-3.5-turbo374

(Brown et al., 2020), GPT-4o (OpenAI, 2023), or375

the LLaMa 3.1-70B model (Dubey et al., 2024).376

We direct call model APIs for prompting. For all377

models, We set the temperature to 0.5, and topk378

to 1.0. For GPT-Swarm and OPTAGENT, we use379

a total of three data points to train the framework.380

All agents, including the baselines, are prompted381

with the 0-shot CoT prompt. We train OPTAGENT382

on three randomly sampled data points from the383

dataset and report the performance on randomly384

sampled evaluation datasets mentioned before. We385

run OPTAGENT three times and report the mean386

performance. We use majority voting as our final387

decision strategy and a random choice when there388

is a tie. We provide a cost analysis under the 5-389

agent scenario for some baselines in AppendixC.390

Baselines We compared OPTAGENT with six391

single-agent prompting methods and state-of-the-392

art multi-agent baseline methods as below:393

• Single Model Prompts in which we include 3394

prompts: DirectIO, where we ask the model395

for a direct answer without explanations; 0-Shot 396

CoT, where we ask the model to provide step- 397

by-step reasoning without providing any demon- 398

strating examples; ToT, where we follow (Yao 399

et al., 2023) and implement their framework. 400

• Simple Debate, where we initiate several in- 401

stances of non-profiled agents with the same 402

0-shot CoT prompt. The agents are provided 403

with each other’s reasonings and answers, and 404

are asked to reflect on their own reasoning. We 405

let models debate for 2 rounds and utilize a ma- 406

jority voting to decide the final answer. 407

• GPTSwarm (Zhuge et al., 2024), where we fol- 408

low the original implementation. We train the 409

framework using three randomly sampled data 410

points from the dataset and report the perfor- 411

mance. We run GPTSwarm three times and re- 412

port the mean performance. 413

• ReConcile (Chen et al., 2023b), where we fol- 414

low the original implementation, using GPT-3.5- 415

turbo and gpt-4o models as backbone, respec- 416

tively. We report their performance in mathemat- 417

ical reasoning datasets. We run ReConcile three 418

times and report the mean performance. 419

4.2 Evaluation Metrics 420

Math and Science reasoning We report the per- 421

formance in terms of accuracy following prior 422

benchmarks and papers. The datasets include 423

GSM8K, AdvGSM, GSM-PLUS, MATH, ARC 424

and GPQA. We report the detailed post-processing 425

and evaluation description in the Appendix. 426

Creative Writing We follow the metrics in (Yao 427

et al., 2023) and report the performance in terms 428

of Coherence score, which another GPT-4 model 429

evaluates. We provide the evaluation prompt in 430

Appendix B. 431

Sorting We follow the metrics in (Besta et al., 432

2024) and report the performance in terms of error 433

scope, defined by the sum of the number of wrongly 434

sorted elements and missing elements. 435

4.3 Main Results 436

Math Reasoning We compare OPTAGENT with 437

multi-agent simple debating baselines on Math Rea- 438

soning datasets in Table 1. The backbone LLMs 439

(i.e., the primary large language model underlying 440

all agents) include GPT-3.5-turbo and LLaMa 3.1- 441

70B. OPTAGENT performs better on the original 442
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Model Prompt Class Framework Type GSM8K AdvGSM-M3 AdvGSM-M2 AdvGSM-M1 GSM-PLUS MATH

GPT-3.5-
turbo

Single Agent
DirectIO 35.0 52.0 28.0 15.0 27.0 8.0

0-Shot CoT 73.0 87.0 75.0 30.0 59.0 22.0
ToT 80.0 89.0 76.0 30.0 61.0 25.0

3-Agent

Simple Debate 77.0 90.0 79.0 31.0 62.0 25.0
GPT-Swarm 79.6 91.3 80.6 33.6 63.0 28.0
ReConcile 80.6 90.3 80.0 34.3 63.6 29.0

OPTAGENT 81.3 91.0 81.3 34.0 64.3 29.3
Accuracy Only 81.0 90.0 81.0 33.0 64.0 29.0

No Forced Sampling 79.0 89.0 81.0 32.0 63.0 29.0
Reconsider Minority 78.0 88.0 81.0 30.0 61.0 28.0
Split Action Agents 81.0 90.0 82.0 34.0 64.0 29.0

5-Agent

Simple Debate 78.0 91.0 82.0 33.0 62.0 30.0
GPT-Swarm 81.3 92.6 85.3 35.3 66.6 32.6
ReConcile 82.3 93.6 86.3 36.3 66.3 33.3

OPTAGENT 87.3 95.6 85.3 38.6 66.0 34.6
Accuracy Only 84.0 94.0 84.0 36.0 64.0 33.0

No Forced Sampling 84.0 94.0 84.0 37.0 65.0 32.0
Reconsider Minority 85.0 95.0 86.0 36.0 69.0 37.0
Split Action Agents 86.0 95.0 85.0 38.0 66.0 34.0

GPT-4o 5-Agent

Simple Debate 97.0 98.0 85.0 42.0 86.0 41.0
GPT-Swarm 97.0 98.0 87.0 44.0 88.0 42.0
ReConcile 98.0 99.0 87.0 44.0 89.0 42.0

OPTAGENT 98.0 98.0 88.0 45.0 88.0 45.0

Table 1: Main results table on Math Reasoning Task. The best-performing methods on each dataset under each
number-of-agent scenario are bolded, and the second-best are underlined. The results below OPTAGENT represent
the variants of OPTAGENT framework. The detailed setting and discussion are presented in Section 4.4.

Multi-Agent Framework GSM8K GSM8K-M3 GSM8K-M2 GSM8K-M1 GSM-PLUS MATH

3 GPT-3.5-turbo 82.0 91.0 82.0 34.0 65.0 29.0

1 LLaMa3.1 70B + 2 GPT-3.5-turbo 83.0 87.0 84.0 35.0 63.0 33.0

2 LLaMa3.1 70B + 1 GPT-3.5-turbo 84.0 83.0 73.0 34.0 61.0 34.0

3 LLaMa3.1 70B 92.0 71.0 56.0 26.0 62.0 33.0

Table 2: Mixture of Model Ablation Task. All the multi-agent frameworks are optimized with OPTAGENT.

datasets like GSM8K and MATH than the sim-443

ple debating baselines, and significantly outper-444

forms the single-agent baselines. The performance445

increase is more prominent in 5-agent scenarios446

compared with 3-agent scenarios. We present also447

present the results of two adversarial datasets in col-448

umn 5 to 8. OPTAGENT demonstrates robustness449

in the adversarial math reasoning datasets, outper-450

forming the baseline scheme and frameworks by a451

similar margin compared with the original datasets.452

We also conduct experiments on the mathemat-453

ical datasets with GPT-4o as the backbone model.454

With enhanced reasoning ability, even the simple455

debating method performs near-perfectly on basic456

math reasoning datasets. We still see a slight per-457

formance increase using the multi-agent debating458

frameworks on more challenging datasets.459

Creative Writing Results for creative writing460

task is reported in Figure 2. OPTAGENT increase461

the coherence score by an average of at least 0.1462

points across different settings under this task.463

Figure 2: Results on Creative Writing, measured in
terms of coherence scores.

Compared with Tree-of-Thought, which used a 464

single model to explore different branches, OP- 465

TAGENT achieves slightly better performance. In- 466

creasing the number of agents only brings marginal 467

performance improvement, and adding more agents 468

from 5 to 7 does not seem to help with the perfor- 469

mance of the multi-agent framework. 470
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Number of Agents Framework Type GSM8K GSM8K-M3 GSM8K-M2 GSM8K-M1 GSM-PLUS MATH

3-Agent
Simple Debate 77.0 90.0 79.0 31.0 62.0 25.0

+Profiling 82.0 (+5.0) 90.0 (+0.0) 82.0 (+3.0) 33.0 (+2.0) 64.0 (+2.0) 29.0 (+4.0)
OPTAGENT 82.0 (+5.0) 91.0 (+1.0) 82.0 (+3.0) 34.0 (+3.0) 65.0 (+3.0) 29.0 (+4.0)

5-Agent

Simple Debate 78.0 91.0 82.0 33.0 62.0 30.0
+Profiling 83.0 (+5.0) 94.0 (+3.0) 84.0 (+2.0) 35.0 (+2.0) 66.0 (+4.0) 31.0 (+1.0)

OPTAGENT 87.0 (+9.0) 96.0 (+5.0) 86.0 (+4.0) 38.0 (+5.0) 67.0 (+5.0) 34.0 (+4.0)

7-Agent
Simple Debate 78.0 92.0 81.0 34.0 62.0 30.0

+Profiling 83.0 (+5.0) 95.0 (+3.0) 85.0 (+4.0) 35.0 (+1.0) 65.0 (+3.0) 31.0 (+1.0)
OPTAGENT 85.0 (+7.0) 98.0 (+6.0) 86.0 (+5.0) 37.0 (+4.0) 68.0 (+6.0) 33.0 (+2.0)

Table 3: Performance of OPTAGENT on GPT-3.5-turbo under 3, 5, and 7-agent scenarios. "Simple Debate" refers
to agents debating without profiles and forced generation. "+Profiling" refers to debating with added profiles.
OPTAGENT contains both Profiling and Verbal Reinforcement Learning. We bold the best performing variant. The
deltas stand for differences between variant from simple debate baseline.

4.4 Ablation Study471

Train on Accuracy Only In this experiment, we472

study the effect of considering interaction quality473

by asking LLMact to consider only correctness474

instead of interaction quality when training. The475

results are demonstrated in Table 1. Under the 5-476

agent scenario, considering only accuracy in train-477

ing time would hurt the performance, suggesting478

that considering interaction quality between agents479

LLMact plays a vital role in the training process.480

Under the 3-agent scenario, the performance stayed481

roughly the same, since the agents’ profiles and in-482

teractions between the agents are more limited than483

in the 5-agent scenario.484

Forced Generation and Random Initial Output485

Sampling We examine the impact of forced gen-486

eration, where each agent generates multiple out-487

puts using stochastic decoding, and one is randomly488

selected. The results are demonstrated in Table 1.489

Removing this (i.e., using greedy decoding) sig-490

nificantly reduced reasoning diversity and perfor-491

mance under both 3-agent and 5-agent scenarios.492

Split Agent LLMact In this study, we split493

LLMact into two agents: LLMpropose, which is494

responsible for proposing the new connections;495

and LLMdecide, which is responsible for deciding496

whether or not to keep an edge. LLMreflect will497

interact with LLMdecide only. LLMpropose would498

be provided with a summary of the conversation499

history between LLMreflect and LLMdecide. We500

do not see much performance difference across501

datasets under this setting compared with OPTA-502

GENT, which used a single agent LLMact, for the503

3-agent and the 5-agent scenario.504

Reconsidering Minority In this setup, if one505

agent gets a unique answer while the other agents506

all got the same majority answer, the unique answer 507

would be considered as a "minority answer", and 508

we would prompt a group discussion on the unique 509

answer first before executing the graph. From the 510

results in Table 1 as well as the upper-bound analy- 511

sis results in Table 8, we can see that this strategy 512

brings up the performance in datasets where we 513

have a bigger gap between OPTAGENT and the the- 514

oretical upper-bound performance. It suggests that 515

the models that had the wrong reasoning will be 516

able to catch their mistakes from this discussion 517

process. However, this approach does not work 518

under the 3-agent scenario, where there are many 519

instances where one agent has the wrong answer. 520

This suggests that the agents are also prone to over- 521

thinking and would be misled by the wrong answer. 522

Mixture of Models as Agents Table 2 shows 523

the results of using different backbone models as 524

agents in OPTAGENT under the 3-agent setting. On 525

adversarial datasets where GPT-3.5-turbo performs 526

better than LLaMa3.1, we observe that the perfor- 527

mance of OPTAGENT using GPT-3.5-turbo as the 528

backbone model is better than using LLaMa3.1 529

as the backbone model. This suggests that the 530

communication quality is heavily affected by the 531

performance of the backbone models. 532

Different Initialization Methods We present the 533

effects of different initialization methods for con- 534

nection scores during the training process in Table 535

4. "Random Initialization" means all weights are 536

initialized randomly between 0 and 1; "Uniform 537

Initialization" means all weights are initialized to 538

be 0.5; "Confidence-based Initialization" is intro- 539

duced in Section 3.3. From the table, we see that 540

random initialization performs the worst among all 541

initialization methods, while uniform initialization 542

and confidence score initialization performs around 543
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Number of Agents Framework Type GSM8K GSM8K-M3 GSM8K-M2 GSM8K-M1 GSM-PLUS MATH

5-Agent

Random Initialization 85.0 95.0 85.0 36.0 66.0 34.0

Uniform Initialization 87.0 95.0 86.0 37.0 68.0 35.0

Confidence Scores 87.0 96.0 86.0 38.0 67.0 34.0

Table 4: Performance of OPTAGENT under different initialization methods for the connection scores.
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Figure 3: Training Convergence Trend for OPTAGENT
under the 5-Agent Setting.

the same across datasets. This suggests that LLMs544

with different profiles tend to have similar initial545

confidence self-assessments.546

Effects of Profiling We present a more detailed547

performance report of OPTAGENT on GPT-3.5-548

turbo in Table 3. Compared with simple debating,549

profiling the agents provide prominent improve-550

ment. OPTAGENT further adds to the performance551

by doing only profiled debate, and the improve-552

ment is most significant in the 5-agent scenario.553

Combined with the previous section, where we554

reconsidered the minority answers, having differ-555

ent answers and promoting critical thinking would556

greatly improve model performance on math tasks.557

Number of Agents From Table 3, we see that the558

performance enhancement is at its best in 5-agent559

scenarios. Adding more than 5 agents does not560

seem to help with answering the questions. Similar561

patterns can be found in the upper-bound analysis562

in Table 8, as well as in other works such as (Wang563

et al., 2024). This suggests that simple scaling564

is not the best way - continuously increasing the565

number of agents does not guarantee improvement566

on multi-agent systems for reasoning datasets.567

Training Convergence We provide additional568

study on framework convergence trend in Figure 3.569

On harder datasets like AdvGSM-M1 and MATH,570

our framework quickly plateaus from the second571

epoch. The results suggest that the basic reason-572

ing abilities of the agents greatly affect the learning 573

process; on harder datasets, the agents have difficul- 574

ties forming high-quality answers and interactions, 575

leaving little room for performance improvement. 576

4.5 Additional Reasoning Tasks 577

We provide our experiment results for science rea- 578

soning and sorting in Table 8 in the Appendix. 579

Science Reasoning Datasets like ARC contain 580

questions that do not require step-by-step reason- 581

ing, but direct knowledge retrieval. For these ques- 582

tions, the model’s knowledge base and understand- 583

ing of the questions are more important than the 584

logical reasoning process. On more challenging 585

datasets such as GPQA, we find that the base back- 586

bone model’s reasoning ability significantly drags 587

down the overall performance of OPTAGENT. 588

Sorting Sorting task requires the base backbone 589

model to have good planning ability. However, the 590

agents often struggle to generate good explanations 591

and reasoning for each of their steps, which poses 592

a significant hurdle when agents have discussions. 593

In complex planning tasks, the more promising 594

direction would be to involve external specialized 595

planning modules into the multi-agent framework. 596

5 Conclusion 597

This paper proposes OPTAGENT, an LLM-based 598

Verbal Reinforcement Learning framework for 599

Graph Optimization on multi-agent collaboration. 600

OPTAGENT explicitly considers communication 601

quality when identifying the most effective connec- 602

tions between agents. OPTAGENT contains a feed- 603

back agent that evaluates the quality of the agent 604

interactions and an action agent that updates the 605

multi-agent collaboration graph based on the feed- 606

back. Results on several downstream reasoning 607

tasks demonstrate that OPTAGENT significantly 608

outperforms single-agent prompting methods and 609

state-of-the-art multi-agent frameworks on diverse 610

tasks. Detailed analysis highlights the needs for 611

task-specific designs for complex planning tasks. 612
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Limitations613

Potential Risk We acknowledge that due to the614

inherent training and dataset bias of the base back-615

bone models, and our incomplete controls of the616

models, our framework could potentially produce617

harmful content.618

Limited Experiments Due to computational cost619

and timeconstraints, our experiments was con-620

ducted on a limited number of tasks and datasets,621

with a randomly chosen subset. Our conclusions622

and analysis could be further enhanced by testing623

on more tasks and datasets.624

Computational Cost OPTAGENT relies on initi-625

ating multiple model instances and requires mul-626

tiple prompts per round. The repetitive callings627

impose heavy time and output token costs for628

OPTAGENT.629

Model Reasoning Ability Dependency The abil-630

ity of multi-agent framework is heavily influenced631

by the ability of the individual backbone models.632

Framework performance and optimization effec-633

tiveness could vary between models and datasets.634

Incomplete Control Over Models For the API-635

based models, we note that we do not possess com-636

plete control over their behavior, and the proba-637

bility and confidence estimations are post-hoc in638

nature.639

Ethics Statement640

This research adhered to the ethical standards and641

best practices outlined in the ACL Code of Ethics.642

Language Models can sometimes produce illogi-643

cal or inaccurate reasoning paths, so their outputs644

should be cautiously used. The outputs are only645

examined to understand how a model arrives at646

its answers and investigate why it makes certain647

errors. All experiments used publicly available648

datasets from previously published works and did649

not involve ethical or privacy issues.650
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A Additional Tasks806

GSM Question ARC Question
Janet’s ducks lay 16 eggs
per day. She eats three
for breakfast every morn-
ing and bakes muffins for
her friends every day with
four. She sells the remain-
der at the farmers’ market
daily for $2 per fresh duck
egg. How much in dollars
does she make every day
at the farmers’ market?

Which of the following
statements best explains
why magnets usually stick
to a refrigerator door?

Table 5: Question comparison between GSM8K and
ARC.

Even though our multi-agent framework achieves807

some improvement over the math reasoning and808

the creative writing task, all multi-agent interac-809

tion schemes, including multi-agent debate and our810

optimization method, fail to enhance performance811

over the science reasoning task and the sorting task.812

The results are shown in Table 8813

B Prompt Templates814

B.1 Verbal Reinforcement Learning Meta815

Agents816

Prompt for LLMreflect817
818

Given a question , the golden answer , and819
interactions between two agents ,820

generate some feedback on the821
quality of the interaction. Your822
feedback should consider two823
standards: 1. Whether the agents got824
the answers correctly. The debate825

is not fruitful if either agents got826
the question wrong. 2. whether the827

agents ' reasoning chains are logical828
and convincing. Specifically , are829

the steps logically connected and830
easy to follow? Are there any831
inconsistencies or contradictions?832
Did the agent explain its reasoning833
well? Question: {question} Golden834
Answer: {answer} Previous response835
from Agent{agent1_num }: {response1 };836
Previous response from Agent{837

agent2_num }: {response2 }; Response838
from Agent{agent1_num} after839
interaction: {response1 }; Response840
from Agent{agent2_num} after841
interaction: {response2}842843

Prompt1 for LLMact844
845

Given the interaction between two agents 846
, and the feedback for the 847
interaction , decide whether the 848
interaction should be kept or not. 849
Your decision should be either 'keep 850
' or 'delete '. Your answer should 851
follow the following format: ' 852
DECISION: ### your\_decision ###'. 853
Response from Agent{agent1_num }: { 854
response1 }; Response from Agent{ 855
agent2_num }: {response2 }; Feedback 856
from meta agent: {feedback} 857858

Prompt2 for LLMact 859
860

Given a list of unexplored connections 861
between agents , their connection 862
score , and your conversation history 863
, choose one of the connections for 864
the agents to interact. Your action 865
should follow the following format: 866
'make connection (0, 1) '. Your 867
answer should follow the following 868
format: 'ACTION: ### your_action ###'. 869
Unexplored connections: { 870

matrix_connect} 871872

B.2 Agent Profiles 873

Explainer 874
875

You are a {task} explainer focused on 876
breaking down complex questions/ 877
tasks into simple , understandable 878
steps. Your goal is to answer the 879
question/solve the task by providing 880
clear , step -by-step explanations. 881882

Expert 883
884

You are a {task} expert with extensive 885
knowledge in the {task}. Your role 886
is to provide accurate and detailed 887
solutions. Ensure your explanations 888
are thorough and precise. 889890

Logical Thinker 891
892

You are a logical thinker who excels at 893
breaking down complex problems into 894
logical steps. Your role is to 895
approach {task} methodically , 896
ensuring each step follows logically 897
from the previous one. Focus on 898

clear , logical reasoning and 899
consistency. 900901

Robust Reasoner 902
903

You are a robust reasoner who excels at 904
tackling complex {task} with 905
thorough and resilient reasoning. 906
Your role is to ensure that every 907
step of the problem -solving process 908
is meticulously verified and 909
logically sound. Focus on providing 910
precise justifications for each step 911

11



. Your goal is to develop solutions912
that are not only correct but also913
robust and reliable.914915

Deductive Reasoner916
917

You are a deductive reasoner who uses918
deductive logic to derive919
conclusions from given premises.920
Your task is to apply logical rules921
and principles to reach sound922
conclusions , ensuring each step is923
justified by the previous one.\924925

Analytical Reasoner926
927

You are an analytical reasoner who928
excels at breaking down complex929
problems into smaller , more930
manageable parts. Provide precise ,931
step -by-step reasoning for each part932
of the problem , clearly explaining933

the logic and methodology behind934
each step.935936

Intuitive Reasoner937
938

You are an intuitive reasoner who relies939
on intuition and insight to solve940

problems. Your role is to trust your941
instincts and use your natural942

understanding of {task} to find943
solutions. Provide precise , step -by-944
step reasoning for each part of the945
problem , clearly explaining how your946
intuition guides you through each947

step.948949

B.3 Debating Prompt950

951
Given another potential answer and952

reasoning given by another agent ,953
recheck your reasoning and answer.954
If you think your previous answer is955
wrong , provide the correct answer956

and your reasoning for it. If you957
think your previous answer is958
correct , explain why it is correct.959
Make sure to include your final960
answer in the format: ### your_answer961
###. Response from another agent: {962
response1}963964

B.4 Question Prompt for Math and Science965

Reasoning966

967
Given a question , give our your968

reasoning process and the final969
answer. MMake sure to include your970
final answer in the format: ###971
your_answer ###. Give our the answer972
in numerical format. Question: {973

question }. Think Step by Step.974975

B.5 Creative Writing 976

Task Prompt 977
978

Write a coherent passage of 4 short 979
paragraphs. The end sentence of each 980
paragraph must be: {input}. Make a 981

plan then write. Your output should 982
be of the following format: 'Plan: 983
Your plan here. Passage: Your 984
passage here '. 985986

Evaluation Prompts 987
988

Analyze the following passage , then at 989
the last line conclude "Thus the 990
coherency score is {s}", where s is 991
an integer from 1 to 10. 992993

B.6 Prompt for Sorting 994

995
<Instruction > Sort the following list of 996

numbers in ascending order. You can 997
generate any intermediate lists , 998

but the final output should be the 999
sorted list of numbers , prefixed 1000
with "Output: ". </Instruction >< 1001
Approach >To sort the list of numbers 1002
follow these steps: 1. Split the 1003

list of numbers into two to four 1004
unsorted sublists , each containing 1005
an equal number of elements from the 1006
original list (make sure they don 't 1007
overlap). 2. Sort each of the 1008

unsorted sublists. 3. Merge the 1009
sorted sublists into a single sorted 1010
list using the merging algorithm 1011

from merge sort.</Approach > 10121013

C Cost Analysis 1014

We provide a cost estimation table for all tested 1015

frameworks under the 5-agent scenario. For Ad- 1016

vGSM, the results are combined for all three mag- 1017

nitudes. OPTAGENT takes more resources to train 1018

on more challenging and lengthy tasks such as 1019

MATH compared with less challenging tasks such 1020

as GSM8K. Compared with the two debating base- 1021

lines, OPTAGENT is more costly in input tokens but 1022

less expensive in output tokens. This is due to the 1023

pairwise connections in OPTAGENT: the agents are 1024

provided with much less input from other agents, 1025

but their reasoning output is about the same. 1026

D Data Processing and Evaluation 1027

For all reasoning datasets, we follow the conven- 1028

tions of previous papers and report the performance 1029

in accuracy, which is the ratio of the number of 1030

questions the model got correct against all tested 1031

questions. For answer parsing and post-processing, 1032
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Framework Type Dataset and Setting Prompt Tokens Completion Tokens Estimated Cost (USD)

OPTAGENT: Training

GSM8K 40786 12097 0.038
AdvGSM 127349 38451 0.121

GSM-PLUS 41502 11834 0.039
MATH 80286 25003 0.078

OPTAGENT: Inference

GSM8K 223159 109008 0.275
AdvGSM 814637 417360 1.033

GSM-PLUS 272091 139403 0.345
MATH 520376 276451 0.675

ReConcile Inference

GSM8K 451063 92307 0.364
AdvGSM 1305208 269035 1.056

GSM-PLUS 435095 89339 0.352
MATH 851101 250936 0.802

Simple Debate Inference

GSM8K 352690 90023 0.311
AdvGSM 1103691 290367 1.001

GSM-PLUS 360175 92036 0.318
MATH 780312 247603 0.762

Table 6: Cost estimation for tested models for GPT-3.5-turbo under 5-Agent scenario.

Figure 4: Case Study on the agent interaction graph.
Numbers beside the connections signify the order of
the interactions made. The collaboration frameworks is
trained on the GPT-PLUS dataset.

we ask the model to output a specific format, and1033

use the parsing scripts provided with the origi-1034

nal dataset’s code repository. When random sam-1035

pling the evaluation datasets, for MATH and GSM-1036

PLUS, we notice that there are different types of1037

questions and the model’s performance varies with1038

types. For MATH and GSM-PLUS, we randomly1039

sample 14 questions from each of the 7 categories,1040

and then randomly sample 2 questions from the1041

remaining test set. There is a "critical thinking"1042

category in GSM-PLUS, but we omit this as base1043

model have very low performance on the sub cate-1044

gory.1045

E Case Study: Generated Graphs1046

We provide a case study of the graphs in Figure1047

4. This graph is trained on GSM-PLUS, a grade-1048

school-level adversarial mathematical reasoning1049

dataset. Since the Explainer agent has the best ex-1050

plaining ability on its reasoning steps, we first let1051

the explainer and the expert talk with each other.1052

This interaction is the most promising and could1053

produce the most fruitful results. Then, we let the 1054

Expert agent communicate with the Robust Rea- 1055

soner agent, which is similar to the previous debat- 1056

ing process and helps clear the logic for both ends. 1057

The Explainer then moves on to exchange its ideas 1058

with the Logical Thinker and Robust Reasoner, and 1059

the latter two agents then coordinate after the Ex- 1060

plainer fully elaborates its thoughts. The deductive 1061

reasoner has the least connection, where the ex- 1062

plainer agent exchanges its idea with the deductive 1063

reasoner at the end. Our graph construction process 1064

ends after all agents have been visited. 1065

F Additional Ablation Studies 1066

Upper Bound Analysis We provide the upper 1067

bound statistics for GPT-3.5-turbo in Table 8. This 1068

upper-bound is calculated by the "choose-best" 1069

strategy, which, if the model gets the correct an- 1070

swer at one of the trials, then we count the prob- 1071

lem as correctly solved. We found that for easier 1072

datasets, including GSM8K and the easiest adver- 1073

sarial change for GSM8K, the upper-bound is a 1074

full mark. In other words, for every question, if 1075

we force the model to generate different outputs, 1076

at least one of the outputs will contain the correct 1077

answer. On harder tasks such as MATH, we see 1078

that the upper bound is dramatically lower, suggest- 1079

ing that the backbone model struggles to get this 1080

question correctly even after multiple tries. 1081

G Algorithm 1082

We provide the pseudocode algorithm for our 1083

framework in Training and Inference time. 1084

H Usage of AI Assistant 1085

In this paper, we used ChatGPT and CoPilot to help 1086

with grammar mistakes and writing fluency only. 1087
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Setting ARC GPQA Sorting: 8-Number Sorting: 16-Number Sorting: 32-Number

DirectIO 68.0 23.0 0.0 0.0 5.2

0-Shot Chain of Thought 84.0 25.0 0.1 1.0 7.0

3-Agent Debate 82.0 27.0 0.1 0.9 6.2

3-Agent OPTAGENT 82.0 27.0 0.1 0.9 6.1

Table 7: Science Reasoning and Sorting Performance

Scenario GSM8K GSM8K-M3 GSM8K-M2 GSM8K-M1 GSM-PLUS MATH

OPTAGENT 87.0 96.0 88.0 38.0 68.0 34.0

3-Trial UpperBound 90.0 (+3.0) 95.0 (-1.0) 90.0 (+2.0) 37.0 (-1.0) 78.0 (+10.0) 38.0 (+4.0)

5-Trial UpperBound 92.0 (+5.0) 98.0 (+2.0) 92.0 (+4.0) 38.0 (+0.0) 80.0 (+12.0) 41.0 (+7.0)

7-Trial UpperBound 92.0 (+5.0) 99.0 (+3.0) 92.0 (+4.0) 40.0 (+2.0) 80.0 (+12.0) 42.0 (+8.0)

Table 8: UpperBound analysis on GPT-3.5-turbo; Scenario for OPTAGENT represent the best performance under all
the numbers of agents settings. The deltas marks the difference between upperbounds and OPTAGENT performance.

Algorithm 1: OPTAGENT Training Framework
Input: Group of LLM Agents {M0, ...,Mk}; Training Samples D; Initial Scores of the

Connections W = {w0, ..., wj}, Meta Agents LLMact, LLMreflect

Output: Trained Weights {w0, ..., wj}
1 for Datapoint d ∈ D do
2 Initialize R = ∅ to store reflection history
3 while Unmarked Connection Exists in W do
4 wi = MakeConnection

(
LLMact, R)

5 foreach Mk connected by wi do
6 AgentSolve(yk∼Mk)

7 ynewi, ynewj ← Debate
(
Mi,Mj , yi, yj)

8 ri ← Reflect
(
LLMreflect, ynewi, ynewj , yi, yj)

9 Save(R← ri)
10 wi ← Decide

(
LLMact, ri) ▷Update Current Weight

11 Mark(W ← wi)

12 return {w0, ..., wj}
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Algorithm 2: OPTAGENT Inference Framework
Input: Group of LLM Agents {M0, ...,Ml}; Testing Samples D; Trained Weights

W = {w0, ..., wj}, Meta Agents LLMact, LLMreflect

Output: Final Answer Set Y
1 for Datapoint d ∈ D do
2 Initialize Connected← ∅ to Store Connected Agents in Graph
3 for wi ∈W do
4 Initialize Curr ← ∅ to Store Agents Connected by Current wi

5 Initialize Ans← ∅ to Store Answers Given by Agents Connected by Current wi

6 foreach Mk connected by wi do
7 yk ← AgentSolve (d∼M∥)

8 Insert(Connected,Mk)
9 Insert(Curr,Mk)

10 Insert(Ans, yk)

11 yp, yq ← Debate
(
Curr,Ans)

12 Update(yp, yq, Curr) ▷Update the Answers for Agents in Curr
13 if Connected Contains All Agent Instances then
14 yfinal ← Score

(
{yk}jk=0

)
▷Majority Voting for All Agents’ Answers

15 Save (Y, yfinal)
16 Continue to Next Datapoint

17 return Y ;
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