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Abstract
Studying the complex interactions between dif-
ferent brain regions is crucial in neuroscience.
Various statistical methods have explored the la-
tent communication across multiple brain regions.
Two main categories are the Gaussian Process
(GP) and Linear Dynamical System (LDS), each
with unique strengths. The GP-based approach ef-
fectively discovers latent variables with frequency
bands and communication directions. Conversely,
the LDS-based approach is computationally ef-
ficient but lacks powerful expressiveness in la-
tent representation. In this study, we merge both
methodologies by creating an LDS mirroring a
multi-output GP, termed Multi-Region Markovian
Gaussian Process (MRM-GP). Our work estab-
lishes a connection between an LDS and a multi-
output GP that explicitly models frequencies and
phase delays within the latent space of neural
recordings. Consequently, the model achieves a
linear inference cost over time points and provides
an interpretable low-dimensional representation,
revealing communication directions across brain
regions and separating oscillatory communica-
tions into different frequency bands.

1. Introduction
The number of simultaneous neural recordings from various
brain regions has increased recently. These recordings of-
fer opportunities to explore the mechanisms through which
inter-areal communication supports brain function (Kohn
et al., 2020). Brain regions linked to sensory and cogni-
tive functions often display interconnectedness, with signals
transmitted bidirectionally and potentially simultaneously
(Harris & Mrsic-Flogel, 2013; Miller et al., 2018; Wang
et al., 2024). However, the high-dimensional neural record-
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ings typically present a complex view of this concurrent
communication—for example, neurons may concurrently
represent overlapping neural activities within a certain re-
gion. Therefore, uncovering the interactions between differ-
ent brain regions presents a challenging task.

Many statistical methodologies have been employed to ad-
dress the challenge of understanding communications across
multiple brain regions. Hultman et al. 2018 examined multi-
region local field potential data and identified frequency-
based interactions across brain regions using a Gaussian Pro-
cess Factor Analysis model. Following a similar approach,
Gokcen et al. 2022; 2023 suggested that latent variables
can be divided into across- and within-region components.
This model was applied to disentangle the concurrent and
bidirectional communications across brain regions with a
multi-output Squared Exponential kernel. Glaser et al. 2020
developed a switching linear dynamic system to uncover
low-dimensional interactions among multiple brain regions.
This method captured regions responsible for transitioning
between latent states by specifying a novel transition rule.

Broadly categorized into Gaussian Process (GP) and Linear
Dynamical System (LDS) classes, these methods offer dis-
tinct advantages. The GP-based approach, leveraging the
robust representational capability of multi-output kernels,
performs well in discovering latent variables with crucial
information, such as frequencies and directional communi-
cations. Conversely, the LDS-based approach, while com-
putationally efficient with a linear cost in time points, lacks
the powerful expressiveness of GP in latent representation.

Our goal is to combine the strengths of both methodologies
by constructing an LDS that mirrors a GP. Several stud-
ies have explored this connection: Hartikainen & Särkkä
2010 established a framework about converting a single-
output GP with Matern or Squared Exponential kernel to
an LDS, which relied on spectral factorization (Sayed &
Kailath, 2001). Building upon this, Solin & Särkkä 2014
proposed the conversion for single-output periodic kernels,
and Särkkä et al. 2013 extended the single-output conver-
sions to a spatiotemporal GP. However, applying these con-
versions for GP-based multi-region methods is non-trivial
because a gap exists in converting a multi-output GP to an
LDS. One approach to bridge this gap is to assume the kernel
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is separable over spatial and temporal domain (Solin et al.,
2016). This allows us to create a closed-form multi-output
GP-LDS conversion following the framework proposed in
single-output cases.

Consequently, choosing a separable kernel becomes essen-
tial in this study. An effective option is the complex-valued
multi-region kernel (Ulrich et al., 2015), specifically de-
signed to facilitate learning latent interactions encompassing
frequencies and phase delays across brain regions. How-
ever, it is important to note that the connection between an
LDS and a GP with a complex-valued multi-output kernel
remains unknown.

We introduce the Multi-Region Markovian Gaussian Process
(MRM-GP) to model latent representations, where Marko-
vian means the discrete state space representation of a GP.
Our work establishes a connection between an LDS and a
multi-output GP that explicitly discovers frequency-based
latent communications and their directionality via phase
delays. By doing so, we can have three advantages: (1) uti-
lizing the powerful representational capability of kernel
functions; (2) employing the efficient inference algorithm to
ensure a linear computational cost over time points; (3) ex-
tending the LDS to incorporate time-varying frequencies
and delays by switching states.

We test MRM-GP using multi-region spike trains and local
field potential recordings. The model proves its capability
to produce understandable low-dimensional representations.
These representations illustrate the direction of commu-
nication flow among regions and effectively disentangle
oscillatory interactions into diverse frequencies.

2. Background
We introduce the multi-region kernel, a multi-output ker-
nel for modeling interactions across different brain regions.
Then, we demonstrate how a Gaussian Process with this
kernel can be employed to model latent communications
across regions. It is worth noting that various mapping meth-
ods can be used to project latent representations onto neural
recordings, and in this case, we opt for Factor Analysis.

2.1. Multi-Region Kernel

The complex-valued multi-region kernel proposed in (Ulrich
et al., 2015) explicitly models communication frequencies
and phase delays within the latent space of neural data:

Kpp′(τ) =

R∑
r=1

arpa
r
p′ exp

(
− 1

2σ2
τ2 + iη(τ + ϕpp′)

)
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Figure 1. An example of two dimensions across-region latent vari-
ables and one dimension within-region latent variable. Brain region
A and region B have bidirectional communications within different
frequency bands. Each region also has a one-dimensional neural
activity unrelated to the other region.

This kernel ensures separability over space and time, where
p and p′ are two brain regions, τ = t− t′ is the time interval.
In the temporal part, σ signifies the length scale, i =

√
−1

denotes the imagery unit, η represents the communication
frequency between regions. In the spatial part, ϕpp′ rep-
resents the phase delay between region p and p′, arp and
arp′ are amplitudes, and R > 1 denotes the rank number
ensuring positive definiteness.

The separability is required to establish a connection be-
tween the multi-region kernel and a linear dynamic system
(LDS). Moreover, the real part of this kernel Re[Kpp′(τ)] =∑R

r=1 a
r
pa

r
p′ exp(− 1

2σ2 τ
2) cos(η(τ+ϕpp′)), denoted as the

Cross-Spectral Mixture (CSM) kernel (Ulrich et al., 2015),
has been shown to effectively capture frequency-based com-
munications among various brain regions (Hultman et al.,
2018). However, due to CSM’s non-separability, we work
with the complex-valued kernel as represented in Eq. 1 to
build an LDS.

2.2. Multi-Region Gaussian Process Factor Analysis

A Gaussian Process Factor Analysis model, utilizing the real
part of the multi-region kernel in Eq. 1 and named CSM-
GPFA, can identify latent variables that capture frequencies
and phase delays across brain regions.

Given single region neural recording yp ∈ Rnp×T , p ∈
{1, . . . , P} is the brain region index, np denotes the num-
ber of neurons in region p, and T represents time steps.
Our goal is to find the M independent low-dimensional
variables xp ∈ RM×T for each region’s neural data yp.
These variables from P regions together form as x =
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[x1, . . . , xP ]⊤ ∈ RMP×T , representing a latent represen-
tation for multi-region recordings y = [y1, . . . , yP ]⊤ ∈
RN×T , where N = n1 + · · · + nP is the total number
of neurons over P regions. Besides, y is a linear map-
ping of x: y = Cx + d + ϵ, where C is a block diago-
nal matrix C = diag{C1, . . . ,Cp, . . . ,CP } ∈ RN×MP ,
d ∈ RN×1 is bias, and ϵ ∼ N (0,V) is Gaussian noise with
V ∈ RN×N .

Meanwhile, a widely used assumption of xp is to split it
into across- and within-region parts (Gokcen et al., 2022):
xp = [xp,a, xp,w]⊤, xp,a ∈ Rma×T , xp,w ∈ Rmw×T ,
where ma,mw are the number of dimensions for across-
or within-region part and ma + mw = M . The across-
region variables xp,a describe neural activity that is shared
across all brain regions, meaning that for the remaining
P − 1 regions, they have the latent variables with the same
frequencies and dynamics except phase delays, while the
within-region variables xp,w describe the neural activity of
region p that is not related to other regions (see Figure 1).

Consequently, we model xp,a and xp,w separately with K
in Eq. 1. For region p, there are ma dimensions of across-
region variables, and each dimension xp,a

m ∈ RT×1,m ∈
[1,ma] has spatial correlations with the remaining P − 1
regions. So, the mth dimension across-region variables
over P regions: xa

m = [x1,a
m , . . . , xP,a

m ] ∈ RP×T are
considered as a group and modeled as the real part of a
multi-output Complex Gaussian Process with Km. For
within-region variables, each dimension xp,w

m ∈ RT×1,m ∈
[1,mw] is independently modeled as the real part of a
single-output Complex Gaussian Process with K(τ)m =∑R

r=1 a
m
r

2 exp(− 1
2σm2 τ

2 + iηmτ), where p = p′ and
ϕpp′ = 0. Furthermore, we also assume independence
among different dimensions of across- and within-region
variables, implying that different index m refers to distinct
kernel parameters.

Unlike the approach in (Ulrich et al., 2015), which uses a
mixture of frequencies, we employ a single frequency in
Eq 1 to achieve frequency disentanglement. Specifically,
each dimension of the across-region latent variable will
have a single frequency peak. Consequently, the mixture of
frequencies present in the data will be captured by multiple
dimensions.

3. Method
Modeling latent variables xp with Gaussian Process is in-
efficient with a O(T 3) time complexity. So, we want to
build Markovian representations of these latent variables,
indicating the state space representations of each dimen-
sion: across-region xa

m and within-region xp,w
m , where every

Markovian representation follows a Linear Dynamical Sys-
tem (LDS) (Solin et al., 2016).

Spectral factorization has been used in multi-output GP
cases (Zhu et al., 2023). However, for the complex-valued
multi-output kernel, we need to develop a new spectral
factorization-based method to first convert the complex-
valued temporal part to an LDS (Section 3.1) and then use
the kernel’s separability to combine the complex-valued
spatial part to get the final LDS (Section 3.2).

3.1. Markovian Within-Region Latent Variables

The Markovian representation of region p’s mth dimen-
sion within-region latent variable xp,w

m ∈ RT×1 follows a
discrete-time LDS structure:

fp,w
m,t = Aw

mfp,w
m,t−1 + qt−1, qt−1 ∼ CN (0,Qw

m), (2)

where fp,w
m,t = [gp,wm,t ,

dgp,w
m,t

dt , . . . ,
dk−1gp,w

m,t

dtk−1 ]T ∈ Ck×T , de-
noting the complex-valued dynamics gp,wm,t and its derivatives
up to (k − 1)th order at time t. Especially, within-region
latent variable xp,w

m is the real part of gp,wm,t . Aw
m ∈ Ck×k

represents the complex-valued transition matrix, and qt−1

is the sampling from a complex normal distribution CN (·)
with the complex-valued measurement (Hermitian) matrix
Qw

m ∈ Ck×k.

The key question now becomes how to associate single-
output K(τ)m =

∑R
r=1 a

m
r

2 exp(− 1
2σm2 τ

2 + iηmτ) with
Aw

m and Qw
m. To achieve this, our approach involves

two steps: forming a continuous-time LDS for within-
region variables in each region through spectral factorization
(Kailath et al., 2000), and subsequently transforming it into
the discrete-time version as specified in Eq. 2. This linkage
is new and differs from previous connections (Hartikainen
& Särkkä, 2010; Solin & Särkkä, 2014) as the kernel is
situated in the complex domain.

Forming a continuous-time LDS. Given single-output
Km, the continuous-time LDS we want to form is:

df(t)p,wm

dt
= Fw

mf(t)p,wm + Lu(t), (3)

where f(t)p,wm = [g(t)p,wm ,
dg(t)p,wm

dt , . . . ,
dk−1g(t)p,wm

dtk−1 ]⊤ ∈
Ck×T , denoting the continuous-time version of gam,t and
its derivatives up to (k − 1)th order. Fw

m ∈ Ck×k is a
continuous-time transition matrix, L = [0, . . . , 0, 1]⊤ ∈
Rk×1 signifies a constant vector, and u(t) denotes a single-
dimensional white noise with spectral density v. We need
to obtain both Fw

m and v from Km.

Fw
m takes a companion form of LDS (Grewal & Andrews,

2014):

Fw
m =


0 1

0 1
. . . 1

−a0 . . . −ak−2 −ak−1

 , (4)
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where a0, . . . , ak−1 are the coefficients in a stochastic dif-
ferential equation that is equivalent to Eq. 3:

dkg(t)p,wm

dtk
+ ak−1

dk−1g(t)p,wm

dtk−1
+ · · ·+ a0g(t)

p,w
m = u(t).

(5)

To obtain Fw
m and v, we first apply Fourier transform on

both sides of the continuous-time LDS in Eq. 3 to achieve
a frequency domain representation (see Appendix A for
derivation):

S(ω) = G(Fw
m − iωI)−1LvL⊤(Fw

m + iωI)−TG⊤ (6)

where S(ω) =
√
2πσm exp(− (ηm−ω)2

2σm ) is the spectral den-
sity of single-output Km, G = [1, 0, . . . , 0] ∈ R1×k rep-
resents a constant vector, I ∈ Rk×k denotes an identity
matrix, and, notably, v =

√
2πσm. Now, we only need to

solve Eq. 6 to obtain the coefficients a0, . . . , ak−1 in Fw
m.

On the left-hand side, S(ω) follows an exponential family,
which is infinitely differentiable. On the right-hand side,
however, the finite number coefficients a0, . . . , ak−1 in Fw

m

determine a finite polynomial function: G(Fw
m − iωI)−1L.

Therefore, we can only construct a finite polynomial ap-
proximation of S(ω). But one observation from Eq. 6 is
that S(ω) can be factorized into two parts, i.e., a complex
function multiplying its conjugate.

Previous established connections between real-valued ker-
nel and LDS assume a symmetric S(ω), implying using
a Taylor expansion to approximate S(ω) as a polynomial
of ω (Hartikainen & Särkkä, 2010). However, in the case
of complex-valued Km, S(ω) is non-symmetric due to fre-
quency ηm, so our solution is to approximate it as a polyno-
mial of iω:

1

S(ω)
≈

√
σm

2π
(b0 + b1iω + b2(iω)

2 + · · ·+ b2k(iω)
2k),

= T (iω), (7)

where b2k = 1 if k is even, b2k = −1 if k is odd,
b0, b2, . . . , b2k−2 are real numbers, and b1, b3, . . . , b2k−1

are complex numbers that only have imagery parts. These
coefficients’ values depend on σm, ηm, and k. Figure 2(A-
C) shows the approximation of S(ω) when k = 2, 3, 4,
demonstrating a reliable approximation even in the case of
k = 2. Appendix D shows the effect of k on generated
samples.

Now our target becomes solving the following equation for
a0, . . . , ak−1:

T (iω) =

√
σm

2π
H(iω)H(−iω),

H(iω) = a0 + a1iω + · · ·+ ak−1(iω)
k−1 + (iω)k,

(8)
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Figure 2. Approximate S(ω) with η = 0.5 rad/s, σ = 4.5 when
varying the number of derivatives k = 2, 3, 4. k = 2 could provide
a satisfactory approximation.

where H(iω) is commonly referred to as the transfer func-
tion with a0, . . . , ak−1 acting as its coefficients. Its recipro-
cal 1

H(iω) is the function form of G(Fw
m−iωI)−1L. Solving

Eq. 8 is often referred to as spectral factorization, and an ad-
vantageous aspect of this factorization is that a0, . . . , ak−1

are a subset of complex-valued roots of T (iω), where they
are all situated within the left-half complex plane (Kailath
et al., 2000) and can be found by QR algorithm with time
complexity O(k). See Appendix A for derivation.

Forming a discrete-time LDS. Given Fw
m, L and v =√

2π
σm in Eq. 6, the computation of Aw

m and Qw
m in Eq. 2

are as follows (Solin et al., 2016):

dP∞

dt
= Fw

mP∞ +P∞Fw
m

H + LvL⊤ = 0,

Aw
m = expm(Fw

m∆t),

Qw
m = P∞ −Aw

mP∞Aw
m

H ,

(9)

where v is the spectral density of white noise u(t), expm(·)
represents the matrix exponential function, and ∆t signifies
the time interval in discrete-time LDS.

3.2. Markovian Across-Region Latent Variables

Region p’s mth dimension across-region latent vari-
able xa

m ∈ RP×T can be expressed as xa
m =

[x1,a
m , . . . , xp,a

m , . . . , xP,a
m ]. This indicates that they consist

of P variables sharing the same ηm and σm for describing
temporal features while using phase delays {ϕm

pp′}Pp,p′=1

to capture cross-spatial differences. It’s important to note
that the temporal and spatial components are separable in
Km. Consequently, we can initially create a within-region
Markovian representation, denoted as Aw

m,Qw
m, for the tem-

poral features in each xp,a
m . Then, this representation is

extended to the across-region Markovian representation for
xa
m through the incorporation of phase delays {ϕm

pp′}Pp,p′=1.

Therefore, the Markovian representation of mth dimension
across-region latent variable xa

m is:

fa
m,t = Aa

mfa
m,t−1 + qt−1, qt−1 ∼ CN (0,Qa

m),

Aa
m = I⊗Aw

m, Qa
m = Km

spatial ⊗Qw
m,

(10)
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where fa
m,t = [gam,t,

dga
m,t

dt , . . . ,
dk−1ga

m,t

dtk−1 ]⊤ ∈ CPk×T ,
xa
m,t is the real part of gam,t, A

a
m ∈ CPk×Pk is transition

matrix, denoting the Kronecker product of identity matrix
I ∈ RP×P and Aw

m ∈ Ck×k, and Qa
m ∈ CPk×Pk is mea-

surement matrix, denoting the Kronecker product of Km’s
spatial part Km

spatial =
∑R

r=1 a
m,r
p am,r

p′ exp(iηmϕm
pp′) and

Qw
m ∈ Ck×k.

3.3. Multi-Region Markovian Gaussian Process

Given our assumption of independence among different di-
mensions of across-region variables and distinct dimensions
of within-region variables, the Markovian representation for
all variables x ∈ RMP×T , both across- and within-region,
spanning P brain regions can be expressed as:

ft = Aft−1 + qt−1, qt−1 ∼ CN (0,Q), (11)

where ft = [gt,
dgt
dt , . . . ,

dk−1gt
dtk−1 ]⊤ ∈ CMPk×T ,

xt is the real part of gt, and A ∈ CMPk×MPk,
Q ∈ CMPk×MPk are block diagonal matri-
ces: A = diag{Aa

1 , . . . ,A
a
ma

,Aw
1 . . .Aw

mw
},

Q = diag{Qa
1 , . . . ,Q

a
ma

,Qw
1 , . . . ,Q

w
mw

}. Meanwhile,
the neural recordings y ∈ RN×T can be reconstructed by
y = CRe[Gf ] + d+ ϵ, with C, d, ϵ from CSM-GPFA in
Section 2.2, and G in Eq. 6.

3.4. Multi-Region Markovian Gaussian Process with
Switching States

After the link between the multi-region Gaussian Process
and linear dynamical system (LDS) is established, we can
seamlessly extend the across-region discrete-time LDS in
Eq. 10 to incorporate switching states.

Integrating a Hidden Markov Model (HMM) into LDS leads
to Switching LDS (Fox et al., 2008), and similarly, combin-
ing HMM with MRM-GP results in Switching MRM-GP.
A significant advantage of this integration is the ability to
link the across-region’s transition and measurement matri-
ces with distinct, discrete states z ∈ {1, . . . , Z}: Aa

z =
diag{Aa

1,z, . . . ,A
a
ma,z},Q

a
z = diag{Qa

1,z, . . . ,Q
a
ma,z},

which makes it easy to accommodate time-varying frequen-
cies and delays in across-region latent variables.

4. Inference
We have now established a connection between a Gaussian
Process with a multi-region kernel and a linear dynamical
system (LDS). The next step is to learn discrete states, model
parameters, and latent variables.

MRM-GP, as a discrete-time LDS, affords a significant ad-
vantage: the ability to learn its parameters with a cost linear
in time steps: O(T ). To achieve this, we employ the varia-
tional Laplace EM inference algorithm proposed in the gen-

eral recurrent state space framework for decision-making
(Zoltowski et al., 2020).

If denoting the number of discrete states as Z, the pa-
rameters θ of MRM-GP can be categorized into two
groups: (1) kernel parameters: {σm,z, ηm,z}ma,Z

m=1,z=1,
{σm,p, ηm,p}mw,P

m=1,p=1, {ϕm,z
pp′ }ma,P,Z

m=1,p=1,p′=p+1,z=1; (2)
emissions parameters: C, d,V. Additionally, the hyper-
parameters consist of the number of discrete states Z, the
number of derivatives k, the kernel rank R, and the number
of latent dimensions M . The value of Z depends on the data,
k is discussed in Section 3.1 and Figure 2, M is determined
through a cross-validation strategy (Section 5.2), and the
rank R is consistently set to 2 to ensure positive definiteness
without introducing many amplitude parameters. Besides,
there is no need to learn the amplitude parameters, denoted
as {am,r

p }P,M,R
p=1,m=1,r=1, since the emissions parameter C

fulfills a similar role in MRM-GP.

The variational Laplace EM inference algorithm alterna-
tively updates discrete switching states z ∈ {1, . . . , Z},
latent dynamics f ∈ CMPk×T , and model parameters θ.
The time complexity and memory storage of each step are
all linear in time as follows: (1) updating z: O(Z), O(ZT );
(2) updating f : O(T ), O(2M2P 2k2T ); (3) updating θ:
O(ZMk), O(MPkT ).

Furthermore, to avoid the calculation of the complex number
when updating f in our implementations, we rewrite the
complex latent dynamics f in Eq. 11 to be a joint signal in
the real domain, such that the latent dynamics becomes:[

fr
fi

]
t

=

[
Ar −Ai

Ai Ar

] [
fr
fi

]
t−1

+

[
qr
qi

]
t−1

,[
qr
qi

]
t−1

∼ N
([

0
0

]
,

[
Qr −Qi

Qi Qr

])
,

(12)

where fr, fi, qr, qi,Ar,Ai,Qr,Qi are the real and im-
agery part of f, q,A,Q, respectively.

5. Experiments
Our code is available at https://github.com/
WeihanLikk/MRM-GP.

Datasets. We evaluate MRM-GP on three datasets:
• Synthetic Data: We generate simulated data incorporat-
ing both across-region communications and within-region
neural activities, along with time-varying frequencies and
phase delays introduced by various states.
• Local Field Potential Recordings (LFP) (Siegle et al.,
2021): Local Field Potential recordings from mouse’s pri-
mary visual area (V1) and visual anteromedial area (VISam).
The external stimulus consisted of an 8Hz drifting grating
with eight orientation directions.
• Neural Spike Trains (Semedo et al., 2019; Zandvakili
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& Kohn, 2019): Simultaneous spike trains from monkey’s
primary visual area (V1) and secondary visual cortex (V2).
The external stimulus is a 6Hz drifting grating with eight
orientation directions.

Baselines for comparison. We compare MRM-GP with
two methods designed to discover the directional communi-
cations in the latent space of multi-region recordings:
• DLAG (Gokcen et al., 2022): A Gaussian Process Fac-
tor Analysis employs a multi-output Squared Exponential
kernel. Its goal is to uncover simultaneous or bidirectional
latent communications across different regions. The kernel
function incorporates a time delay parameter to determine
the directions for learned communications.
• CSM-GPFA: The Gaussian Process Factor Analysis,
using a multi-region kernel as described in Section 2.2, is an
extension of the model presented in (Hultman et al., 2018).
This extension introduces a new classification assumption,
distinguishing latent variables into across-region and within-
region types.

Metrics. For every model and dataset, we fit the model
on the training set, denoted as ytrain, and test its perfor-
mance on the test set ytest. Specifically, we randomly select
some trials as ytrain, while the remaining trials serve as ytest.
Additionally, we randomly divide the test data ytest into
two parts: yheld-in

test with 90% neurons as held-in test data
and yheld-out

test with 10% neurons as held-out test data. We
infer xheld-in

test based on yheld-in
test , which is then used as the

test latent variables when computing test log-likelihood
(LL) p(yheld-out

test |xheld-in
test ; θ)(Pei et al., 2021), serving as the

final metric in our experiments. To reduce the random-
ness when creating yheld-in

test and yheld-out
test , we also average

p(yheld-out
test |xheld-in

test ; θ) over five distinct partitions.

5.1. Synthetic Data

This section aims to assess how well MRM-GP can identify
switching states, latent variables, and parameters.

Experimental setup. We generate 50 independent trials
for two brain regions P = 2, where each region has 30
neurons, ma = 1 dimension across-region variables, and
mw = 1 dimension within-region variable. We also intro-
duce the time-varying across-region frequencies and phase
delays by two discrete states Z = {z1, z2}: (1) state 1:
ηz1,a = 1.0 rad/s, ϕz1

1,2 = −10 ms, σz1,a = 10, state 2:
ηz2,a = 0.25 rad/s, ϕz2

1,2 = 10 ms, σz2,a = 10. Differ-
ent sign of ϕ1,2 means the change of directions. We set
ηw = 0.75 rad/s and σw = 10 for within-region variables.
For the generative and inference process, we set hyperpa-
rameters k = 2, R = 2, and compare the test log likelihood
when Z = 1, 2, 3.
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Figure 3. Applying MRM-GP to synthetic data. (A): Compare
the estimated latent variables and discrete states with the ground
truth. MRM-GP accurately identifies two states with time-varying
frequencies and phase delays, aligning with the ground truth. (B):
Compare learned parameters with the ground truth indicated by
dashed lines. (C): Examine the test LL with varying numbers of
discrete states Z. The findings indicate that Z = 2 and Z = 3
exhibit similar LL, both larger than Z = 1.

Results. We fit an MRM-GP to the synthetic data, speci-
fying ma = 1 dimension across-region variables, mw = 1
dimension within-region variable, and Z = 2 states. Fig-
ure 3(A) shows single-trial latent variable estimations that
accurately reflect the latent dynamics and communications
influenced by discrete states over two brain regions. State
z1 (depicted in blue) exhibits a periodic signal with a higher
frequency and forward communication from brain region
1 to brain region 2. In contrast, state z2 (shown in purple)
displays an oscillatory pattern with a lower frequency and
feedback communication from region 2 to region 1.

For a quantitative assessment of learned parameters, Fig-
ure 3(B) displays the estimated phase delays, frequencies,
and length scales across different initializations, demon-
strating close alignment with ground truths. Furthermore,
Figure 3(C) illustrates the test log-likelihood for varying Z,
revealing that both Z = 2 and Z = 3 provide similar and
superior estimations compared to Z = 1 (see Appendix J
for Z = 3 visualization). We also have synthetic experi-
ments about parameter initialization and different parameter
setting in Appendix F,G,H.

5.2. Local Field Potential Recordings

This section aims to explore interactions between the
mouse’s primary visual area (V1) and the visual antero-
medial area (VISam) in the presence of an 8Hz drifting
grating. We also aim to compare the performance and in-
ference time cost with other multi-region methods, namely
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Figure 4. Applying MRM-GP to LFP recordings. A: Compare
the across-region latent variables with DLAG. B-C: Visualize the
learned phase delays and frequencies from V1-VISam and V1a-
V1b. D: Compare the test LL with other multi-region methods:
DLAG and CSM-GPFA. E: The power spectrum of across-region
latent variables in A. The latent variable from DLAG exhibits three
frequency peaks, while MRM-GP’s latent variable has only one
peak. F: Inference time comparison: MRM-GP has a linear time
cost.

DLAG and CSM-GPFA.

Experimental setup. We conduct experiments using two
sessions, each comprising eight orientation directions, re-
sulting in 16 datasets. Each dataset includes 15 trials (10 as
a training set and 5 as a testing set) of continuous-time local
field potential recordings from approximately 20 neurons in
V1 and approximately 25 in VISam. The initial sampling
rate is 1000Hz, and we downsample it to 100Hz, resulting in
200 time points with 10ms bin size. We set hyperparameters
k = 2, R = 2.

To determine the dimensionalities of across- and within-
region latent variables, we adopt the approach outlined in
(Gokcen et al., 2022). Initially, we apply Factor Analysis to
identify the total number of latent variables required to elu-
cidate the neural recordings for each region. A 5-fold cross-
validation was employed to select the configuration yielding
the highest test LL. Subsequently, given the selected total
number of latent variables (M ), we conduct a grid search
for the dimensionalities of across- (ma) and within-region
(mw), respectively. For each pair of (ma,mw), we run 5-
fold cross-validation with MRM-GP and chose the setting
with the highest test LL. Given this procedure, our final
choice was ma = 1 across-region variables and mw = 3
within-region variables for both V1 and VISam. See Ap-
pendix B for the full comparison.

Results. We applied an MRM-GP to local field poten-
tial recordings with Z = 1 state. Figure 4(A) shows a
comparison of single-trial across-region latent variables for

one dataset (orientation 135◦, session 721123822), and the
within-region variables are in Appendix B. Both latent vari-
ables demonstrate an oscillatory structure, capturing charac-
teristics of the external 8Hz drifting grating stimulus.

The MRM-GP’s latent variable in this dataset is linked to a
communication direction from V1 to VISam with an 8.2 ms
phase delay, and the DLAG’s latent variable shows a 1.1 ms
time delay. Both delays fall within a single time bin (10ms)
and are positive, suggesting consistent communication di-
rection from V1 to VISam. The difference in their values
arises because DLAG models time delay (δpp′ ) in the kernel
equation Kpp′(τ) = exp(− 1

2σ2 (τ − δpp′)2), which is inde-
pendent of frequency and has a different interpretation from
the phase delay (ϕpp′). In this context, ϕpp′ represents the
delay in a specific frequency band. In contrast, δpp′ signifies
the delay for a latent variable with a mixture of multiple
frequencies, as evidenced by its power spectrum with three
frequency peaks (Figure 4(E)). Therefore, the divergence in
values is acceptable if their directions align.

The left chart in Figure 4(B) illustrates the estimated phase
delays across all 16 datasets. Each data point represents
the phase delay for an individual run on a specific dataset.
The findings suggest consistent communication from V1
to VISam across all datasets, with the phase delays clus-
tered around 7.5Hz (the left chart in Figure 4(C)), which is
consistent with external 8Hz stimulus.

To demonstrate that the MRM-GP itself is not the cause of
delays, we first divide V1 randomly into two parts, V1a and
V1b, each with channels of equal size. We then estimated
the phase delays between them. The right chart in Figure
4(B) illustrates that across 16 datasets, all phase delays hover
around zero within frequency bands around 7.5Hz (the right
chart in Figure 4(C)). This suggests that the learned delays
are a consequence of the data rather than the model.

Figure 4(D) shows that MRM-GP, a linear dynamics system
approximation of CSM-GPFA, exhibits a similar test LL
to CSM-GPFA. The higher test LL compared to DLAG
suggests that the multi-region kernel (Eq. 1) outperforms
DLAG’s Squared Exponential kernel on these datasets. This
is attributed to the former explicitly modeling frequencies
through its kernel parameters and having a better frequency
separation. Specifically, the across-region variable of the
former has only one prominent frequency, whereas DLAG’s
across-region variable exhibits three peaks in Figure4(E),
keeping consistent with the data spectrum in Appendix E.

Lastly, in Figure 4(F), we compare the inference time of
MRM-GP, CSM-GPFA, and DLAG for 500 iterations. We
achieved this by downsampling the recordings and creating
four datasets with varying lengths of time points: 50, 100,
150, and 200. The results indicate that the time cost of
MRM-GP increases linearly, whereas both CSM-GPFA and
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DLAG exhibit cubic growth.

5.3. Neural Spike Trains

This section aims to evaluate MRM-GP’s ability to iden-
tify switching states within the communications subspace
while also discovering across-region communications using
a distinct type of neural data.

Experimental setup. The simultaneous spike trains were
obtained from the monkey’s primary visual area (V1) and
secondary visual cortex (V2) in the presence of a 6Hz mov-
ing grating. This dataset comprises four sessions, each fea-
turing eight orientation directions, resulting in 32 datasets.
Each dataset comprises 400 trials (64 time points with 20ms
bin size for every trial), with 300 trials randomly selected
as the training set and 100 trials as the testing set. In V1,
there are approximately 90 neurons, while in V2, there are
around 20 neurons. We set hyperparameters k = 2, R = 2.

Results. We fitted an MRM-GP to neural spikes trains
with ma = 2 dimensions across-region variables, mw = 2
dimension within-region variable, and Z = 2 states. The
configuration of ma and mw follows previous work (Gok-
cen et al., 2022) and adopts the same strategy mentioned in
Section 5.2.

Figure 5(A) shows the across-region latent variables for
one dataset (orientation 0◦, session 106r001p26, ten trials
are displayed, all variables are scaled by the variance ex-
plained in each region), and the within-region variables are
in Appendix B. These latent variables indicate time-varying
forward and feedback communications between V1 and
V2. Different states exhibit distinct phase delays and fre-
quencies. The first dimension of across-region variables
(denoted as xa

1) displays a periodic pattern caused by the
external drifting grating stimulus, whereas the second di-
mension (denoted as xa

2) exhibits a non-periodic signal with
a single peak shortly after the stimulus onset.

Figure 5(B-C) presents the estimated phase delays and fre-
quencies over multiple independent runs for 32 datasets.
Each data point represents a dimension of across-region
variables. Figure 5(B) corresponds to state z1, indicating
that most state z1 dimensions exhibit across-region interac-
tions within the 2Hz-8Hz range. Additionally, some dimen-
sions display feedback communication with a large phase
delay (>10ms) from V2 to V1, corresponding to state z1
of xa

2 in Figure 5(A). However, there is variability across
datasets for state z1 with smaller phase delays (<10ms).
Some show forward communication from V1 to V2, akin to
state z1 of xa

1 in Figure 5(A), while others indicate feedback
communications from V2 to V1.

One explanation for this variability is that in certain datasets,
xa
1 has a much weaker amplitude compared to xa

2 , making

the weaker latent affected by the stronger one along with its
delay. This leads to a feedback signal from V2 to V1 at state
z1. On the other hand, in some datasets (e.g., orientation
0◦, session 106r001p26), xa

1 is not as weak, resulting in a
forward signal from V1 to V2 at state z1.

Figure 5(C) depicts the estimated phase delays and frequen-
cies associated with state z2. The findings indicate a clear
separation of oscillatory communications into two frequen-
cies. One involves 6Hz communications with small phase
delays (referring to state z2 of xa

1 in Figure 5(A)), while the
other involves 1Hz communications with large phase delays
(akin to state z2 of xa

2 in Figure 5(A)).

The time-varying phase delays can be explained as follows:
(1) For xa

1 , V1 triggers V2 to have oscillatory dynamics
during state z1, while in state z2, V2 is already engaged,
causing both regions to oscillate synchronously, resulting
in a smaller phase delay than in state z1. (2) For xa

2 , V2
consistently sends signals with a low frequency to V1, re-
sulting in a larger phase delay due to the longer period as
indicated by z2. During state z1, the stimulus onset triggers
an intense signal from V2 to V1, leading to a smaller phase
delay, which can be considered as an emergence of surprise
or prediction error from V2 to V1 (Rao & Ballard, 1999).

Similar to Section 5.2, we also perform a control experi-
ment by learning the phase delays between V1a and V1b.
In Figure 5(D), the outcomes reveal zero-delay communica-
tions that are distributed across two frequencies (6Hz, 1Hz),
suggesting that learned delays are a consequence of the data
rather than the model.

Finally, we compare the test LL of MRM-GP, CSM-GPFA,
and DLAG in Figure 5(E). The results indicate that MRM-
GP with Z = 2 states achieves the highest LL, while MRM-
GP with Z = 1 state exhibits a similar LL compared to
CSM-GPFA, and both outperform DLAG. This suggests
that (1) switching states exist in these datasets; (2) the multi-
region kernel is more appropriate than the Squared Exponen-
tial kernel for modeling signals with sinusoidal structures.

6. Discussion
MRM-GP establishes the connection between a linear dy-
namics system (LDS) and a multi-output Gaussian Process
(GP) explicitly modeling frequency-based communications
and their directionality via phase delays within the latent
space of neural data.

Connecting a complex-valued GP with an LDS is non-trivial.
Although a complex-valued GP can be written as a multi-
output real-valued GP (by twice the dimension), the resulted
multi-output GP cannot be converted to an LDS by spectral
factorization because the separability of the resulted multi-
output kernel is not guaranteed.
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Figure 5. Applying MRM-GP to neural spike trains. A: Visualize
across-region latent variables with state z1 (in red) and state z2 (in
blue). The results suggest forward and feedback communications
between V1 and V2, along with time-varying delays. B-C: Visual-
ize estimated parameters through phase delays on the x-axis and
frequencies on the y-axis. D: Depict phase delays and frequencies
learned in the V1a-V1b control experiment, with their represen-
tation on the x-axis and y-axis, respectively. E: Compare the test
LL with discrete states Z = 1, 2 and other multi-region methods:
DLAG and CSM-GPFA.

Once the link is established, we can harness several advan-
tages: (1) using the powerful representational capability of
kernels, such as applying a multi-region kernel to model
latent variables with periodic patterns; (2) achieving a linear
computational cost; (3) incorporating time-varying frequen-
cies and delays by introducing different discrete states.

We test MRM-GP using two distinct types of neural data.
The findings showcase its capability to discover state-
dependent latent communications across brain regions with
a linear time inference cost.

Finally, the limitations of MRM-GP are twofold: (1) its
reliance on separability for multi-output kernels, which re-
stricts kernel selection options, and (2) its current model
assumptions are unable to capture phenomena such as phase
resetting and phase variability across different trials.
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A. Spectral Factorization.
Derivation for Eq. 6. Start with Eq. 3, taking Fourier transforms on both sides gives:

(iω)J(iω)p,wm = Fw
mJ(iω)p,wm + LU(iω). (13)

Solving for J(iω)p,wm gives:

J(iω)p,wm = ((iω − Fw
m)I)−1LU(iω). (14)

Recall that f(t)p,wm in Eq. 3 is a Complex Gaussian Process with single-output kernel K(τ)m =
∑R

r=1 a
m
r

2 exp(− 1
2σm2 τ

2+
iηm(τ)) and its derivatives up to (k − 1)th. So, the spectral density matrix of this process f(t)p,wm is:

SJ(ω) = E[J(iω)p,wm J(−iω)p,wm
⊤
]. (15)

Bring Eq. 14 into Eq. 15 gives:

SJ(ω) =(Fw
m − iωI)−1LE[U(iω)U(−iω)⊤]L⊤(Fw

m + iωI)−T ,

= (Fw
m − iωI)−1LvL⊤(Fw

m + iωI)−T .
(16)

Finally S(ω) in Eq. 6 is:

S(ω) = GSJ(ω)G
⊤. (17)

Finding roots for T (iω) in Eq. 8. Using the T (iω)’s coefficients b0, b1, . . . , b2k, we can create a companion matrix:

B =


0 0 . . . 0 − b2k

b0

1 0 . . . 0 − b2k−1

b0
...

... . . .
...

...
0 0 . . . 1 − b1

b0

 , (18)

where the eigenvalues of this matrix are the roots for T (iω) (Hom & Johnson, 1985). Notably, the companion matrix is
structured as a Hessenberg matrix, suggesting that its eigenvalues can be obtained through the QR algorithm with Givens
rotation. This process has a time complexity of O(k) for each iteration.
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B. DLAG latent variables for V1-V2 spike train data

Dim 1

Dim 2

DLAG: across-region latent variables

V1 V2

DLAG: within-region latent variables

V2V1

Dim 1

Dim 2

(B)

(A)

Figure 6. Across- and within-region latent variables for DLAG on V1-V2 spike train data. DLAG’s two across-region latent variables both
have some oscillations. However, there are fewer oscillations in the first dimension of our model’s across-region variables (Figure 5),
indicating a better disentanglement of frequencies.
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C. Within-region latent variables for V1-V2 spike train data

Dim 1

Dim 2

Dim 3

MRMGP: within-region latent variables

V1 VISam

DLAG: within-region latent variables

VISamV1

Dim 1

Dim 2

Dim 3

(B)

(A)

Figure 7. Within-region latent variables for MRM-GP and DLAG on local field potential recordings from V1 and VISam. MRMGP and
DLAG exhibit similar within-region latent variables associated with high-frequency noise, indicating neural activities specific to a certain
region.
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D. Compare latent variables with different k

generated latent variables with 

Figure 8. Compare the smoothness of latent variables with k = 2, 3, 4. We generate latent variables with the same frequency, length scale
and phase delays, while changing the value of k. The results show that a larger k makes the latent variable smoother.
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E. Spectrum of the LFP data

spectrum for V1 and VISam LFP data

V1, trial 1 and LFP channel 1 VISam, trial 1 and LFP channel 1

Figure 9. The spectrum for V1 and VISam LFP data with one trial and one channel shown. The multiple peaks in both V1 and VISam
spectra indicate a mix of frequencies. In Figure 4, the spectrum of DLAG’s across-region latent variable has three peaks, while our
model’s across-region latent variable has only one dominant peak, indicating a better frequency separation brought by the multi-region
kernel in Eq.1.
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F. Synthetic data with a wide range of frequencies and delays

synthe�c data with a wider range of frequencies and delays

(A)

(B)

frequency: 0.1 rad/s, phase delay: -2 bins

frequency: 1.5 rad/s, phase delay: 2 bins

Figure 10. Synthetic data experiments with a wide range of frequencies and delays. We tested our model on a wide range of parameters,
where the frequencies vary from 0.1 rad/s to 1.5 rad/s, and the delays vary from -2 to 2. Under all these cases, our model could perfectly
recover the latent variables.
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G. Synthetic data with different parameter initialization

synthe�c data with different ini�aliza�ons

(B)

ini�aliza�on: frequency 0.1 rad/s, length scale 7.1, phase delay 0 bin 

(C)

ini�aliza�on: frequency 0.75 rad/s, length scale 4.5, phase delay 0 bin 

(D)

ini�aliza�on: frequency 1.4 rad/s, length scale 3.2, phase delay 0 bin 

(A)

ground truth: frequency 0.5 rad/s, length scale 10, phase delay 1 bin 

Figure 11. Synthetic data experiments with different parameter initialization. We tested our model with three initialization settings: from
smoothness to unsmoothness. Under all these cases, our model could perfectly recover the latent variables, indicating that our model is
not very sensitive to parameter initialization.

17



Multi-Region Markovian Gaussian Process

H. Synthetic data without pure oscillation

synthe�c data experiment without pure oscilla�on 

(A)

ground truth latent variables

delay from B->A

delay from A->B

(B)

es�mated latent variables

dim 1

dim 2

dim 1

dim 2

region A region B

Figure 12. Synthetic data experiment without pure oscillation. We generated latent variables from a Gaussian Process with SE kernel. We
added a manual shift to create delays, where one latent communication has a positive delay from Region A to Region B while the other
has an opposite delay. The results show that our model can recover the true latent variables and correct delays between different regions.
In summary, this demonstrates our model’s ability to handle non-periodic data.
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Multi-Region Markovian Gaussian Process

I. Cross-validating for the dimensionality of MRM-GP

Factor Analysis for V1 Factor Analysis for VISam

the number of dimensions the number of dimensions
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Figure 13. Determine the number of dimensions: (A-B) Factor Analysis is applied to V1 and VISam, revealing a gradual increase in
test log-likelihood (LL) when the number of dimensions surpasses four (averaged over 5-fold cross-validation) . Considering both the
inference time for all three models, we opt for four as the total dimensions for each region. (C) Conducting a grid search for across- and
within-region variables using relative test LL as the metric—the difference between the model’s test LL and Factor Analysis’s test LL.
The outcomes indicate that one across-region and three within-region variables yield the highest LL.
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Multi-Region Markovian Gaussian Process

J. Applying MRM-GP to synthetic data with Z = 3

Figure 14. Applying MRM-GP to synthetic data with Z = 3. The result closely resembles Figure 3 when Z = 2, suggesting that the
model can effectively learn the correct number of discrete states even specifying a large Z.
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