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Abstract: Our ongoing research aims to investigate the potential of integrating
robot design optimization with reinforcement learning (RL). In co-design literature,
exploiting the ties between design and control seems to be the key to unlock
otherwise unreachable performance. However, the problem of obtaining policies
that well adapt to a range of different robots are still open. In this extended abstract,
we would like to reason about the challenges that the policy optimization problem
in this setting brings. Moreover, we hint at a few possible future research directions
that may help in advancing of robot morphology and design-aware control policies.

Keywords: CoRL, Robots, Learning

Figure 1: Even if the behaviors of robots with similar morphology is quite consistent (here Go2
and B2 from Unitree), the optimal policy 𝜋★(𝑥) needs also to consider design-specific parameters 𝜆.
Co-design needs to reason about hardware specificities too. Can we recover policies that generalize
for different hardware and use them in this optimization?

1 Why co-optimizing behaviour and design?

Traditionally, the field of robotics has treated design and control as separate processes. This sepa-
ration has been shown to generally lead to suboptimal and brittle solutions, often requiring several
stages of refinement to achieve an adequate performance. This is especially true in the realm of
robot design. Once the physical implementation of a platform is chosen, it may happen that some
potentialities in terms of motions, reach, task requirements and performance may not be attainable
anymore. Conversely, designing concurrently both control and plant, though looks like a more
complex but beneficial way to determine the embodiment of a system: we may tailor a robot for the
specific requirements from the on-set. This approach is broadly called co-design. The simultaneous
optimization of a robot’s morphology and control policy represents a paradigm shift in robotics
engineering. In traditional robotics, we typically focus on optimizing robot behavior for new tasks,
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while relying on human-designed, multipurpose robot bodies. However, nature demonstrates that
specialized body morphologies can lead to superior performance in specific tasks. This suggests
that co-evolving both robot morphology and behavior could result in more efficient and task-specific
robotic systems. Co-design, if compared to traditional design, shows the potential benefits of unifying
control and design. This is true for a multitude of different systems and tasks. In recent literature
it has been proven several times [1, 2, 3, 4, 5, 6, 7] to lead to optimized systems that can act better
for a given goal task. From simple underactuated systems [8], to UAV [9] and humanoids [10]. This
approach promises to yield more efficient and adaptable robotic systems by considering the intricate
interplay between physical structure and behavior. However, implementing design-aware policy
optimization in this context presents several unique challenges and requires innovative techniques.

2 Optimization-based co-design

Several optimization frameworks combining trajectory and hardware optimization are proposed to
implement design-aware co-design. These frameworks utilize genetic algorithms for hardware opti-
mization and trajectory optimization techniques for optimal control selection [7]. The process begins
with parameterizing the robot’s design, including its geometry, materials, and actuator properties.
These parameters could be either optimized in a monolithic optimization framework, leveraging
sensitivities to the robot dynamics and the model, or through some sampling-based techniques (such
as genetic algorithms) in bi-level optimization schemes.

Within this framework, a powerful tool to allow optimization of tasks is given by differentiable physics
engines. This is crucial for gradient-based optimization as it allows for efficient backpropagation
through the entire system, from task performance metrics to design variables. The physics engine
should support various material properties and environmental interactions to accurately model soft
robots and their surroundings. One of the main limitations of the method is that usually it becomes
tied to a specific design task. While it is possible to generalize it to more tasks, [11], this comes at
an increased computational cost and requires also use-specific insights to refine the solution (in the
form of a Pareto front). Moreover, in practical applications, there are several sources of perturbations
which cannot be taken readily into account in the trajectory optimization phase (e.g. noise, friction,
delays). Coming up with methods to mitigate the impact of the design choices and plan is crucial.
Some research has been done in the past, showing good performance concerning noise rejection
in stochastic optimization [5] and with a-posteriori estimation of the performance of the design in
simulation [6].

3 Learning-based co-design

In some cases, such as in the domain of soft robotics, the sheer number of degrees of freedom makes
the use of trajectory optimization extremely complex. In this domain, an incredibly powerful tool to
obtain control policy is given by reinforcement learning [12]. A key component of the implementation
is the development of a latent state representation that captures salient features of the robot’s dynamics
[12]. This representation can be learned using deep variational convolutional autoencoders, which
compress the high-dimensional state space into a lower-dimensional latent space. This learned
representation facilitates more efficient policy optimization by focusing on task-relevant features.
Some extensions have also been considered to tackle co-design problem allowing an adaptation of
the design together to the task satisfaction [13, 14, 15, 16]. Leveraging the sampling of actions in a
parallelized way it is possible to achieve policies that generalize well and can also be deployed on
the real system zero-shot. This led to incredible achievements on high-degrees of freedom systems,
with complex tasks, possibly including contact and environment interactions. Another remarkable
advantage of the method is that it works also purely based on sensory data from the robot, allowing
the generation of complex pipelines directly from data end-to-end.

Exploiting Differentiable Information Within this realm, a further advantage is given by policy
optimization techniques which exploit also simulation derivatives to speed up training [17, 18, 19,

2



0.0 0.2 0.4 0.6 0.8 1.00

200

400

600

800

1000

E
p
is

o
d
e
 L

e
n
g
th

alpha-order SHAC SHAC

Figure 2: In a contact-rich locomotion environment (Ant), the use of 𝛼-order gradient estimation
leads to more robust policies that behave better with respect to action noise N(0, 𝜎). This is shown
in this figure by the significantly higher episode lengths if compared to vanilla SHAC.

20, 21, 3]. The speed-up of these policy optimization techniques is remarkable, however, as they
rely on specific approximations of the contact-rich environments. At the current state, they may
require some further tuning to be suited to complex robotic applications such as loco-manipulation
problems [22, 23] reduce the sim-to-real gap. In our ongoing research, we have experimentally seen
a sharp degradation of the optimal policy performance, when facing slightly different scenarios. As a
possible solution, the use of sharpness-aware optimization and 𝛼-order estimation of the gradients
have shown improvements in the generalization of the policies. Focusing on the latter case, the idea is
to introduce de-biasing information about the contact problem also from zero order estimation. Some
preliminary results are shown in Fig. 2 where the policy obtained with Short-Horizon Actor-Critic
(SHAC) does not generalize to different levels of noise 𝜎. Higher episode lengths mean that the
performance remains stable for longer and does not meet early terminations. Our empirical tests
have shown that some improvement can be obtained with the introduction of zero-order information.
However further studies are ongoing to understand the proper trade-off of the adaptation of 𝛼 in
specific environments and tasks.

Despite these improvements, one of the downsides of this approach is not to scale up with the number
of design parameters. Training a policy is a much more complex problem. In the frame of co-design,
learning policies that adapt different designs of the robot require a careful augmentation of the state
or action space to include these additional parameters in order to condition the policy with respect to
changes in the design. This comes with the downsides of increased computational costs, the need for
much more samples and the classical pitfalls of training complex models.

4 Similarities and shortcomings of the two approaches

The two families of methods: optimization-based and learning-based have plenty of points in common,
as they try to solve the same problem. In this section the strengths and shortcomings of each are
briefly discussed. We suppose that we have a unique representation of the problem at hand (unifying
notation and problem description to match the trajectory optimization one i.e. "cost minimization" vs
"reward maximization"). Once this step is done, the similarities are exemplified in Fig. 3.

Trajectory optimization allows us to obtain a specific, locally optimal trajectory, building on
well-established non-linear optimization techniques. This comes with the advantage of having tailored
and fast optimization techniques which can potentially also include constraints and, to a given extent,
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Figure 3: Similarities between trajectory optimization and policy optimization. Trajectory optimiza-
tion gives a specific trajectory, from a specific state that brings to the optimum. Learning provides a
more general rule that generalize in the whole state space and can recover optimal trajectories.

guarantees. However, while trajectory optimization provides solutions that minimize a cost function
with constraints satisfaction, they do not generalize to the whole state space this is visualized again in
Fig.3 the optimal plan is the one that goes to the global minimum from a given starting condition.
It is possible to understand how the optimal trajectory will be impacted by the modification of the
problem parameters with sensitivity analysis. The optimization-based approach is outputting only
the best set of local controls and designs to fulfill the task, any modification and refinement requires
running new computations. The optimal control is also tied to planning for an ideal environment and,
as previously stated, it may be difficult to introduce generalizations to it. On top of this, finding a
general controller to track the optimal trajectory is solved at a later stage and usually either requires
tuning or on-line approaches, such as MPC. Trying to solve the co-design problem together with the
controller-planner may be a way to hard to tackle. Due to the problem’s dimensionality, while it is
relatively easy to adapt optimal policy to new designs, exploiting sensitivities, and obtaining optimal
policies for each design may reveal to be a much harder problem.

Policy learning ’s goal is to find a policy that works in the robot’s state space and hence is
inherently more general, as it automatically encompasses for the planner and controller in the real-
world environment. Theoretically, with an adequate amount of learning, any robotic task can be
achieved. In the same problem setting, the optimal policy can automatically recover optimal trajectory
plans, and at the same time be used on the system after an off-line training from experience. However,
in robotics the state space is continuous and this is just leading to approximations of the optimal
policy. This may be problematic in the setting of co-design if finding the optimal design or the
optimal policy is of interest. Differently to optimization-based methods, there is more difficulty
in assessing optimality, but higher generalization potential. Optimal actions are recovered in the
whole state space, as shown in Fig. 3. One may argue that domain randomization (for friction,
inertias, etc.) alone shows that it is possible to select a policy which does not overfit for specific
parameters but rather can be applied to several systems. A fundamental technique in design-aware
policy optimization is the formulation of a unified state space that encompasses both morphological
and control parameters. This expanded representation allows for the exploration of how changes in
physical design influence control strategies and vice versa. Implementing this unified state space
requires careful consideration of how to effectively encode diverse physical properties (such as link
lengths, joint types, or material properties) alongside traditional control state variables. In this setting,
several meta-learning techniques have been recently proposed. Other works focus on the generation
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of meta-policies capable of several papers that explore the concept of meta-policies in robotics and
reinforcement learning. Meta-policies are higher-level policies that can adapt to different robot
morphologies or task conditions. The key points about these works is to develop policies that can
work across different robot designs or body configurations without needing to be retrained from
scratch. In [24] model-free meta-reinforcement learning is used to train a locomotion policy that can
quickly adapt to different designs and achieves close-to-optimal performance for each design instance
after adaptation. AnyMorph [25] presents a novel approach to reinforcement learning by enabling
the transfer of policies across different agent morphologies without the need for prior morphological
descriptions. This is achieved through a data-driven method that learns morphology representations
directly from the reinforcement learning objectives, enhancing zero-shot generalization to new agents.
The methodology contrasts with traditional approaches that require hand-designed morphology
descriptions, thus streamlining the learning process. MorAL [26] concurrently trains a control policy
alongside an adaptive module that takes into account the robot’s temporal states. This module allows
the control policy to implicitly identify the properties of different robot platforms and estimate body
velocity in real-time. Extensive experiments conducted in both real-world and simulated environments
demonstrate that this controller enables robots with significantly different morphologies to effectively
navigate a variety of harsh indoor and outdoor terrains. Other work, to generate locomotion policies is
also found in recent literature extending similar concepts to robot of similar morphology [27, 28, 29].
In general, there are several ways to make the loss function agnostic for the model and ultimately it
also boils down to the specific requirements, however, it may be difficult to keep the policy generation
unbiased.

Main take Neither of the two classes of optimizations is completely fit to generalize
close-to-optimal and unbiased policies for a class of systems. On one side, trajectory optimiza-
tion provides a poorer generalization as it solves a specific optimal control problem instance, while
on the other side, learning may generalize better but the optimality of its solutions and the bias
introduced in meta-learning may be detrimental. However, by exploiting the strengths of each of
these methods, we can obtain policies that are more adaptable to the co-design problem. In particular,
by looking at some trajectories generated by bi-level planners, one can notice plenty of structure
and similarities that should be simple to generalize. Moreover, the optimality of the policy can be
reintroduced in the policy directly by imitation of optimal trajectories. In the next section, we will
discuss methods to bridge the gap between the two in this setting.

5 Design-aware policy optimization via hybrid approaches

Imitation Some techniques that have still to be fully explored involve the use of hybrid approaches.
For instance, one possibility is the use of supervised learning of optimal trajectories via the synthesis
of control policies via imitation learning [30]. In imitation learning, one possible way to generalize
learning with different robot designs is via spatiotemporal retargeting [31], this method shows promise
in generalizing the learning of behaviors on legged robots. Taking inspiration from this result, it may
be possible to extend the same reasoning also considering optimal trajectories as expert demostrations.

In co-design One of the primary challenges in this domain is the vastly increased search space
resulting from the combination of design and control parameters. To address this, hierarchical opti-
mization structures have shown promise. These approaches typically employ a higher-level algorithm,
such as evolutionary strategies or Bayesian optimization, to explore a (small) morphological design
space, while lower-level algorithms optimize control policies for each candidate design [32]. SoftZoo
is a co-design framework for soft robots [33] that exploits differential information. In such framework
several robot design can be evaluated and optimized in a variety of environments. This work leverages
a reinforcement learning policy to then improve the design via a Bayesian approach. Other work,
related to hybrid methods, bridges the gap between trajectory optimization and RL by using TO to
guide the exploration of an actor-critic RL algorithm, improving sample efficiency [34, 35]. Morevoer,
in this work also first-order information about the optimal trajectories could be exploited via Sobolev
learning a technique that uses the information of sensitivities to improve the approximation of the
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Figure 4: Sampling-based policy optimization with trajectory optimization

learning network for the policy [36]. Even if not explicitly targeted to a co-design application, this
work shows how differential information can be used from trajectory optimization.

6 Design-aware policy optimization

Considering all of these results, we plan to extend co-design pipelines in the future to better benefit of
reinforcement learning and differentiable simulation. We sum up a sketch of such an implementation
which we plan to test in the future. In our ongoing work, we are currently using differentiable
simulation information via [37, 38], recovering, after trajectory optimization methods, optimal state
and control trajectories 𝑥★, 𝑢★. Thanks to the differentiability of the framework, also the sensitivities
of these trajectories with respect to the design parameters 𝜆 can be recovered. Using standard
optimization techniques, constraints on the trajectories (even non-Markovian ones [11]) can be
enforced. These trajectories can be used to inform design-dependent policies 𝜋 in a setting similar to
Sobolev learning. We envision a method similar to what is shown in Fig. 4. At the beginning, initial
samples from the design space are selected, and then for each, a trajectory optimization problem is
solved from a set of initial conditions (which we assume fixed e.g. in the joint space). The optimal
solutions and their sensitivities are then used as experts to inform a design-aware policy 𝜋(𝑥, 𝜆)
which will have to match the optimal trajectories and rewards in the same problem setting. For
this step to be achievable, the same simulation of the dynamics and reward formulation is enforced
by the use of the same differentiable simulator. If the optimized policy provides a satisfactory
performance (for instance e.g. against validation data) then the optimization can terminate. In the
case the optimization is unsuccessful (the policy is not generating close to optimal trajectories in the
computational budget), then we deem the sampled design insufficient for proper generalization. As a
next step, to achieve higher generalization new data is generated trying to provide more information
about the design space. This step can be done by trying to maximize the difference concerning
previously selected designs, similarly to what is common in entropy-based methods. For each of the
new design samples, an optimization problem is solved obtaining again optimal trajectories stored in
the dataset of demonstrations. All the demonstrations are optimal, so the data is simply stored and
reused in the next run of the policy optimizer. This loop continues until the policy generalizes in
the design space. As a last step this policy can be used for co-design purposes as in [32] or even in
gradient-based approaches exploring the differentiability with respect to the design parameters in
simulation.
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7 Conclusions and future work

In conclusion, while design-aware policy optimization in robot co-design offers exciting possibilities
for creating more capable and efficient robots, it also presents a host of technical challenges. Balancing
exploration and exploitation between these levels is crucial and remains an active area of research.
Another key technique is the development of design-aware loss functions that capture the complex
interplay between morphology and control. Balancing the trade-off between evaluation accuracy
and computational efficiency remains an ongoing challenge. We have indicated a possible way to
complement nicely the computational speed-up from gradient-based methods and differentiable
simulation and learning. We plan to explore more of these hybrid methods in future research paving
the way for more adaptable policies that can better express the robot’s properties for guiding the
design phase. To tackle the open challenges of co-design in robotics, interdisciplinary approaches are
needed from the start, drawing from fields such as reinforcement learning, evolutionary computation,
multi-objective optimization, down-the-line prototyping, and advanced manufacturing. As research in
this area progresses, we can expect to see the development of more sophisticated techniques that push
the boundaries of what’s possible in robotic design and control. One of the main open problems is
the optimization problem dimensionality. These techniques may perform well for a moderate number
of variables, but may become a bottleneck for complex designs requiring hundreds of parameters.
The development of design-aware loss functions that capture the interplay between morphology and
control is necessary. And we believe it could be boosted by integrating first-order information into
learning.
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