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ABSTRACT

ENN-MT (Khandelwal et al.l [2021) is a straightforward yet powerful approach
for fast domain adaptation, which directly plugs pre-trained neural machine trans-
lation (NMT) models with domain-specific token-level k-nearest-neighbor (kNN)
retrieval to achieve domain adaptation without retraining. Despite being conceptu-
ally attractive, kNN-MT is burdened with massive storage requirements and high
computational complexity since it conducts nearest neighbor searches over the
entire reference corpus. In this paper, we propose a simple and scalable nearest
neighbor machine translation framework to drastically promote the decoding and
storage efficiency of KNN-based models while maintaining the translation perfor-
mance. To this end, we dynamically construct an extremely small datastore for
each input via sentence-level retrieval to avoid searching the entire datastore in
vanilla kNN-MT, based on which we further introduce a distance-aware adapter
to adaptively incorporate the kNN retrieval results into the pre-trained NMT mod-
els. Experiments on machine translation in two general settings, static domain
adaptation, and online learning, demonstrate that our proposed approach not only
achieves almost 90% speed as the NMT model without performance degradation,
but also significantly reduces the storage requirements of kNN-MT.

1 INTRODUCTION

Domain adaptation is one of the fundamental challenges in machine learning which aspires to cope
with the discrepancy across domain distributions and improve the generality of the trained models.
It has attracted wide attention in the neural machine translation (NMT) area (Britz et al.,2017;|Chen
et al.,)2017;|Chu & Wang,|2018;Bapna & Firat, 2019;|Bapna et al., 2019;|Wei et al.,2020). Recently,
ENN-MT and its variants (Khandelwal et al., [2021; [Zheng et al., 2021ajb; Wang et al., |2022a))
provide a new paradigm and have achieved remarkable performance for fast domain adaptation
by retrieval pipelines. These approaches combine traditional NMT models (Bahdanau et al., 2015j
Vaswani et al., 2017) with a token-level k-nearest-neighbour (kKNN) retrieval mechanism, allowing it
to directly access the domain-specific datastore to improve translation accuracy without fine-tuning
the entire model. By virtue of this promising ability, a single kNN-MT can be seamlessly generalized
to other domains by simply altering the external knowledge it attends to.

In spite of significant achievements and potential benefits, the critical bottleneck of KNN-MT is
its large token-level external knowledge (also called a datastore), which brings massive storage
overhead and high latency during inference. For instance, [Khandelwal et al.| (2021) found that
kNN-MT is two orders of magnitude slower than the base NMT system in a generation speed when
retrieving 64 keys from a datastore containing billions of records. To ease this drawback and make
kNN search more efficient, a line of works (Martins et al.l [2022b; [Wang et al., 2022a) proposed
methods to reduce the volume of datastore, such as pruning the redundant records and reducing
the dimension of keys. On another line, Meng et al.| (2022) designed Fast kNN-MT to construct
a smaller datastore for each source sentence instead of consulting the entire datastore. Typically,
the small datastore is constructed by searching for the nearest token-level neighbors of the source
tokens and mapping them to the corresponding target tokens. However, in essence, Fast KNN-MT
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Table 1: Analysis on samples involved in kNN retrieval (k=8) when translating multi-domain
German-to-English datasets (IT, Medical and Law). The left column includes the statistics of full
data and correspondent KNN-MT performance, while the right column shows the averaged number
of sentence pairs (Sents) and target tokens (Tokens), the storage overhead of datastore (Datastore)
and correspondent performance of our proposed method (SK-MT) on these samples, respectively.

Domain Full Involved Samples During Inference
Sents Tokens Datastore = kNN-MT | Sents Tokens Datastore SK-MT

1T 223k 3.6M 6.9G 45.9 7.1 249 0.46M 46.3

Medical | 248k 6.9M 14.0G 54.2 9.0 358 0.68M 57.8

Law 467k 19.0M 37.0G 61.3 14.2 730 1.5M 62.7

migrates the inefficient kNN retrieval from the target side to the source side, resulting in still two
times slower decoding speed than the standard NMT model. Despite its failure to speed up, the
insights behind Fast kANN-MT inspire us that it is avoidable to leverage the entire datastore for
nearest neighbor search. In addition to decoding acceleration, little attention has been paid to the
storage overhead of kNN-MT, which also limits its practicability and promotion on real-world online
services. Concretely, kNN-MT requires nearly 37GB of disk storage for creating a datastore from
467k law-domain sentence pairs, while the plain text takes less than 100MB, meaning prohibitive
storage requirements when applied to a larger corpus. Both factors enlighten us to reflect on the
necessity of constructing a complete datastore for kNN-MT.

To this end, for each test input, we deeply investigate the involved sentence pairs during the decoding
process of KNN-MT, and the results are shown in Table[I| We collect the minimum sentence pairs
that cover all decoding steps of KNN-MT on multi-domain German-to-English datasets, including
IT, Medical and Law. Interestingly, we discover that during the whole decoding process, a scarce
number of training samples (i.e., less than 16 samples on average) in the domain-specific reference
corpus are required for each test sentence, while the storage overhead of the datastore built by
these samples is negligible. Moreover, combining the dynamic datastore in kNN-MT is capable of
achieving superior performance than vanilla XNN-MT. This phenomenon provides a new perspective
that it is feasible to perform sentence-level retrieval to obtain a small number of similar samples for
kNN-MT generation.

Following this line, we propose a simple and scalable nearest neighbor machine translation frame-
work (SK-MT) to handle the limitations of kNN-MT while keeping its performance. This approach
first leverages current efficient text retrieval mechanisms, such as BM25 (Robertson & Zaragoza,
2009), to obtain a small number of reference samples that have high overlaps with the input sen-
tence, and then dynamically construct a tiny datastore by forwarding the samples to the pre-trained
model. In this way, we avoid searching through the whole datastore for nearest neighbors and dras-
tically improve the decoding and storage efficiency of KANN-MT. Based on that, a distance-aware
adapter is introduced to adaptively incorporate the kNN retrieval results into the pre-trained NMT
models. We conduct experiments in two settings, including static domain adaptation and online
learning. Experimental results demonstrate that our proposed approach not only achieves almost
90% speed as the NMT model without performance degradation, but also significantly loosens the
storage requirements of KNN-MT. Our code is open-sourced on https://github.com/dirkiedai/sk-mt.

2 BACKGROUND: kNN-MT

Recently, Khandelwal et al.|(2021) proposed KNN-MT that augments pre-trained NMT models with
a translation memory retriever, empowering models to attend to external knowledge and improve
translation performance. It is generally formulated in two processes: datastore construction and
inference with kNN retrieval.

Datastore Construction. The datastore is a translation memory which converts bilingual sentence
pairs into a set of key-value pairs. Given a reference corpus (z,y) € (X,)), the pre-trained NMT
model generates the context representation fy(x, y<) at each timestep ¢. Then we collect the output
hidden state fy(x, y<:) as key and y; as value to construct the whole datastore (K, V):

(K, V)= U {(fo(z,y<t), ye), Vye € y}. ey

(z,y)€(X,Y)


https://github.com/dirkiedai/sk-mt
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Figure 1: An illustration of our method consisting of two modules, including dynamic datastore
construction and inference with adaptive kNN retrieval.

Inference with kNN Retrieval. At the ¢-th decoding step, given the already generated words
J<t, the current context representation fy(z, <) is leveraged to generate a retrieval distribution
PN (Yt |x, G<+) over the entire vocabulary:

PENN (yt|l', g<t) X Z Iytzvi exp( )’ (2)

(hi,vi)EN:

—d(h, fo(z,9<t))?

where the d(., .) stands for Euclidean distance function and 7 is the temperature to control the sharp-
ness of softmax function. The final prediction distribution enhances vanilla NMT distribution pxmt
with the retrieval distribution pynN, and it is formally calculated as:

PelT, J<t) = AprnN (Y|, Gt) + (1 = N)pnnar (ve| 2, J<t), 3)

where ) is a tuned interpolation coefficient. In consideration of beam search in the inference phase,
the kNN search over the entire datastore (K,V) is applied at each decoding step of all beams,
resulting in the total time complexity of O(|K|Bl), where B denotes the beam size and ! denotes
the target length. Moreover, the storage requirement of datastore leads to the space complexity of
O(|K]|h), where h stands for the dimension of hidden representations. The decisive factor in time
and space complexity is the datastore size ||, therefore the growing of |K| will engender massive
storage overhead and high latency. In practice, kNN-MT usually adopts the FAISS (Johnson et al.,
2021) toolkit for efficient similarity approximate search and clustering of dense vectors. However,
when given an extensive datastore (e.g., billions of records), decoding and storage efficiency is still
unsatisfactory (Khandelwal et al.,[2021).

3 METHODOLOGY

In this work, we provide a new perspective that leverages sentence-level retrieval to dynamically
build an extremely small datastore for each test sentence, instead of constructing a complete data-
store for kNN-MT. It is inspired by an interesting phenomenon that only a few training samples in
the domain-specific reference corpus are involved during the decoding process of kNN-MT for each
test input, as shown in Table[I] We design a simple and scalable nearest neighbor machine transla-
tion framework (SK-MT) to handle the shortcoming of kNN-MT while keeping its performance in
fast domain adaptation. As illustrated in Figure |1} the overall framework can be decomposed into
two main processes, i.e., dynamic datastore construction and inference with adaptive kNN retrieval.
Next, we will give a detailed view of these two modules.

3.1 DYNAMIC DATASTORE CONSTRUCTION

In our framework, adopting a dynamic datastore instead of a static and extensive datastore used in
conventional KNN-MT plays a vital role in fast domain adaptation. Its benefits are mainly two-fold:
1) it filters out the majority of noises in the original datastore in advance and forces the model to
attend to the most helpful records, and 2) it limits the nearest neighbor search to an extremely small
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datastore, thus improving inference efficiency and reducing storage requirements to a large extent.
Specifically, for each test sentence z, we leverage an existing search engine (e.g., ElasticSearclﬂ) to
retrieve the top-64 (default setup) bilingual sentence pairs {(z?,y")}%; with the highest relevance
score from the training corpus. We implement the relevance score as BM25 (Robertson & Zaragozal,
2009), a popular and competitive approach to text ranking tasks. Then in pursuit of selecting a better
output hypothesis, we employ the following similarity to re-rank the retrieved bilingual sentences
and maintain top-m bilingual reference samples {(z%, y")} " ;:

) , dist(x, 2%)
sim(z,2') =1 - ——————, “4)
max(|x, 2])

where dist(.,.) denotes the edit-distance, and xt, yi are the retrieved source and target sentences
from the training data, respectively. These sentence pairs are utilized to create a small datastore
(Ky, V) for the source sentence = as Equation |1| by forwarding the trimmed corpus to the pre-
trained NMT model:

(Ka: V) = | {(fo(@’ ul0), u), Vi € '} 5)

1<i<m

In this way, the time and space complexity of kKNN-MT are reduced to O(|K,|Bl) and O(|K|h)
respectively, where |[K,| < |K].

3.2 INFERENCE WITH ADAPTIVE kNN RETRIEVAL

Since we build a significantly small datastore from several similar bilingual sentences, it is inevitable
to introduce irrelevant sub-units (chunks or words) for the nearest neighbor search. Under this
circumstance, arbitrarily introducing kNN distribution with a fixed coefficient A will take the risk
of being interfered by the noises in retrieved neighbors. Moreover, it is unnecessary to incorporate
kNN distribution when the pre-trained NMT model has higher confidence in predicting the next
word, otherwise, it tends to harm the performance. To ease the bias of using a fixed interpolation
coefficient in kNN-MT, prior works (Zheng et al.,2021a)) train a light-weight network to predict the
coefficient A, which decides the engagement of the XNN module in an adaptive manner. In this work,
we extremely simplify the process by proposing to determine A linear to the normalized distance,
which is effective but requires no further training. Precisely, we explicitly calculate A by:

A= g(dp) = ReLU(1 — %)7 (6)

where T is the temperature parameter defined in Equation [2| and dy represents the top-1 distance
during nearest neighbor search. In this way, the engagement of kNN distribution is ignored when
the distance is larger than the temperature value 7, and it is magnified when records are relevant
enough to the current query.

3.3 DISCUSSIONS

To our knowledge, the most relevant work in KNN-MT area to our study is Fast kNN-MT (Meng
et al.,|2022)), which proposes to construct different datastores for each source sentence by token-level
prefiltering. However, it still suffers from constructing the entire datastore in advance, resulting in
less decoding and storage efficiency than our SK-MT method that adopts a dynamic datastore. SK-
MT can also be viewed as a novel sentence-level pruning strategy, parallel to previous token-level
pruning approaches, such as random pruning (Khandelwal et al., [2021), greedy merging (He et al.,
2021)) and cluster-based pruning (Wang et al., [2022a). Our approach benefits from the fact that the
storage overhead of text data is extremely more negligible than dense vectors, and thus we provide
a practical version of KNN-MT in real applications. Another main advantage of our method is its
scalability in terms of reference fetching (owing to the advanced text retrieval system) and translation
(owing to the scalability of reference samples). It is effortless to perform operations on a datastore
such as insertions, deletions, or substitutions by operating the reference samples, while the same
process is quite costly for a K NN-based method that requires a pre-defined datastore.

"https://github.com/elastic/elasticsearch
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Interestingly, the retrieval-then-generation paradigm inspired by kNN-MT analysis also falls into
translation-memory area (Gu et al., 2018; [Zhang et al., |2018a; [Xia et al., 2019; |Cai et al., [2021]).
Our approach is somewhat in a similar framework of |Gu et al.| (2018)) but introduces kNN retrieval
to achieve shallow fusion. In this manner, we inherit the advantage of KNN-MT that we do not
need extra training, and leverage sentence-level text retrieval from the translation-memory area to
improve kKNN-MT’s efficiency. We also find that SK-MT achieves better or comparable performance
than state-of-the-art translation-memory methods, which are included in the Appendix [B]

4 EXPERIMENTS

We evaluate the effectiveness of our proposed SK-MT in two settings: 1) domain adaptation, in
which a pre-trained general-domain NMT model is used to translate domain-specific sentences with
kNN searching over an in-domain datastore; 2) online learning from human feedback in the human-
in-the-loop machine translation, where the pre-trained NMT model incrementally takes human-
corrected samples into account during the decoding process.

4.1 DOMAIN ADAPTATION

Dataset and Evaluation. For the domain adaptation task, we use the same multi-domain dataset as
the baseline (Khandelwal et al., 2021)) and consider IT, Medical, Koran, and Law in our experiments.
The statistics of the dataset are shown in Appendix For performance evaluation, we adopt
SacreBLEU (Post, |2018))"|and ChrF (Popovic,|[2015).

Baselines. We compare our method (SK-MT) with several baselines: (D NMT: We adopt the
WMT’ 19 German-English news translation task winner model (Ng et al.| [2019) as the pre-trained
NMT model. (2) kXNN-MT: Following [Khandelwal et al.| (2021), we incorporate the datastore built
from domain datasets into the pre-trained model. (3) AK-MT: A variant of kNN-MT (Zheng et al.,
2021a)), where the hyper-parameter k is adaptively selected. (4) FK-MT: Fast kNN-MT proposed by
Meng et al.| (2022)) constructs a smaller datastore for each source sentence by searching for the near-
est token-level neighbors. (5) EK-MT: An efficient XNN-MT proposed by Martins et al.| (2022b),
which explores several approaches for acceleration. (6) CK-MT: Chunk-based KNN-MT (Martins
et al.| 2022a) retrieves chunks of tokens from the datastore, instead of a single token.

Implementation Details. In our experiments, we adopt the THUMT (Zhang et al., 2020) toolkit
for our model implementation. For each sentence in the test set, we retrieve 64 sentences with
the highest BM25 scores from the training corpus and perform re-ranking according to the metric
defined in Equation [d] We maintain the top-m bilingual sentences as our reference corpus, which
are utilized to build a dynamic datastore with the hidden dimension set to 1024. During inference,
we carefully tune the hyper-parameters on the development set by performing a grid search on
ke{l1,2,3,4},m € {1,2,4,8,16} and T € {5, 10, 20, 50, 100, 150, 200}. Based on the validation
results, we select two widely-used model architectures in our experiments, m = 2,k = 1 as SK-
MT; and m = 16, k = 2 as SK-MT;, where the temperature 7-s are both set to 100. The beam size
and length penalty are set to 4 and 0.6 for all datasets. To replicate other kNN-based baselines, we
utilize FAISS (Johnson et al., 2021) for efficient kNN retrieval, and we learn 4096 cluster centroids
for NN retrieval and search 32 clusters for each target token.

. . T Selection -
Table 4: Grid search on m and & on IT development set with BLE 64
the temperature 7 fixed to 100. The * marks the two selected Chrf 63
models (SK-MT; and SK-MT5) in our experiments. 2 62
4 61c
k BLEU ChrF @40 oo
m 1 2 3 4 1 2 3 4 38
59
1 427 422 419 408 | 617 613 610 605
2 434* 430 425 416 | 621 617 615 609 36510 20 50 100 150 200°8
4 435 438 430 423 | 622 621 617 613 T Value
8 433 439 434 427 | 621 623 620 614

Figure 2: Temperature selection on IT
development set.

—

6 433 439" 436 43.0| 620 623" 621 618

“https://github.com/mjpost/sacrebleu
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Table 2: BLEU(?) and ChrF(1) on multi-domain test sets, including IT, Medical, Koran and Law.

Model BLEU ChrF

ode IT Medical Koran Law Avg. | IT Medical Koran Law Avg.
NMT 39.1 41.8 169 459 359 | 589 61.4 398  66.0 565
kKNN-MT 459 54.2 204 613 455 | 633 69.5 413  76.0 625
AK-MT 46.9 56.4 203  62.6 46.6 | 644 71.0 417 769 63.5
FK-MT 45.5 53.6 21.2 560 44.1 - - - - -
EK-MT 44.4 51.9 20.1 57.8 43.6 - - - - -
CK-MT 44.2 53.1 193 59.7 441 - - - - -
SK-MT; 46.1 56.8 176 60.7 454 | 63.6 70.7 40.6 755 625
- w/o adapter | 40.6 47.0 184 523 39.6 | 59.7 63.4 409 69.1 583
SK-MT, 46.2 57.6 19.5 623 464 | 64.0 71.3 415 1764 633
- w/o adapter | 41.3 51.2 205 563 423 | 604 66.0 423 710 599

Table 3: Storage overhead and inference speed on Law test set.

Model Storage Overhead Inference Speed (ms/sentence)

ode Datastore  FAISS Index GPU batch=1 batch=4 batch=8 batch=16
NMT | - - | 300.8 (x1.00) 1582 (x1.00)  85.1(x1.00)  79.1 (x1.00
WNNMT | 370G L3G f/( 1986.4 (x0.15)  749.5 (x0.21) 4674 (x0.18) 410.5 (x0.19

409.6 (x0.73) 1953 (x0.81) 110.5(x0.77) 100.5 (x0.79

SK-MT; | 0.16M - 3444 (x0.87) 184.8 (x0.86)  94.6 (x0.90)  85.0 (x0.93
SK-MT; | 1.34M - 430.5 (x0.70) 225.1 (x0.70) 131.1 (x0.65) 136.2 (x0.58

Main Results. In Table |2} we verify the performance of SK-MT on the multi-domain dataset. As
for SK-MT] that refers to only m = 2 samples instead of the whole training set as vanilla KNN-
MT does, we do not notice significant performance degradation both in terms of BLEU and ChrF.
Surprisingly, with a higher amount of reference samples, SK-MTj; substantially outperforms vanilla
ENN-MT by 1 point of both BLEU and ChrF on average and achieves comparable performance to
AK-MT, which is regarded as the state-of-the-art KNN-MT method. It is a remarkable outcome that
SK-MT; and SK-MTj surpass all the efficient methods (FK-MT, EK-MT, and CK-MT) by a large
margin, illustrating that our framework is capable of attaining high effectiveness while it is designed
for efficient decoding as those three approaches. Additionally, we conduct an ablation study on our
adapter with dynamic parameter strategy, which indicates the benefit of adjusting A in an adaptive
manner. We also carry out experiments on a more general setting, i.e., WMT’ 14 news translation
task, but find that kNN-based methods could not achieve significant improvements. We believe that
low sentence-level similarity greatly attributes to the unfavourable performance on the WMT’ 14
dataset. More results and discussions are included in Appendix

The Effect of Hyper-parameters. The translation quality of KNN-MT is susceptible to its hyper-
parameters A, 7, k, which are reduced to 7 and k only in our SK-MT framework. The number of
reference samples m is also an essential hyper-parameter that determines the richness of reference
samples and the size of the dynamic datastore. It is a straightforward intuition that the increment
of m tends to generate better translations but requires more decoding time. Therefore, carefully
selecting m is of vital importance because it balances the effectiveness and efficiency of our pro-
posed method. To achieve a better trade-off, we consider 16 as the maximum of m. With grid
search on the hyper-parameters, as illustrated in Table ] and Figure[2] we can see that our proposed
SK-MTs> achieves the best performance on the IT development set. More details can be found in
Appendix [A.3] It is worthwhile to notice that SK-MT; where k = 1 and m = 2 achieves compara-
ble performance to the best SK-MT; with conceptually improved efficiency, which will be verified
experimentally in the next section.

Decoding Speed and Storage Overhead. In this section, we conduct experiments on comparing
the inference speed’|and storage overhead with other baselines. Considering the completeness and
fairness of speed comparison, we test the speeds of all the models with various batch sizes, including
1,4,8, and 16. The hardware we use is 112 cores of Intel(R) Xeon(R) Gold 6258R CPU and a single

3In our experiment, the preliminary time spent on text retrieval of SK-MT is negligible.
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Figure 3: Word accuracy on multi-domain dataset.

GeForce RTX 2080 Ti GPU. As shown in Table [3] our proposed light-weight SK-MT; achieves
almost 90% decoding speed as the NMT model and has higher speed than ANN-MT with GPU
acceleration. Not surprisingly, the decoding speed of SK-MT will decrease along with the increment
of m, because typically all the reference samples are passed forward to the NMT models to construct
a datastore. In addition, kNN-MT typically takes 37G of space to create its datastore, while this
storage requirement is avoidable for SK-MT. Both the time and space efficiency of our method are
further amplified when given an extensive datastore (e.g., datastore built from WMT’14). More
details can be found in Appendix [C]

Word Accuracy Analysis. It is observed that directly utilizing general models to translate out-
of-domain sentences or rare words can cause severe performance degradation (Koehn & Knowles,
2017 [Dou et al, 2019). We suspect kNN-based models alleviate this issue by introducing external
information of out-of-domain and rare words to the pre-trained NMT models. To analyze this prob-
lem, we adopt COMPARE-MT 2019) to compute the accuracy of words at different
frequencies (y-axis). As illustrated in Figure 3] from the perspective of word accuracy, kNN-based
methods substantially outperform NMT, especially for the rare words at the frequency < 10. It
indicates that the excellent adaptation ability of KNN-based models is partially owing to their richer
knowledge of low-frequency words. On average, SK-MT5 performs slightly better than SK-MTj,
and perhaps it is because the increment of reference samples covers more rare words in the datastore.

4.2 ONLINE LEARNING

SRC: Ambirix ist ein Impfstoff
MT: Ambirix is a virus

Task Description. We verify the feasibility of applying our
proposed approach to machine translation with human feed-
back, a canonical incremental adaptation task. In this scenario,
human experts are involved in post-editing translation hypothe-

ses, and in turn, the revised translations are fed to the MT ;//
A

system for adaptation and improvement. One of the greatest

challenges to previous work is that those approaches gener- W

ally require adapting the online models to new-coming samples

constantly, which conduces to significant inefficiency in prac- S ot emn Imprstor

tice. Worse still, they are suffering from catastrophic forgetting

problems. As for our framework, we follow the research line of Figure 4: An illustration of the sce-

non-parametric online learning methods (Wang et al [2022b), nario of machine translation with
which adopt external knowledge to memorize human feedback. human feedback.

Translate

Dataset and Baselines. For the online learning task, we adopt two widely-used document-level
datasets, i.e., European Medicines Agency (EMEA) dataset (Tiedemann|, [2009) and JRCAcquis cor-
pus (Steinberger et al, 2006). Following previous work (Wang et al., [2022b), we divide the doc-
uments into five buckets based on their lengths (0-50, 50-100, 100-200, 200-500 and 500-1000).
We compare our method with several representative kinds of research, including NMT
[2019), kNN-MT (Khandelwal et al., 2021) and KoK (Wang et al., 2022b). More details of dataset
and implementation are shown in Appendix[A.T]and[A.2)
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Table 5: BLEU(?) and ChrF(1) on EMEA and JRC-Acquis datasets.

BLEU ChrF
Model [0, [50, [100, [200, [500, Full [0, [50, [100, [200, [500, Full
50) 100)  200) 500)  1000) 50) 100)  200) 500)  1000)
EMEA
NMT 442 432 383 424 40.6 41.7 | 648 636 61.5 634 64.8 64.1
kKNN-MT | 43.6 434 399 43.8 43.8 434 | 635 637 61.8 64 65.9 64.6
KoK 444 446 44.1 45.7 53.7 492 | 650 654 644 65.5 71.5 68.2
SK-MT1 455 448 434 45.6 53.2 49.2 | 653 647 643 65.5 71.6 68.3
SK-MTs 46.1 456 438 46.3 53.6 49.7 | 65.8 65.1 64.6 65.8 71.8 68.6
JRC-Acquis
NMT 54.1 500 422 39.9 43.4 445 | 722 702 659 62.9 65.6 66.4
KNN-MT | 55.5 522 457 43.6 47.7 48.1 | 72.0 70.7 67.8 65.1 68.3 68.3
KoK 563 524 477 44.7 50.1 49.8 | 739 720 69.2 66.1 70.2 69.9
SK-MT1 56.6 52.8 472 43.5 47.8 48.5 | 740 720 69.0 65.3 68.8 69.1
SK-MT. 574 5377 482 44.7 49.5 498 | 745 725 69.4 66.0 69.7 69.8
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Figure 5: Results of R-indicator on documents with [50,100), [100,200), [200, 500), and [500.1000)
buckets from EMEA and JRC-Acquis.

Main Results. We adopt the same performance evaluation as in domain adaptation: BLEU and
ChrF. Considering the fairness and completeness of the results, we also measure corpus-level BLEU
and ChrF by concatenating the translations of all the documents in each bucket. As illustrated
in Table ] the improvement of KoK over the kNN-MT baseline suggests that using a dynamic
coefficient A for interpolation helps produce better translation quality, which is also claimed in/Wang
et al.| (2022b). With the benefit of an adaptive A\, SK-MT5 not only exceeds kNN-MT by a large
margin as expected, but achieves equivalent or even better performance than KoK on both EMEA
and JRC-Acquis datasets. Similar to domain adaptation, SK-MT; is better than KNN-MT in terms
of BLEU and ChrF when utilized in online learning setting. Moreover, the improvements in various
buckets of length demonstrate the effectiveness and generalization of our method.

Zero-Shot and Few-Shot Ability. Following Wang et al.| (2022b), we evaluate the adaptation
speed of different approaches to human feedback using R-indicator (Simianer et al.l |2019), which
measures the translation recall of words with different occurrence times in users’ feedback. For the
j-th pair of bilingual pairs of sentences from the corpus (z;,y;) € (X,Y), we let R; ; represent
unique words in the reference y; that are their (¢ + 1)-th occurrence in the whole document. We
denote R; as the recall of tokens that have appeared ¢ times in the previous corrected sentences:

N
Y R |

i = (7N
SN R
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where N denotes the corpus size |(X', )| and H; stands for unique words in the j-th hypothesis ;.
Specifically, Ry evaluates the tokens that first appear in the translating document and R, considers
those that have appeared once. We conduct experiments on documents with [50, 100),[100, 200),
[200, 500) and [500, 1000) buckets from EMEA and JRC-Acquis datasets, and compute Ry, Rj,
Ro.5, Rs~9 and Rgy. As shown in Figure E], in all the settings, SK-MT shows roughly the same
trend as KoK, where R; value of SK-MT improves rapidly and outperforms NMT and ANN-MT
baselines. It indicates that SK-MT and KoK adapt to helpful human feedback faster.

5 RELATED WORK

Domain Adaptation for NMT. Domain adaptation aspires to cope with the discrepancy across
domain distributions and improve the generality of the trained models. The domain adaptation
approaches in the MT field are mainly divided into two categories: 1) architecture-centric, which
typically adds trainable parameters to the NMT model for adaptation. (Wang et al., [2017; Wuebker
et al.L[2018};Bapna & Firat,[2019;|Guo et al.,2021) 2) data-centric, which fine-tunes the NMT model
using the domain-specific corpora. In the absence of a pre-defined in-domain corpus, the parallel
data can be selected from a larger generic corpus (Del et al., [2021)), generated from a monolingual
corpus through forward- or back-translation (Zhang et al., 2018bj |[Poncelas & Way, [2019} /Wei et al.}
2020), or synthesized from a lexicon or a template (Hu et al., 2019; |Peng et al.| |2020). Recently,
non-parametric methods provide a new paradigm for domain adaptation by retrieving the datastore
of similar instances (Khandelwal et al., 2021} Zheng et al.,[2021a; Jiang et al., 2021)). We follow this
research line and propose a more effective and efficient kXNN-based framework.

Nearest Neighbor Translation. Non-parametric approaches that incorporate external knowledge
into the pre-trained models through a retrieval pipeline have attracted wide attention from natural
language processing areas, including language modeling (Khandelwal et al.,2020), machine transla-
tion (Khandelwal et al.l2021;Zheng et al.|[2021a}|Jiang et al.,2021), question answering (Guu et al.,
2020; Lewis et al.,|2020; [Xiong et al., 2021)) and dialogue generation (Fan et al., 2021} Thulke et al.,
2021). For the NMT system, [Khandelwal et al.| (2021) first propose KNN-MT, a non-parametric
approach that plugs kNN classifier over a large datastore with traditional NMT models (Bahdanau
et al., 2015 [Vaswani et al., [2017}; |Hassan et al., 2018) to achieve significant improvement. In ad-
dition, [Zheng et al.| (2021a) propose to dynamically determine the number of retrieved tokens to
consider at each step. Martins et al.|(2022a) attempt to retrieve chunks of tokens from the datastore,
instead of a single token. Due to its scalability and adaptability, kNN-MT have also shown great
potential for unsupervised domain adaptation (Zheng et al.,2021b; |Du et al.,|2022) and online learn-
ing (Wang et al.| [2022b)). Despite its great success, kNN-MT suffers from large storage overhead
and low decoding speed. Recently, several works are proposed to promote its practicality. Meng
et al| (2022) design Fast kNN-MT to reduce the decoding time, in which they construct different
datastores for each source sentence by searching for the neighbours of the source tokens. Martins
et al. (2022b) investigate adaptive retrieval, datastore pruning and dimension reduction proposed in
He et al.[(2021), and further design a retrieval distributions cache to speed-up decoding. Wang et al.
(2022a) adopt a lightweight neural network to reduce the dimension of keys and further leverage
cluster-based pruning to reduce retrieval redundancy. Different from previous methods, we propose
to construct a dynamic datastore with a extremely minor size, which avoids kNN search over the
entire datastore and thus dramatically improves the time and space efficiency.

6 CONCLUSION AND FUTURE WORK

In this paper, we present SK-MT, a simple and scalable nearest neighbor machine translation ap-
proach for fast domain adaptation. By constructing a dynamic datastore and introducing a distance-
aware adapter for inference, we are able to produce equivalent or even superior performance than
previous kNN-based approaches. Moreover, experimental results on domain adaptation and online
learning settings demonstrate that our framework does not require any extra training and is efficient
in both decoding time and storage overhead. It is promising that our proposed SK-MT has a wide
range of applications not limited to kNN-MT discussed in the paper. In the future, we would like to
explore the feasibility of SK-MT when applied in KNN-based methods such as kNN-LM (Khandel-
wal et al.l 2020), or other sequence-to-sequence tasks.
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A EXPERIMENTAL DETAILS AND MORE ANALYSIS

A.1 DATASET STATISTICS

The statistics of the datasets included in domain adaptation (multi-domain dataset) and online learn-
ing (EMEA and JRC-Acquis datasets) tasks are listed in Table [6] and [7] respectively. The Moses
toolkit is used to tokenize the sentences and split the words into sub-word units (Sennrich et al.,
2016)) with the bpe-codes provided by Ng et al.| (2019).

Table 6: The statistics of multi-domain dataset.
| Koran IT  Medical Law

Train Sents 18k 223k 248k 467k
Dev Sents 2000 2000 2000 2000
Test Sents 2000 2000 2000 2000

Table 7: The statistics of EMEA and JRC-Acquis datasets for online learning.

Bucket 0-50 50-100  100-200  200-500  500-1000
EMEA
Documents 22 14 7 4 5

Ave sentences 38.4 73.0 157.9 392.8 759.2
Ave tokens 11747 1938.9 3466.1 9334.5 22725.6
JRC-Acquis

Documents 22 14 7 4 5
Ave sentences 38.1 73.1 158.5 373.8 734.8
Ave tokens 1347.1 2466.7 53454 125182  26409.2

A.2 BASELINE SETUP AND IMPLEMENTATION

For the domain adaptation task, we carefully tune the hyper-parameters A, 7, k of kNN-MT (Khan-
delwal et al., 2021) and report the best scores for each domain. In the implementation of AK-
MT (Zheng et al. [2021a), we train a basic model on IT development set about 2500 steps and
generalize it to Medical, Koran and Law domains, in which the hyper-parameters k., T are set to
8 and 10, respectively.

As for the online learning task, we consider kNN-MT and KoK (Wang et al.| 2022b). KoK intro-
duces two k-nearest-neighbor (kNN) modules: Token-kNN memorizes the human feedback, which
is the correct sentence provided by human translators, while Policy-kNN balances the usage of
the history of human feedback and original NMT models adaptively. To replicate KoK, we follow
the setup in [Wang et al.[(2022b) and set the K for Token-kNN and Policy-kNN to 8. The whole
process of the online learning task is as follows: we initialize our reference corpus as empty and
incrementally add the corresponding bilingual sentences to the corpus after every source sentence
is translated. In this manner, we simulate the human-in-the-loop scenario where the translation sys-
tem can only attend to the previous human-corrected sentences. When translating the following
sentence, we perform the same text retrieval procedure as in the domain adaptation setting for our
method. As for KENN-MT and KoK, we add the corresponding bilingual sentences to the datastore
after every source sentence is translated, which is also a simulation of the online learning scenario.

A.3 HYPER-PARAMETERS SELECTION

We report the results of adopting a variety of hyper-parameters to our proposed SK-MT model on
the development set. We consider grid search on 7 € {5, 10, 20, 50, 100, 150, 200}, k € {1,2,3,4}
and m € {1,2,...,16}. The optimal choices of the multi-domain dataset, including IT, Medical,
Koran and Law, are shown in Table [§]and [B}
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Table 8: Grid search on temperature 7 with k fixed to 2 and m fixed to 16.

. . Temperature 7
Domain | Metric | 5 1o 50" "50 100 150 200
. BLEU | 382 39.1 407 429 439 433 409
ChrF | 587 593 602 61.6 623 617 598
Medical | BLEU | 459 483 512 540 552 544 524
! ChrF | 640 654 672 69.1 701 69.7 68.4
Koran | BLEU | 166 165 168 176 182 185 185
ChrF | 39.6 39.6 398 403 409 408 408
L BLEU | 51.0 530 56.1 597 613 61.1 598
aw CheF | 689 70.1 721 745 758 759 750

Table 9: Grid search on m and k with temperature 7 fixed to 100.
| BLEU | ChrF

Domain i 1 2 4 8 16 1 2 4 8 16

4277 434 435 433 433 | 61.7 621 622 621 620
424 43.0 438 439 439 | 613 617 621 623 623
419 425 43.0 434 436 | 610 615 61.7 620 62.1
40.8 41.6 423 427 43.0| 605 609 613 614 618

532 540 547 549 552|687 693 697 698 699
52.1 535 546 548 552|680 688 69.6 69.7 70.1
50.6 522 534 540 542|670 681 690 694 69.6
493 51.1 523 532 532|665 675 684 69.0 69.0

163 169 172 174 174|394 398 40.1 402 402
164 169 17.6 18.0 182 | 395 399 404 408 409
163 169 179 185 188|395 39.8 406 41.1 413
162 16.6 179 18.6 189 | 395 39.7 405 41.1 4l1.1

59.6 60.6 61.0 61.1 61.6 | 747 753 756 757 76.0
583 59.7 606 612 614|739 747 754 758 758
57.1 589 59.6 60.0 602|733 743 747 750 75.1
55.8 57.6 583 589 594|726 736 740 745 74.6

IT

Medical

Koran

Law

PO = | PR WN=| PR LWND=BWDND R~

Table 10: BLEU(1) and ChrF(1) on multi-domain test sets, including IT, Medical, Koran and Law.

Model BLEU ChrF
IT Medical Koran Law Avg. | IT Medical Koran Law Avg.
NMT 39.1 41.8 169 459 359 | 589 61.4 39.8 660 56.5

NMT+FT | 48.8 57.7 212 629 47.7 | 66.0 71.6 426 772 644

ENN-MT | 45.9 54.2 204 613 455 | 633 69.5 413 76.0 625
AK-MT 46.9 56.4 203 626 46.6 | 644 71.0 417 769 63.5
SK-MT; | 46.1 56.8 17.6  60.7 453 | 63.6 70.7 403 755 625
SK-MT, | 46.2 57.6 195 623 464 | 64.0 71.3 415 764 633

A.4 COMPARISON WITH FINE-TUNED MODELS

Table|10[shows the performance comparisons of KNN-based models with the base model fine-tuned
on the domain-specific datasets. It can be seen that KNN-based methods do not maintain equivalent
translation quality to fine-tuned models, underperforming roughly 1 point of BLEU and ChrF on
average. However, their domain adaptation performance is acceptable because they do not adapt the
pre-trained models for better generation. As for the machine translation with human feedback task,
we online update the pre-trained NMT model with human-corrected sentences, and the results are
illustrated in Table[TT] We can observe that KoK and SK-MT outperform NMT with online tuning
in all the buckets of length with no extra constant model updating, which verifies the effectiveness
and efficiency of involving non-parametric approaches in the online learning scenario.
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Table 11: BLEU(?T) on EMEA and JRC-Acquis datasets.
EMEA JRC-Acquis

Model [0, [50, [100, [200, [500, Full [0, [50, [100, [200, [500, Full
50) 100) 200) 500) 1000) 50) 100) 200) 500) 1000)
NMT 442 432 383 424 406 417 | 541 500 422 399 434 445

NMT+FT | 440 435 396 438 447 438 | 544 509 438 428 475 473

KNN-MT | 43.6 434 399 438 438 434 | 555 522 457 436 477 481
KoK 444 446 441 457 5377 492 | 563 524 477 447 50.1  49.8
SK-MT: 455 448 434 456 532 492 | 56.6 528 472 435 478 485
SK-MT2 | 46.1 456 438 463 53.6 497 | 574 537 482 447 495 498

Table 12: The statistics of JRC-Acquis datasets for translation memory methods.

Dataset \ Train Sents  Dev Sents  Test Sents

De<En 699,596 2454 2483
Es<En 679,088 2533 2596

A.5 PERFORMANCE ON DIFFERENT CORPUS SCALES

We further investigate the performance discrep-

ancies brought by different volumes of refer- Law
ence corpus for text retrieval on the Law dataset, NNMT

. . . 64 - -
and the detailed results are shown in Figure [6] SK-MT(m=2,k=1)
Specifically, we adopt a ratio range of (0.2, 0.4, G- T SK-MT(m=4k=2)
0.6, 0.8, 1.0) to randomly sample from the train- SK'MTE'“:&":Q)

. . SK-MT(m=16,k=2)
ing corpus as our reference corpus for quick 60- AKMT

experiments, and the same corpus is used to

build a datastore for vanilla ANN-MT. These @58
results demonstrate that the translation quality ..
improves steadily along with the increment of

corpus scale, which verifies the effectiveness of 54-

leveraging external information in NMT. SK-

MT with m = 16 achieves the highest BLEU 52-
score among the SK-MT methods and is com-
petitive with the state-of-the-art AK-MT model 20%  40%  60%  80%  100%
in corpora with different scales (less than 1 point Ratio of Corpus

on average). It is noteworthy to discover that the )
performance gain between m = 8 and m = 16 Figure 6: Translation performance of KNN-based

methods on Law development set given reference
corpus of different scales.

is gradually reduced, meaning that using ex-
tensive reference samples when combined with
rich external information is unnecessary.

B COMPARISON WITH TRANSLATION-MEMORY METHODS

In order to make a comparison with previous translation memory (TM) approaches (Gu et al.,2018;
Zhang et al.l 2018a}; | Xia et al., 2019; |Cai et al., 2021), we follow up their experimental setup and
evaluate the translation performance on JRC-Acquis corpus (Steinberger et al., [2006). We obtain
the datasets originally preprocessed by |Gu et al.| (2018)) and carry out translation experiments on
four language pairs, i.e., German-English (De<En) and Spanish-English (Es<En). The statistics
of datasets are shown in Table

We adopt the same transformer structure as Xia et al.| (2019), which contains a 6-layer Transformer
encoder and a 6-layer Transformer decoder. The input dimension, FFN layer dimension and at-
tention heads are set to 512, 2048 and 8, respectively. As shown in Table [I3] our proposed ap-
proach achieves significant improvements or comparable performance to previous TM-based meth-
ods, which also indicates the effectiveness of the kNN retrieval to achieve translation memory fusion.
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Table 13: BLEU score of our method and TM-based approaches on JRC-Acquis corpus.

Model Es=-En En =Es De=En En=-De
dev test dev test dev test dev test
NMT 62.8 62.7 | 604 60.5 | 585 589 | 533 533
Gu et al.|(2018) 632 629 - - - - - -
Zhang et al.|(2018a) 640 643 | 615 61.6 | 60.1 603 | 555 551
Xia et al.|(2019) 664 662 | 625 628 | 619 61.7 | 574 569
NMT (our implementation) | 64.3 64.1 | 623 615 | 59.8 60.8 | 55.0 549
Cai et al.|(2021) 67.0 665 | 630 628 | 636 639 | 579 575
SK-MT; 66.6 66.0 | 633 634 | 635 63.7 | 586 582
SK-MT, 669 66.6 | 642 639 | 63.8 64.2 | 59.0 59.0

Table 14: Model Performance of different methods on WMT’ 14 test set, where KNN-MT adopts
FA1Ss-GPU to speedup the kNN retrieval. For inference speed, we set the batch size to 8. The
hardware we use is a single NVIDIA Tesla V100 GPU and 96 cores Intel(R) Xeon(R) Platinum
8255C CPU.

De=-En En=-De
Model BLEU ChrF Datastore FAlss Speed BLEU ChrF Datastore FAIss Speed
Index  (ms/sent) Index  (ms/sent)
NMT 314 58.1 - - 36.7 27.2 57.8 - - 32.8
kKNN-MT 31.3 58.0 145G 9.0G 252.4 27.3 57.8 128G 7.9G 343.2
SK-MT; 314 58.0 0.06M - 50.1 27.0 57.8 0.06M - 433
SK-MT2 31.3 58.0 0.46M - 63.4 27.0 57.8 0.46M - 50.4

Table 15: Statistics for sentence similarities between each test sentence and the training set for the
WMT’ 14 De<En (3003 sentences), JRC-Acquis De<En (2483 sentences) and IT De=-En (2000
sentences) datasets.

WMT’ 14 JRC-Acquis IT
De=-En En=-De De=-En En=-De De=-En
Similarity | Sent Percent Sent Percent | Sent Percent Sent Percent | Sent Percent
0,0.1) 1 0% 0 0% 2 0% 0 0% 164 8.2%
0.1,0.2 70 2.3% 61 2% 116 4.7% 70 2.8% 111 5.6%
0.2,0.3 1210 403% 1101 36.7% | 344 13.6% 288 11.4% 174 8.7%
0.3,0.4 1096  36.5% 1125 375% | 346 13.7% 353 14.1% | 229 11.5%

)
)
)
.5) 411 13.7% 468 15.6% | 226 0.9% 225 8.9% 141 7.1%
0.5,0.6) 173 5.8% 198 6.6% 233 9.1% 246 9.7% 543 27.2%
) 28 0.9% 35 1.2% 223 8.7% 213 8.4% 296 14.8%
)
)

9 0.3% 11 0.4% 216 0.5% 228 9% 151 7.6%
. 4 0.1% 4 0.1% 369 148% 418  16.8% 148 7.4%
0.9,1] 1 0% 1 0% 441 16.6% 442  17.7% 43 2.2%

C EXPERIMENTS ON WMT’ 14 DATASET

In this section, we carry out experiments on the WMT’ 14 English-German dataset consisting of
4.5M sentence pairs for model training and consider bidirectional translation in this setting. We learn
joint bpe-codes at the length of 45K types and adopt the Moses toolkit to tokenize the sentences and
split the words into sub-word units. For each translation direction, we train a separate Transformer-
based model, and select the best model on the development set, a split of the entire sentence pairs
with a ratio of 1%. We adopt SacreBLEU (Post, 2018)) and ChrF (Popovic, 2015)) for performance
evaluation and report final results on newstest2014, which is composed of 3003 bilingual sentence
pairs.

As listed in Table|14] we find that kNN-based methods show little power in boosting the translation
quality when utilized in the WMT’ 14 translation task. We suspect that it is partially because the
pre-trained model is trained on the same reference corpus, which dramatically limits the richness
of external information. Regardless, these results prove that SK-MT has much smaller latency than
vanilla kENN-MT if the datastore is considerable, which reveals that constructing a dynamic datastore
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is very helpful in promoting kNN-MT’s efficiency. Furthermore, to give a more profound insight
into this phenomenon, following [Zhang et al,| (2018al), we measure the similarity between a test
sentence x and the training corpus Dy,..;, by computing the sentence similarities between x and the
retrieved source sentences as

sim(x, Dirain) = pmax sim(z, x;) (8)
The analysis listed in Table[I5]demonstrates that most of the test sentences (nearly 75%) have simi-
larities of less than 0.4 to the training set, suggesting the similarity between training and test sets in
the WMT"’ 14 is considerably low. We believe the low similarity greatly attributes to the unfavourable
performance of the WMT’ 14 dataset. And also, the different distribution of similarities between the
WMT’ 14, JRC-Acquis and IT datasets can be used to explain the performance discrepancy listed in
Table 2} [13]and [I4] Thus, high similarity contributes much to kNN-based methods, which are simi-
lar to TM-based methods, and it also gives some insights into the working mechanism of kNN-based
methods.
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