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Abstract001

Rapid LLM advancements heighten fake news002
risks by enabling the automatic generation003
of increasingly sophisticated misinformation.004
Previous detection methods, including fine-005
tuned small models or LLM-based detectors,006
often struggle with its dynamically evolving007
nature. In this work, we propose a novel frame-008
work called the Symbolic Adversarial Learn-009
ing Framework (SALF), which implements an010
adversarial training paradigm by an agent sym-011
bolic learning optimization process, rather than012
relying on numerical updates. SALF introduces013
a paradigm where the generation agent crafts014
deceptive narratives, and the detection agent015
uses structured debates to identify logical and016
factual flaws for detection, and they iteratively017
refine themselves through such adversarial in-018
teractions. Unlike traditional neural updates,019
we represent agents using agent symbolic learn-020
ing, where learnable weights are defined by021
agent prompts, and simulate back-propagation022
and gradient descent by operating on natural023
language representations of weights, loss, and024
gradients. Experiments on two multilingual025
benchmark datasets demonstrate SALF’s ef-026
fectiveness, showing it generates sophisticated027
fake news that degrades state-of-the-art detec-028
tion performance by up to 53.4% in Chinese029
and 34.2% in English on average. SALF also re-030
fines detectors, improving detection of refined031
content by up to 7.7%. We hope our work032
inspires further exploration into more robust,033
adaptable fake news detection systems.034

1 Introduction035

The dissemination of fake news, defined as fab-036

ricated information mimicking legitimate news,037

has become an increasingly pervasive issue, par-038

ticularly with the rise of social media as a pri-039

mary source of information. Its far-reaching con-040

sequences extend to influencing elections (Allcott041

and Gentzkow, 2017), public health (Naeem et al.,042

2021), and economic stability (Mwangi, 2023).043

SALF fake news 
detector gets 

smarter through 
iterations

SALF fake news 
generator improves 
with each iteration

Traditional fake 
news detectors stay 

at the same level
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Figure 1: While existing fake news detectors remain
static and fail to keep up with the increasingly sophisti-
cated fake news, our SALF framework showcases con-
tinuous and effective evolution.

Worse even, the rise of LLMs dramatically low- 044

ers the barriers to generating sophisticated fake 045

news (Sun et al., 2024), and the fake news has 046

evolved to be more deceptive (Jang et al., 2018; 047

Sciannamea et al., 2020; Liu et al., 2024b). 048

Fighting against fake news has garnered signifi- 049

cant attention in recent years (Zhou and Zafarani, 050

2020; Kumar and Shah, 2018; Chen et al., 2023), 051

and existing approaches can generally be classified 052

into two categories. One paradigm employs smaller 053

models specifically fine-tuned for the fake news 054

detection task (Hu et al., 2024; Aggarwal et al., 055

2020), while the other focuses on designing more 056

effective prompts for LLMs (Su et al., 2023; Hu 057

et al., 2024). However, these methods often strug- 058

gle to efficiently combat the evolving nature of fake 059

news (Guo et al., 2021). Smaller language models 060

are typically trained on corpora collected during 061

a specific period, limiting their ability to gener- 062

alize to new fake news or unseen data (O’Brien 063

et al., 2018). Similarly, for LLMs, even carefully 064

crafted prompts designed for detecting fake news 065

in a specific context may fail to adapt effectively to 066

fake news or misinformation generated in different 067

temporal or thematic contexts. 068
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Hence, in this work, we propose a Symbolic069

Adversarial Learning Framework (SALF), consist-070

ing of a fake news generation agent and a detec-071

tion agent, aimed at addressing the above chal-072

lenges. Both agents are LLM-based, leveraging073

the strong semantic understanding capabilities of074

these models. As the name suggests, our frame-075

work incorporates an adversarial concept similar076

to GANs (Goodfellow et al., 2014), where the gen-077

eration agent crafts deceptive narratives, and the078

detection agent engages in identifying logical flaws079

and inaccuracies. In this setup, both agents un-080

dergo continuous improvement through adversarial081

interactions. However, unlike traditional GANs,082

where the update process relies on numerical neu-083

ral network computations, updating LLMs directly084

through such methods is computationally expen-085

sive and impractical. To overcome this limitation,086

we extend the agent symbolic learning work (Zhou087

et al., 2024) to our adversarial learning framework,088

where the learnable weights are defined as agent089

strategies, represented by prompts in this work.090

Agent symbolic learning simulates backpropaga-091

tion and gradient descent by operating on natu-092

ral language representations of weights, losses,093

and gradients. In other words, the adversarial094

training process is achieved by iteratively refining095

the prompts for both the generation and detection096

agents based on their performance. This enables097

the generation agent to craft increasingly decep-098

tive narratives, while the detection agent enhances099

its ability to identify logical inconsistencies and100

inaccuracies through structured debates. This sym-101

bolic approach allows for a more interpretable and102

adaptive adversarial training process.103

The key contributions of this work are as fol-104

lows: First, we innovate to extend a recently pro-105

posed Agent Symbolic Learning framework to a106

GAN-like adversarial training paradigm, creating107

the Symbolic Adversarial Learning Framework108

(SALF) and proving its feasibility and effective-109

ness. Second, we apply SALF to fake news de-110

tection and generation, where it improves through111

interactions between a fake news generator and de-112

tector, adapting to the evolving nature of fake news113

and contributing to overcoming the limitations of114

other static models. Finally, we implemented com-115

prehensive experiments to prove the effectiveness116

of the SALF framework. To be specific, the SALF117

generator generates sophisticated fake news that118

degrades state-of-art detection performance by up119

to 53.4% on the Chinese dataset and 34.2% on the120

English dataset, on average, while the SALF re- 121

fined generator has a 7.7% detection improvement 122

towards these refined fake news. 123

2 Related Work 124

2.1 Fake News Detection 125

Early fake news detection methods primarily re- 126

lied on handcrafted linguistic features combined 127

with classic machine learning classifiers (Qian and 128

et al., 2018; Yu and et al., 2017). These approaches 129

captured surface-level cues, such as specific word 130

usage or sentence structures, and achieved promis- 131

ing results in controlled scenarios. However, their 132

performance often deteriorated when applied to 133

unstructured social media data or adversarially 134

crafted misinformation (Dsouza and French, 2022; 135

Bhatt et al., 2022). Subsequent research introduced 136

smaller language models with enhanced reason- 137

ing capabilities (Jin and et al., 2022; Zhu et al., 138

2022), which allowed for the detection of more 139

subtle logical inconsistencies within textual con- 140

tent. Additionally, efforts to integrate multimodal 141

data, such as images and source metadata, further 142

improved the robustness of fake news detection 143

systems (Zheng and et al., 2022). More recently, 144

the strong semantic understanding capabilities of 145

LLMs have been leveraged for fake news detec- 146

tion. For example, the work (Ma et al., 2024) uti- 147

lized LLMs to analyze contextual relationships and 148

detect nuanced misinformation. However, such 149

methods rely on static prompts and the inherent 150

knowledge of specific LLMs, limiting their ability 151

to adapt and improve through self-learning and con- 152

straining their performance in evolving misinfor- 153

mation scenarios. The work most related to ours is 154

(Wang et al., 2024b), which proposed LLM-GAN, 155

an iterative framework that adversarially optimizes 156

both the fake news generator and detector. How- 157

ever, LLM-GAN uses direct fake news detection 158

without critical thinking, limiting its adversarial 159

optimization due to potential inherent biases and 160

knowledge boundaries of specific LLMs. More- 161

over, it focuses solely on enhancing detector perfor- 162

mance while neglecting to evaluate the generator 163

component, resulting in a partial detection method 164

that inadequately adapts to evolving fake news. 165

2.2 Fake News Generation 166

As a countermeasure to fake news detection, re- 167

search on fake news generation has emerged, serv- 168

ing as a critical tool for benchmarking and improv- 169
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ing detection models. These works simulate the170

strategies employed in real-world misinformation171

campaigns, enabling researchers to test and en-172

hance the robustness of detection systems against173

evolving and sophisticated fake news (Wanda and174

Diqi, 2024; Wang et al., 2024a). Early approaches175

to fake news generation relied on template-based176

or rule-based methods (Shu et al., 2021), produc-177

ing fabricated content with limited diversity and178

realism. With advancements in natural language179

processing, modern fake news generation tech-180

niques have adopted generative models, such as181

GPT-series LLMs, capable of crafting highly so-182

phisticated and contextually coherent misinforma-183

tion (Huang and Sun, 2024; Pan et al., 2023). For184

instance, the study (Huang and Sun, 2024) demon-185

strates ChatGPT’s proficiency in generating high-186

quality fake news samples through various prompt-187

ing methods, validated by self-assessment and hu-188

man evaluation (Huang and Sun, 2024).189

However, these methods lack adaptability: their190

predefined strategies, such as carefully crafted191

LLM prompts, fail to emulate the dynamic nature192

of real-world fake news, resulting in generated con-193

tent that is superficial and relatively crude.194

2.3 Automatic Prompt Engineering195

Prompt engineering has become a pivotal technique196

for enhancing the performance of LLMs across di-197

verse tasks. Traditionally, this process involves198

manually crafting prompts to elicit desired behav-199

iors, which is both time-consuming and reliant on200

human expertise (Giray, 2023). To address these201

limitations, recent research has focused on automat-202

ing the prompt engineering process through inno-203

vative methods. One such method is the Auto-204

matic Prompt Engineer (Chen et al., 2024), which205

leverages LLMs to autonomously generate and re-206

fine prompts. Similarly, RePrompt (Chen et al.,207

2024) introduces a novel approach for optimizing208

prompts, enabling LLMs to learn domain-specific209

strategies for tasks like PDDL generation (Guan210

et al., 2023) and travel planning. Extending this,211

agent symbolic learning (Zhou et al., 2024) treats212

prompts as learnable components, enabling agents213

to dynamically adjust their prompts and configura-214

tions, thereby enhancing adaptability to new tasks.215

In this work, we introduce the automatic agent sym-216

bolic learning process into adversarial fake news217

generation and detection settings.218

3 Methodology 219

3.1 Problem Formulation 220

We begin by introducing the notations and key con- 221

cepts, as shown in Figure 2. 222

Formally, let f (t−1) represent the fake news gen- 223

erated in the previous iteration, where t denotes the 224

current iteration number. (1) Firstly, the genera- 225

tor agent, initialized with a prompt θ(t−1)
G , revises 226

f (t−1) to create a more deceptive version of fake 227

news f (t), which is then passed to the detector 228

for evaluation. (2) Secondly, the detector oper- 229

ates in a debate-like framework with structured 230

stages: opening statements, questioning, rebuttals, 231

and closing statements. These stages are guided by 232

the prompt of detector θt−1
D , which evolves over it- 233

erations. At the end of each debate round, a “judge” 234

evaluates the arguments and assigns a detection re- 235

sult, J , indicating whether the content is classified 236

as true or false. (3) Thirdly, following each round, 237

both the detector and generator engage in an agent 238

symbolic learning process to refine their prompts, 239

θ
(t)
D for the detector and θ

(t)
G for the generator. 240

After at most T iterations, the process converges, 241

yielding optimized prompts for both agents and 242

enabling robust detection of increasingly sophisti- 243

cated fake news. For notation simplicity, we will 244

omit the iteration number t in flowing sections and 245

only retain it in the Algorithm 1. We also list the 246

notations in Appendix B for reference convenience. 247

3.2 Agent Construction 248

In this subsection, we first present basic setups of 249

the agents and then elaborate on the agents’ sym- 250

bolic learning process for their evolution. 251

3.2.1 Generator Agent 252

The generator produces the next version of fake 253

news using prompts refined in previous iterations: 254

f
′
= LLMgenerate(f, θG), 255

where LLMgenerate denotes the generator function 256

rewriting the current fake news f under the guid- 257

ance of the generator’s prompt θG to produce re- 258

fined fake news f
′
, reducing logical or factual mis- 259

takes exposed by the detector’s debate and making 260

it more deceptive and harder to identify. 261

3.2.2 Detector Agent 262

The debate format promotes critical thinking from 263

diverse perspectives, making it an effective tool for 264

identifying logical or factual errors (Liang et al., 265
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Figure 2: This framework tackles evolving fake news through an adversarial agent symbolic learning dynamic
between a generator and a detector. The generator refines fake news using prompts and debate feedback, while the
detector analyzes and debates to identify vulnerabilities. Both agents iteratively optimize, co-evolving to tackle
increasingly deceptive misinformation. See Appendix A for algorithm details.

2023).We employ multi-role debate as our detec-266

tion mechanism. Our debate-based detector simu-267

lates the real human debate scenario, comprising268

three debater agents on both sides and structured269

into three stages: the opening statement, question-270

ing and rebuttal, and the closing statement. At the271

conclusion phase, a judge evaluates the argument272

of both sides and determines whether the news is273

classified as true or fake. We represent the entire274

debate recordR for a piece of fake news f as:275

R ← ExecuteDebate(f, θD),276

which records the argument from different debating277

roles (positive/negative opening, questioning, re-278

buttal, or closing), and θD represents the detector’s279

prompt, which is also the debaters’ prompts collec-280

tion. Implementation details of ExecuteDebate are281

shown on the left side of Figure 2. Finally, based282

on the debate record R, a prompted LLM-driven283

judge agent outputs the detection result:284

J = Judge
(
R
)
∈ {0, 1},285

where 1 indicates that the fake news has been suc-286

cessfully detected (i.e., classified as fake), and 0287

indicates otherwise (i.e., classified as true or detec-288

tion failed). The judge LLM is provided with the289

full debate transcript and prompted to determine290

which side presented a more convincing case re-291

garding the veracity of the news content. While any292

LLM-based judgment may exhibit some inevitable 293

variance, our large-scale experiments demonstrate 294

consistent trends, suggesting stability. 295

3.3 Generator Optimization 296

Inspired by (Zhou et al., 2024), we extend the ap- 297

plication of agent symbolic learning by integrat- 298

ing it into an adversarial setting. Unlike (Zhou 299

et al., 2024), which focuses on isolated optimiza- 300

tion tasks, our work leverages adversarial interac- 301

tions to refine the generator and detector dynami- 302

cally. The generator’s symbolic optimization pro- 303

cess consists of four stages: (1) symbolic loss com- 304

putation, (2) optimization direction analysis, (3) 305

prompt update, and (4) improved content genera- 306

tion. These stages parallel the classical numerical 307

optimization pipeline of loss computation, gradient 308

computation, gradient descent, and model infer- 309

ence while introducing interpretability. This pro- 310

cess, tailored to the adversarial framework, is illus- 311

trated on the right of Figure 2. Prompts used in this 312

section is listed in Appendix E. 313

3.3.1 Symbolic Loss 314

A prompted LLM analyzes fake news f and the 315

debate recordR to produce a symbolic loss: 316

Lsym = LLMevaluate(f,R), 317

which uses natural language to measure how ef- 318

fectively f has evaded detection while maintaining 319
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semantic consistency and highlights any critical320

flaws uncovered during the debate.321

3.3.2 Optimization Direction322

Another prompted LLM analyzes Lsym and the gen-323

erator prompt θG to compute a symbolic gradient:324

∇sym = LLManalyze(θG,Lsym),325

guiding improvements in the generator’s prompt326

to enhance plausibility, add subtle misinformation327

cues, or correct logical flaws from the prior debate.328

3.3.3 Prompt Update329

The generator uses another prompted LLM to up-330

date its prompt θG to θ
′
G based on∇sym:331

θ
′
G = LLMoptimize(θG,∇sym),332

adjusting rhetorical style or reordering narrative333

elements to enhance deception.334

3.3.4 Improved Content Generation335

Finally, the refined generator prompt θ
′
G is used to336

generate a new piece of fake news f
′

while main-337

taining the same semantic meaning as f :338

f
′
= LLMgenerate(f, θ

′
G),339

and the newly generated f
′

is then passed to the340

subsequent debate round, where the debate system341

attempts to detect any logical or factual inconsis-342

tencies again. This cycle continues until either the343

stopping criterion described in Section 3.5 or a344

preset maximum iteration number T is reached.345

3.4 Detector Optimization346

The detector’s prompt θD only undergoes up-347

dates when a missed detection occurs. In this348

scenario, the system extracts the core fake news349

generation prompt from the generator, focusing350

solely on elements relevant to the generation351

strategies. This process is represented as PG =352

ExtractPrompts(θG). The extracted prompt is then353

incorporated into the negative team’s prompt. For-354

mally, for each negative-role agent ri with its355

prompt θD,ri , and its prompt is updated by:356

θ
′
D,ri = Incorporate

(
θD,ri , PG

)
,357

which strengthens the negative team’s vigilance358

against the specific deceptive strategy used by the359

generator. By focusing on how the generator orig-360

inally formulated f (t), the detectors gain a more361

direct line of reference to probe for similar maneu-362

vers in future debates, thus promoting more robust363

fake news detection in subsequent rounds.364

3.5 Optimization Stopping Criteria 365

In numerical optimization methods like gradient 366

descent, a specific numerical threshold is often set 367

as the stopping criterion; once the loss converges 368

to this threshold, the optimization process halts. 369

However, in our work, the symbolic loss is not rep- 370

resented by a specific numerical value and cannot 371

be directly quantified. Therefore, we have estab- 372

lished distinct convergence conditions tailored to 373

our symbolic network, focusing on the interplay 374

between the generator and detector. 375

For the detector, we define a reward function that 376

measures its success in detecting fake news: 377

RewardD(θG, θD) = 1−Ef∼θG

[
Evasion(f, θD)

]
. 378

Here, θG represents the generator’s prompt, and 379

f ∼ θG denotes the fake news f generated by 380

the generator using prompt θG, with varying hy- 381

perparameters like temperature. θD refers to the 382

detector’s prompt, which is a collection of prompts 383

from multiple debaters. The function Evasion eval- 384

uates whether a generated fake news item f evades 385

detection by the detector θD, formally defined as: 386

Evasion(f, θD) = 1(J = 0 |f,θD), 387

where J = 0 indicates the detector failed to iden- 388

tify f as fake news, per the judge agent; 1(·) is the 389

indicator function, returning 1 if the detector fails 390

to classify f as fake and 0 otherwise. 391

The generator’s reward function incentivizes 392

generating fake news that evades detection from 393

the detector while preserving semantic similarity 394

with the original fake news content: 395

RewardG(θG, θD) = Ef∼θG

[
αEvasion(f, θD)

+(1− α)Sim(f, f (0))
]
,

396

where α ∈ [0, 1] adjusts the trade-off between 397

detection failure and semantic similarity. In this 398

work, we set α = 0.5. The Sim function measures 399

whether the generated fake news f aligns semanti- 400

cally with the original fake news f (0), as scored by 401

an independently prompted LLM: 402

Sim(f, f (0)) = LLMscore(f, f
(0)) ∈ [0, 1], 403

with higher Sim values indicating greater semantic 404

consistency between the original and refined news. 405

The optimization process halts when neither the 406

generator nor the detector reward function achieves 407

significant improvement (greater than a predefined 408
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threshold ϵ, such as 0.05) or when a preset iteration409

limit T is reached. Conceptually, an equilibrium or410

stopping condition is reached when:411

θ∗G, θ
∗
D :

{
θ∗G = argmaxθG RewardG(θG, θD),
θ∗D = argmaxθD RewardD(θG, θD).

412

This ensures the generator and detector refine strate-413

gies to a stable point, aligning with SALF objec-414

tives. As shown in Appendix D, convergence typi-415

cally occurs within a few iterations.416

4 Experiment Results417

4.1 Experimental Settings418

Datasets: We evaluated our framework using two419

benchmark datasets designed for fake news detec-420

tion tasks. The first is Weibo21 (Nan et al., 2021),421

a large-scale Chinese dataset collected from Weibo422

that captures the unique linguistic and contextual423

challenges of detecting fake news in the Chinese424

social media environment. The second is Gossip-425

Cop (Shu et al., 2020), an English dataset focused426

on celebrity gossip, with each article labeled as427

true or false, reflecting the challenges of detecting428

misinformation in entertainment-related domains.429

Baselines: We evaluated the proposed SALF430

framework on three types of baselines: (1) LLM-431

only: we employed GPT-4o mini and DeepSeek V3432

for pure LLM-based fake news detection. (2) SLM-433

only: we used a representative work ENDEF (Zhu434

et al., 2022), an entity debiasing framework that435

mitigates entity bias using causal learning. (3)436

SLM+LLM: we employed the current popular and437

representative work ARG and ARG-D (Hu et al.,438

2024): ARG integrates LLM and SLM methods439

to enhance fake news detection. While ARG-D is440

a distilled, rationale-free version of ARG that is441

designed for cost-sensitive scenarios where LLM442

querying is restricted (Hu et al., 2024).443

Metrics: We evaluated the model performance444

using four complementary metrics: (1) Accuracy,445

which measures the proportion of correctly classi-446

fied samples; (2) Macro F1 (macF1), the harmonic447

mean of precision and recall across all classes; (3)448

F1real, which assesses the model’s capability to de-449

tect true news; and (4) F1fake, which evaluates its450

ability to identify fake news. The primary focus of451

this work is on F1fake to analyze the effectiveness452

of SALF’s fake news generation.453

Implementation Details: We implemented the454

SALF framework using Python scripts, with all455

LLMs called via OpenAI or DeepSeek API. Specif- 456

ically, we utilized GPT-4o-mini-2024-07-18 (Hurst 457

et al., 2024) for debating and symbolic optimization 458

tasks, and DeepSeek V3 (Liu et al., 2024a) for fake 459

news generation of the SALF generator. We list 460

more details of the implementation in Appendix C. 461

4.2 Main Results 462

4.2.1 Generator’s Perspective 463

We evaluated the effectiveness of the SALF genera- 464

tor through comprehensive experiments on Gos- 465

sipCop and Weibo21 datasets, as shown in Ta- 466

ble 1. Our results demonstrate significant perfor- 467

mance degradation across multiple baseline de- 468

tection models after implementing our SALF fake 469

news refinement, with an average decrease of 33.4% 470

in macF1 and 53.4% in F1fake for Chinese con- 471

tent, and 12.6% in macF1 and 34.2% in F1fake for 472

English content, indicating the obvious effective- 473

ness of our approach in generating challenging fake 474

news content. We also observe that such fake news 475

optimization is especially effective towards LLM- 476

only detection methods and leads to a F1fake per- 477

formance decrease of at most 85%, which alerts us 478

that LLMs themselves are even more vulnerable 479

to LLM-generated fake news than traditional de- 480

tection methods. Although we focus on fake news 481

optimization, we also notice that the metric F1real 482

decrease as well, 15% for Weibo21 and 2.4% for 483

GossipCop on average. This is due to the misclas- 484

sification of fake news into true news; thus, the 485

precision of true news decreases. 486

4.2.2 Detector’s Perspective 487

We refined the detector as per Section 3.4 and eval- 488

uated it against refined fake news before and af- 489

ter this optimization. Table 2 shows the F1fake 490

score improved by 7.3% and 7.7% respectively, 491

demonstrating the SALF optimization’s effective- 492

ness. Crucially, the detector targets highly sophisti- 493

cated fake news from the refined generator, a chal- 494

lenging task due to the more deceptive content, 495

which explains its less pronounced improvement 496

compared to the generator. Using vanilla debater 497

agents without advanced architectures, the detec- 498

tor’s absolute performance is modest compared to 499

state-of-the-art baselines. Still, the consistent im- 500

provement highlights SALF’s ability to adapt to 501

evolving fake news strategies effectively. 502
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Table 1: Comparison of fake news detection models on Weibo21 and GossipCop before and after SALF refinement .

Dataset Type Model Original Detection After SALF Refinement

macF1 Accuracy F1real F1fake macF1 Accuracy F1real F1fake

Weibo21

LLM-Only GPT-4o mini 0.710 0.715 0.747 0.673 0.405 (-43%) 0.485 (-32%) 0.623 (-17%) 0.186 (-72%)
DeepSeek V3 0.763 0.770 0.803 0.723 0.380 (-50%) 0.495 (-36%) 0.647 (-19%) 0.112 (-85%)

SLM-Only ENDEF 0.726 0.727 0.741 0.711 0.576 (-21%) 0.591 (-19%) 0.657 (-11%) 0.495 (-30%)

LLM+SLM ARG 0.784 0.786 0.805 0.764 0.635 (-19%) 0.653 (-17%) 0.717 (-11%) 0.552 (-28%)
ARG-D 0.760 0.761 0.776 0.745 0.502 (-34%) 0.542 (-29%) 0.644 (-17%) 0.360 (-52%)

Average Change - - - - (-33.4%) (-26.6%) (-15.0%) (-53.4%)

GossipCop

LLM-Only GPT-4o mini 0.687 0.863 0.922 0.452 0.519 (-24%) 0.821 (-5%) 0.900 (-2%) 0.138 (-69%)
DeepSeek V3 0.628 0.850 0.915 0.340 0.510 (-19%) 0.823 (-3%) 0.902 (-1%) 0.119 (-65%)

SLM-Only ENDEF 0.761 0.855 0.911 0.611 0.747 (-2%) 0.848 (-1%) 0.907 (-0%) 0.587 (-4%)

LLM+SLM ARG 0.791 0.879 0.927 0.656 0.716 (-9%) 0.796 (-9%) 0.866 (-7%) 0.565 (-14%)
ARG-D 0.771 0.873 0.924 0.619 0.705 (-9%) 0.847 (-3%) 0.909 (-2%) 0.501 (-19%)

Average Change - - - - (-12.6%) (-4.2%) (-2.4%) (-34.2%)

Table 2: Performance comparison of vanilla and first
refined detector (θ(1)D ) ONLY against refined fake news
f (1) in the first iteration.

Detector Refinement Accuracy Recall F1fake

Weibo21
Vanilla Debate Detector 0.165 0.165 0.283
SALF Refined Detector 0.217 0.217 0.356
Performance Change +5.2% +5.2% +7.3%

GossipCop
Vanilla Debate Detector 0.449 0.449 0.619
SALF Refined Detector 0.534 0.534 0.696
Performance Change +8.5% +8.5% +7.7%

4.2.3 Ablation Study503

Our experimental setup enables an effective abla-504

tion study of the SALF framework by isolating and505

evaluating the impact of its key components. In Ta-506

ble 1, the “Original Detection” columns (evaluated507

on original, unrefined fake news) serve as the base-508

line. The “After SALF Refinement” columns show509

the effect of enabling the SALF generator, while510

keeping the detectors fixed—highlighting the gen-511

erator’s contribution. Separately, Table 2 focuses512

on the detector-side ablation: it compares a basic513

debate-based detector with a SALF-refined detec-514

tor, both evaluated on the same set of refined fake515

news generated by the same generator. This isolates516

the detector’s contribution. Together, these results517

disentangle the effects of generator and detector518

optimization, demonstrating how each participates519

and contributes to SALF’s overall performance.520

4.3 Analysis and Discussion521

Impact of SALF Optimization on Generated522

Fake News: To provide a more straightforward523

comparison of the fake news generated before and524

Figure 3: Impact of SALF refinement: arena evalua-
tion of the credibility of original vs. refined news on
Weibo21 and GossipCop datasets.

after SALF generator optimization, we conducted 525

a model arena evaluation to assess which version 526

looks more like fake news intuitively. We used 527

gpt-4o-2024-08-06 and DeepSeek V3 as evaluators 528

to make judgments. As shown in Figure 3, the 529

SALF refined fake news consistently demonstrates 530

significantly stronger credibility performance. This 531

observation suggests that, with the advancement of 532

powerful LLMs, generating highly deceptive fake 533

news may become increasingly accessible. Writing 534

competence, traditionally a barrier for the crowd, 535

could be easily elevated to a top-tier level, further 536

facilitating the creation of deceptive content. Our 537

SALF framework provides a good analysis tool for 538

future study into the mechanism behind deceptive 539

LLM-generated content and contribute to develop- 540

ing more powerful detection methods. 541

Convergence Discussion: To prove the effec- 542

tiveness and necessity of multiple iterations, based 543

on the first refined content, we performed a sec- 544

ond round of optimization. As shown in Table 4, 545

the SALF framework continued to make progress 546

during the second optimization, further reducing 547
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Table 3: Case study of a fake news celebrity article refined using our SALF framework.

Original Version: What was meant to be an emotional return to the city of love for Kim Kardashian, 35, who was held hostage and robbed at gunpoint there two
years ago, was a trip that could potentially end her marriage. The reality star and her husband, Kanye West, flew to Paris to see designer Virgil Abloh’s debut Louis
Vuitton fashion show, but Kanye had another outburst and it pushed Kim over the edge. Kim’s emotions were heightened, a source tells In Touch. After the show on
June 21, Kanye made a scene, when he leaped from his front-row seat into the arms of Virgil.

Refined Version: What was anticipated to be an emotional return to the City of Light for Kim Kardashian, 35, who experienced a traumatic robbery at gunpoint there
two years ago, has taken a turn that could jeopardize her marriage. The reality star and her husband, Kanye West, traveled to Paris to attend designer Virgil Abloh’s
debut Louis Vuitton fashion show. However, Kanye’s behavior during the event reportedly caused tension between the couple. Kim’s emotions were running high, an
insider shared with In Touch. Following the show on June 21, Kanye created a scene, when he jumped from his front-row seat into the arms of Virgil.

Key Improvements: (1) Language Refinement: Elevated vocabulary and formal phrasing, such as replacing “city of love" with “City of Light" and “flew" with
“traveled". (2) Emotional Moderation: More measured description of emotional content, transforming “held hostage and robbed" to “experienced a traumatic
robbery" and “had another outburst" to “behavior during the event". (3) Professional Attribution: Enhanced credibility through proper source attribution and added
journalistic qualifiers like “reportedly" and “allegedly". (4) Structural Improvement: Reorganized information flow with better transitions between events. (5)
Balanced Reporting: Maintained the news value while reducing sensationalism through a more objective presentation.

the detection performance of the detector. On the548

Weibo21 dataset, the F1fake score dropped by an ad-549

ditional 6.52%, from 0.552 to 0.516, corresponding550

to a cumulative decline of 32.5% compared to the551

original content. These results demonstrate that the552

SALF framework not only achieves significant op-553

timization in a single iteration but also maintains its554

ability to iteratively refine the adversarial fake news555

content, progressively increasing the difficulty for556

the detector. However, the second iteration also557

exhibits a clear diminishing marginal return. Fol-558

lowing the definition of the optimization stopping559

criteria defined in Section 3.5, we conclude that560

after two SALF iterations, the generator’s optimiza-561

tion is already sufficiently satisfactory, and SALF562

is nearing the convergence condition. Details of563

RewardG(θG, θD), Evasion scores and Sim scores564

are listed in the Appendix D.565

Semantic Fidelity of Refined Fake News: A566

preliminary human evaluation of 100 randomly se-567

lected refined fake news samples confirmed se-568

mantic preservation, with only 2 instances of569

distinguishable inconsistency from the original570

fake news templates. This finding supports that571

SALF’s refined fake news maintains the original572

non-factual message, which is fundamental to its573

design for enhanced perceived credibility.574

4.4 Case Study575

We selected a case from the English dataset Gos-576

sipCop to demonstrate the impact of the SALF577

optimization framework. As shown in Table 3,578

the refined version of fake news retains the core579

message of the original but introduces several mod-580

ifications. These include more nuanced emotional581

expressions, such as replacing “potentially end her582

marriage” with “ jeopardize her marriage,” and583

a professional reporting tone, such as replacing584

Table 4: Second SALF generator refinement perfor-
mance, evaluated by ARG on Weibo 21 and GossipCop.

SALF Evaluation by ARG macF1 Accuracy F1real F1fake

Weibo21
Before Refinement 0.784 0.786 0.805 0.764
First SALF Refinement 0.635 0.653 0.717 0.552
Performance Change -19.0% -16.9% -10.9% -27.7%
Second SALF Refinement 0.611 0.635 0.707 0.516
Performance Change -22.1% -19.2% -12.2% -32.5%

GossipCop
Before Refinement 0.791 0.879 0.927 0.656
First SALF Refinement 0.716 0.796 0.866 0.565
Performance Change -9.5% -9.4% -6.6% -13.9%
Second SALF Refinement 0.680 0.777 0.856 0.504
Performance Change -14.0% -11.6% -7.7% -23.1%

“flew" with “traveled”, which together enhance the 585

overall readability and credibility of the content. 586

This case not only illustrates how SALF transforms 587

the original text into a polished and reader-friendly 588

version but also highlights how LLMs effectively 589

bridge the gap in writing competence. 590

5 Conclusion 591

In this work, we introduced the Symbolic Adversar- 592

ial Learning Framework (SALF), a novel adversar- 593

ial framework designed to tackle the dynamic and 594

evolving challenges of fake news generation and 595

detection. By integrating agent symbolic learning 596

into a multi-debater adversarial paradigm, SALF fa- 597

cilitates iterative co-evolution between a fake news 598

generator and a detector, enabling both agents to 599

refine their strategies dynamically and effectively. 600

We hope our work contributes to advancing the 601

understanding and mitigation of fake news in the 602

information era. In the future, we aim to fur- 603

ther enhance SALF by incorporating real-world 604

knowledge, enabling more up-to-date, robust, and 605

context-aware fake news detection mechanisms. 606
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Limitations607

This study has several limitations. Firstly, the608

evaluation of the credibility and deceptiveness of609

the generated fake news primarily relied on au-610

tomated metrics, specifically the ability to evade611

detection, and model-based arena evaluations (as612

detailed in Section 4.2). While a preliminary hu-613

man check on 100 samples was conducted and con-614

firmed the preservation of semantic content, large-615

scale human studies to directly assess the refined616

news’s persuasiveness to human readers were not617

performed. Although prior research (Snijders et al.,618

2023) indicates that detector performance can serve619

as a consistent proxy, the absence of direct human620

evaluation in this study restricts the insights into621

human perception of the generated content.622

Secondly, the agent symbolic learning compo-623

nent of SALF currently depends on LLM-based624

evaluations for calculating loss and gradients.625

While these models offer powerful capabilities,626

they may introduce inherent biases from their train-627

ing data or may not perfectly encapsulate all the628

subtle nuances of human judgment concerning de-629

ceptiveness or semantic similarity.630

Thirdly, the datasets employed in this research,631

Weibo21 and GossipCop, are standard benchmarks632

in the field. However, their scope may not encom-633

pass the full spectrum of fake news types or ade-634

quately represent diverse cultural contexts. And635

the modality is only limited to text, lacking consid-636

erations for other modalities like figures and audio.637

Consequently, the generalizability of SALF’s ef-638

fectiveness beyond these specific datasets and text639

modality remains to be fully determined.640

Finally, the adversarial training in SALF, akin641

to GAN-style frameworks, can exhibit sensitivity642

to hyperparameter configurations. It may also en-643

counter challenges such as mode collapse or slow644

convergence under certain conditions, although the645

symbolic approach adopted in SALF is designed to646

alleviate some of these numerical complexities.647

Ethical Considerations648

This research focuses on the adversarial optimiza-649

tion process between fake news generators and de-650

tectors, with particular emphasis on improving the651

generator. While our work explores ways to en-652

hance the sophistication of fake news generation,653

the primary purpose is to serve as a research tool to654

better understand vulnerabilities in current detec-655

tion systems and to drive the development of more656

robust and adaptive detection frameworks. 657

To mitigate potential adversarial generation risks, 658

we emphasize these safeguards: 659

(1) Controlled Experimentation and Technical 660

Complexity: All experiments were conducted in 661

a controlled, offline research setting. Moreover, 662

SALF’s multi-agent setup and symbolic optimiza- 663

tion processes involve substantial technical com- 664

plexity, reducing the likelihood of misuse by non- 665

experts seeking to easily generate fake news. (2) 666

Focus on Detection and System Improvement: The 667

core motivation of this work is to expose detec- 668

tion weaknesses to improve detection systems. 669

While the framework reveals vulnerabilities, it 670

also directly supports the enhancement of detectors 671

through adversarial training. (3) Responsible Dis- 672

closure: The code and the remaining prompts are 673

disclosed only upon request to verified researchers 674

and under appropriate oversight. They are not 675

publicly released to prevent unmonitored misuse. 676

(4) Transparency and Collaboration: Results are 677

shared with the academic and industrial communi- 678

ties to increase awareness of detection limitations 679

and to encourage collaborative efforts in building 680

stronger, safer detection systems. 681

In summary, this research contributes not only to 682

identifying the blind spots of current LLM-based 683

detectors, but also to building safer, more robust AI 684

systems by informing future detection strategies. 685

By demonstrating that LLM-based detectors can be 686

systematically bypassed, our work cautions against 687

overreliance on current systems and highlights the 688

need for continuous improvement. 689

This work adheres to established ethical guide- 690

lines for responsible AI research and aligns with 691

the broader principles of promoting safe and benefi- 692

cial AI applications. We believe the scientific value 693

and insights gained from this study outweigh the 694

potential risks, and offer meaningful contributions 695

to the ongoing fight against misinformation. 696
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Algorithm 1 SALF Framework

Input: Initial fake news content f (0), generator prompts θ(0)G ,
detector prompts θ0D

Output: refined generator prompt θ∗G, refined detector
prompt θ∗D

1: Initialize generator and detection system with θ
(0)
G and

θ
(0)
D

2: Set θ∗G ← θ
(0)
G , θ∗D ← θ

(0)
D

3: for t = 1 to T or until stopping condition (Section 3.5)
do

4: Stage 1: Fake News Generation
5: f (t) ← LLMgenerate(f

(t−1), θ
(t−1)
G )

6: Stage 2: Detection based on Debate
7: R← ExecuteDebate(f (t), θ

(t−1)
D )

8: J ← JudgeDebate(R)
9: Stage 3: Detector Optimization

10: if J = 0 (fake news not detected) then
11: PG ← ExtractPrompts(θ(t−1)

G )

12: θ
(t)
D ← Incorporate

(
θ
(t−1)
D , PG)

13: else
14: θ

(t)
D ← θ

(t−1)
D

15: end if
16: Update θ∗D ← θ

(t)
D

17: Stage 4: Generator Optimization
18: Lsym ← LLMevaluate(f

(t),R)
19: ∇sym ← LLManalyze(θ

(t−1)
G ,Lsym)

20: θ
(t)
G ← LLMoptimize(θ

(t−1)
G ,∇sym)

21: Update θ∗G ← θ
(t)
G

22: end for
23: return refined generator prompt θ∗G and detector prompt

θ∗D

A SALF Algorithm873

We describe the SALF algorithm in Algorithm 1.874

B List of Notations875

For reference convenience, we list the notations876

mentioned in this paper in Table 5.877

C Implementation Details878

For evaluation baselines such as ARG and EN-879

DEF, we adhered to their original settings and uti-880

lized pre-trained SLMs.To be more specific, we881

used fine-tuned BERT models like chinese-bert-882

wwm-ext for the Chinese dataset Weibo21 and bert-883

base-uncased for the English dataset GossipCop.884

The generation of each news sample in our experi-885

ments used approximately 6k tokens or fewer, well886

within the 128k-token context window of models887

like DeepSeek V3, ensuring context length was not888

a significant limitation.889

D A SALF Convergence Discussion Case890

Following the definition of RewardG(θG, θD)891

in Section 3.5, we calculate the average892

RewardG(θG, θD) for the once-optimized and 893

twice-optimized fake news on the GossipCop 894

dataset as an example. We use GPT-4o-mini-2024- 895

07-18 as our base model for debating via API calls. 896

Specifically, we observe the following: 897

First Optimization (f (1)): 898

Evasion = 0.5513, Sim = 0.8963, and 899

RewardG = 0.5×0.5513+0.5×0.8963 = 0.7238. 900

Second Optimization (f (2)): 901

Evasion = 0.5938, Sim = 0.8845, and 902

RewardG = 0.5×0.5938+0.5×0.8845 = 0.7392. 903

The difference between the two reward values is: 904

Diff(Reward) = 0.7392− 0.7238 = 0.0154, 905

which is smaller than the threshold ϵ = 0.05. This 906

indicates a clear diminishing marginal return in the 907

second iteration, implying that the SALF frame- 908

work is nearing its convergence condition accord- 909

ing to the stopping criteria in Section 3.5. In prac- 910

tice, two rounds of SALF iterations already con- 911

verge to a satisfactory performance. 912

E Prompt Templates 913

In this appendix, we present four main prompt tem- 914

plates used in our method for calculating symbolic 915

loss, generating improvement directions (symbolic 916

gradient), optimizing generator prompts, and fi- 917

nally generating entirely new fake news text. 918

As shown in Table 6, each prompt serves differ- 919

ent functions in our methodological framework: 920

• Loss Prompt Template: Identifies and sum- 921

marizes logical or factual gaps based on gen- 922

erated fake news and debate records. 923

• Gradient Prompt Template: Based on the 924

identified gaps, proposes feasible improve- 925

ment directions to make the next round of 926

news generation more credible. 927

• Optimizer Prompt Template: Integrates im- 928

provement directions into a new prompt, con- 929

tinuously enhancing the generator’s deceptive 930

capabilities and coherence. 931

• New Content Generation Prompt Template: 932

Regenerates news text based on the latest 933

generator prompt, enhancing news decep- 934

tion while maintaining semantics and length 935

largely unchanged. 936
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Through these prompts and their cyclic iterative937

calls, our Symbolic Adversarial Learning Frame-938

work (SALF) can continuously improve the ad-939

versarial level between advanced generators and940

detectors, converging to an optimal equilibrium941

state eventually after several iterations.942

Notation Description

f (t) Fake news generated in iteration t.
f (0) Initial fake news content.
θ
(t)
G Generator prompt at iteration t.
θ
(0)
G Initial generator prompt.
θ
(t)
D Detector prompt at iteration t.
θ
(0)
D Initial detector prompt.
R Debate record for a piece of fake news.

J Detection result: 1 if detected as fake, 0
otherwise.

PG
Extracted generator prompts used for de-
tector optimization.

Lsym
Symbolic loss in natural language, rep-
resenting flaws in the fake news.

∇sym
Symbolic gradient describing optimiza-
tion directions for the generator prompt.

LLMgenerate
Function used by the generator to create
fake news.

LLMevaluate
Function analyzing the debate record to
produce symbolic loss.

LLManalyze
Function identifying optimization direc-
tions from symbolic loss.

LLMoptimize
Function updating prompts based on op-
timization directions.

ExecuteDebate(f, θD)
Function executing the debate for fake
news f using detector prompt θD .

Judge(R)
Function determining whether the fake
news is detected based on debate record
R.

Sim(f, f (0))
Semantic similarity between the current
fake news f and the original fake news
f (0).

RewardD(θG, θD)
Reward function for the detector based
on detection success rate.

RewardG(θG, θD)
Reward function for the generator based
on undetected fake news and semantic
similarity.

Evasion(f, θD)
Indicator function: 1 if fake news f is
undetected by detector prompt θD , 0 oth-
erwise.

α
Weight adjusting the trade-off between
detection evasion rate and semantic sim-
ilarity.

T
Maximum number of iterations for the
optimization process.

ϵ
Convergence threshold for stopping cri-
teria.

Table 5: Notations used in the methodology section.

13



1. Loss Prompt Template

You are a content quality evaluator for fictional, news-like content created for research purposes.
I will provide:
- The generated fictional, news-like content
- Feedback based on Multi-Agent Debate from defenders who tried to expose its weaknesses
Your tasks: Identify factual or logical vulnerabilities highlighted by the defenders and give your feedback about them.
- Current content: {news}
- Debate feedback: {debate}
Please output **only** your feedback in plain text.

2. Gradient Prompt Template

You are a prompt refinement specialist for a language model generating fictional, news-like content for research. The goal
is to increase credibility and make it more resistant to scrutiny, while keeping the text fictional.
I will provide:
- The current prompt
- The generated fictional, news-like content
- Feedback from the previous evaluator (the "loss" info)
Your tasks:
1. Use the feedback to propose specific, implementable changes to the prompt in plain text.
2. Focus on improving credibility, subtlety, coherence, and resistance to scrutiny, while preserving length and the main
topic.
- Current prompt: {current_prompt}
- Previous feedback: {loss}
Please output **only** your suggestion in plain text.

3. Optimizer Prompt Template

You are a senior prompt editor tasked with producing an optimized prompt template that helps generate fictional, news-like
content for research. The goal is to increase credibility and make it more resistant to scrutiny, while keeping the text
fictional.
Your tasks:
1. Integrate all suggested improvements into a refined prompt template in plain text.
2. The optimized prompt should enhance the content’s credibility, coherence, and difficulty to debunk, while maintaining
its original length and topic.
- Current prompt: {current_prompt}
- Previous feedback: {gradient}
Please output **only** the optimized prompt.

4. New Content Generation Prompt Template

You are an expert content editor tasked with rewriting a fictional, news-like piece to increase its credibility and subtlety,
making it less easily identified as fake news. Your objective is to preserve the original semantic meaning, narrative
structure, and overall word count while introducing nuanced refinements that enhance coherence and plausibility.
I will provide:
- The original fictional, news-like content
- An improved prompt template for guidance
Your tasks:
1. Maintain the central meaning, length, and structure of the original content, ensuring the eventual rewritten text **must
be** no more than ten percent longer or shorter than the original. You must strictly control the output length.
2. Incorporate tone, style, and clarity guidelines specified in the improved prompt template.
3. Use the improved prompt below from previous optimizer as your reference to fine-tune your modifications while
keeping the text subtle enough to evade straightforward detection as fake news.
4. Do not add or delete the content randomly, especially when it can lead to significant changes in the text length or
semantic meaning.
- Original content: {news}
- Improved prompt: {new_prompt}
Note: All content is fictional and for research purposes only. Output **only** the optimized news content in plain text,
without headings, labels, or any additional commentary.

Table 6: Prompt templates used in our method. Each template serves a specific purpose in the Symbolic Adversarial
Learning Framework and supports the iterative optimization of the generator.

14


	Introduction
	Related Work
	Fake News Detection
	Fake News Generation
	Automatic Prompt Engineering

	Methodology
	Problem Formulation
	Agent Construction
	Generator Agent
	Detector Agent

	Generator Optimization
	Symbolic Loss
	Optimization Direction
	Prompt Update
	Improved Content Generation

	Detector Optimization
	Optimization Stopping Criteria

	Experiment Results
	Experimental Settings
	Main Results
	Generator's Perspective
	Detector's Perspective
	Ablation Study

	Analysis and Discussion
	Case Study

	Conclusion
	SALF Algorithm
	List of Notations
	Implementation Details
	 A SALF Convergence Discussion Case
	Prompt Templates

