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Figure 1. Monocular Online Point Tracking: In this work, we present DynOMo for the task of monocular online point tracking from
pose-free videos through joint 3D reconstruction and camera localization based on a dynamic 3D Gaussian representation. Please find the
code and more visualizations on our project page https://jennyseidenschwarz.github.io/DynOMo.github.io.

Abstract
Reconstructing scenes and tracking motion are two sides

of the same coin. Tracking points allow for geometric re-
construction [13], while geometric reconstruction of (dy-
namic) scenes allows for 3D tracking of points over time
[22, 36]. The latter was recently also exploited for 2D point
tracking to overcome occlusion ambiguities by lifting track-
ing directly into 3D [35]. However, above approaches ei-
ther require offline processing or multi-view camera setups
both unrealistic for real-world applications like robot nav-
igation or mixed reality. We target the challenge of online
2D and 3D point tracking from unposed monocular cam-
era input introducing Dynamic Online Monocular Recon-
struction (DynOMo). We leverage 3D Gaussian splatting to
reconstruct dynamic scenes in an online fashion. Our ap-
proach extends 3D Gaussians to capture new content and
object motions while estimating camera movements from a
single RGB frame. DynOMo stands out by enabling emer-
gence of point trajectories through robust image feature re-
construction and a novel similarity-enhanced regulariza-
tion term, without requiring any correspondence-level su-
pervision. It sets the first baseline for online point tracking
with monocular unposed cameras, achieving performance
on par with existing methods. We aim to inspire the com-
munity to advance online point tracking and reconstruction,
expanding the applicability to diverse real-world scenarios.

*Correspondence to j.seidenschwarz@tum.de

1. Introduction

Modeling static geometry and dynamic object motion over
a long-term time range is highly correlated to point track-
ing. In fact, they can even be addressed by point track-
ing and vice versa. Early point tracking methods have been
primarily utilized in Simultaneous Localization and Map-
ping (SLAM) [2, 3, 7] to simultaneously reconstruct a 3D
scene map and localize a camera moving through the scene.
SLAM approaches typically focus on static scene contents
to ensure accurate localization. To eliminate the influence
of dynamic objects, they often track sparse features that
lie on static elements in the scene. Recently, works like
[13, 18, 24, 44, 45] also explored dense SLAM for static
scenes based on 3D Gaussians Splatting [14] (3DGS) and
Neural Radiance Fields [25].

2D Point Tracking. To model dynamic content, TAP-
Vid [4] recently introduced the challenge of “Tracking Any
Point” in 2D across frames of a video. Building upon prior
works [32], recent approaches [4, 5, 10] learn correspon-
dence matchers that can be augmented to exploit correlation
between multiple tracks with a transformer [12]. However,
such methods require training data with correspondence-
level annotations. Because of the difficulty in labeling, such
motion annotations are often limited to pure 2D pixel corre-
spondences. Yet motion projected in 2D is inherently more
ambiguous due to the discarded depth information [36].



3D Point Tracking. As such, much recent work pro-
poses to track points directly in a (pseudo) 3D space [22, 35,
36] by removing the need for training data and instead opti-
mizing a spacetime reconstruction directly on the test video
of interest. Omni-motion [35] and the concurrent work of
shape-of-motion [36] optimize a dynamic reconstruction of
an entire scene in an offline fashion, requiring 2D flow and
2D point tracks as supervision, respectively. Such offline
2D supervision and batch optimization can be compute in-
tensive and prone to 2D errors, as described above. Con-
versely, D-3DGS[22] achieves online point tracking by for-
mulating the optimization as a dynamic 3D Gaussian recon-
struction. However, D-3DGS requires a large number (27)
of static cameras and an initial 3D point cloud of the scene.
Thus existing approaches are difficult to apply to real-world
scenarios like robot navigation and mixed reality, which re-
quire online and interactive tracking of both static and dy-
namic content.

Towards that end, we present DynOMo, the first online
point tracking algorithm for monocular videos in-the-wild
(with unknown camera poses). Our approach draws in-
spiration from SpaTAM [13], D-3DGS [22], and 3D fea-
ture distillation [15], combining the strengths of dynamic
scene modeling, online tracking, and camera localization
using Gaussian Splatting. Our key insight is to augment
the RGB reconstruction loss with pre-trained 2D pixel en-
coders, including monocular depth, semantic object class
labels, and feature descriptors. Interestingly, we make use
of no temporal supervision, and demonstrate that 3D track-
ing emerges naturally from static 2D encoders by simply
augmenting each dynamic 3D Gaussian with a descriptor
(that is inferred during online optimization). Crucially, de-
scriptors can be used to group Gaussians when applying
spatial regularizers during the optimization. Past work often
groups Gaussians by proximity [22], but we find it better
to group by descriptor (i.e., points should move like other
points with similar appearance rather than those are sim-
ply nearby). Our experiments corroborate the well-known
result from perceptual grouping that proximity is the re-
sult, not the cause, of similarity [8]. Because our optimiza-
tion explicitly recovers camera pose and new regions of the
scene via densification [13], our online reconstructions al-
low for exploration of newly emerging scene content while
keeping track of previously observed regions.

In summary, our model can track any point in a dynamic
scene over time through 3D reconstruction from monocular
video input. Our main contributions are as follows: (i) We
introduce a tracking-by-reconstruction baseline for tackling
online TAP (tracking any point) in 2D and 3D, with unposed
monocular cameras. (ii) We demonstrate that temporal cor-
respondence can emerge without correspondence-level op-
tical flow supervision or known camera poses in challenging
monocular settings. (iii) We show through evaluation on

common benchmarks that our approach significantly out-
performs baseline methods in the same online monocular
setting and is competitive with state-of-the-art offline 2D
trackers. We see our work as an initial step towards online
TAP and reconstruction with unposed monocular cameras
in the wild, and we encourage future research to further en-
hance its accuracy and efficiency.

2. Related Work
2.1. Dynamic Scene Reconstruction
Neural Radiance Fields. NeRF [25] has given rise to a
new class of scene representations for novel view synthesis.
While its earlier work was limited to static scenes [1, 23,
26, 31], more recent works [9, 19, 20, 28–30, 38, 40] have
extended the topic to also model dynamic scenes. However,
NeRF represents a scene implicitly and thus requires time-
consuming volumetric rendering.
3D Gaussian Splatting. 3DGS [14] has recently gained
great attention in neural rendering. In contrast to NeRF, it
explicitly represents a scene with 3D Gaussian primitives
and uses efficient differentiable rasterization techniques.
Following a similar road map, 3DGS methods started from
handling only static scenes but recently expanded to model-
ing dynamic scenes[6, 17, 21, 22, 34, 37, 41, 42]. In contrast
to NeRFs, the fast per-sequence optimization of 3DGS al-
lows for more real-world use cases. Hence, our work adopts
3DGS to achieve dense reconstruction in dynamic scenes in
a monocular setting towards real-world applications.

2.2. Point Tracking
Simultaneous Localization and Mapping. Establish-
ing point tracks over a video sequence is the core task of
SLAM [3, 7]. However, exisiting SLAM algorithms focus
on reconstructing static scenes for accurate geometry and
camera motion estimation. Sparse SLAM [2, 3, 7] com-
monly relies on keypoint detection and matching to track-
ing points between frames. Recent works leverage dense
scene representations such as NeRF [16, 18, 33, 44, 45] and
3DGS [13, 24] to perform dense SLAM via pose optimiza-
tion from view synthesize on static scenes. Our method
builds on top of SplaTAM [13] to enable its reconstruction
on dynamic scenes.
Tracking Any Point. In contrast to the SLAM task, the
task of tracking any point aims to track both static and
dynamic points in a scene. The seminal work Partical
Video [32] models video motion using a set of particles that
move through time where they refine optical flow estimates
for long-term consistency with occlusion handling. Its re-
cent revisit PIPs [10] upgrades the particle motion estimates
with a feed-forward network in an offline sliding-window
manner. TAPIR [5] combines PIPs with a better matching
model inspired by TAPNet [4], while PointOdyssey [43]
provides an updated version of PIPs. Instead of tracking



each point independently [4, 5, 10], CoTracker [12] exploits
the correlation between all image tracks with a transformer
network, resulting in significantly improved accuracy.

Different from the above works that operate tracking in
the 2D image space, several recent work [22, 35, 39] pro-
pose to lift 2D points into 3D and perform tracking in the 3D
space to better handle occlusions and maintain temporal and
spatial coherence. Omnimotion [35] optimizes a volumetric
representation per video with view synthesize and optical
flow supervisions at test time. SpaTracker [39] leverages an
off-the-shelf monocular depth estimator to lift pixels into
3D with associated CNN features and construct a triplane
representation for dense feature sampling. Then the authors
train a transformer to update the 3D trajectory over local
windows of temporal frames based on their triplane features
in a feed-forward manner. D-3DGS [22] extends static 3D
Gaussian splatting [14] to cope with dynamic scenes. With
the explicit Gaussian representation, reconstruction on both
static and dynamic scene points over time naturally solves
the point tracking task in a global 3D space. Different from
[35, 39], it is supervised using view synthesize and physics-
inspired regularization without the need of correspondence-
level supervisions. Another recent work [36] refines long-
term 2D tracks from [5] by lifting them to 3D Gaussians
using depth information meanwhile enable novel view syn-
thesize.
Dynamic Online Monocular Point Tracking. Most point
tracking methods are designed for offline tracking except
for SLAM methods and D-3DGS [22]. However, SLAM
methods struggle with dynamic scenes and D-3DGS [22]
requires posed videos in a multi-camera setting. Compared
to them, our goal is to perform online point tracking with
unposed monocular videos, which enables point tracking
for real-time response applications such as live video anal-
ysis, surveillance systems and mixed reality applications.

3. Method
In this section, we present DynOMo, our online point
tracking pipeline via dynamic 3D Gaussian reconstruction
for unposed monocular camera videos. Building on top
of [13, 22], we combine the powerful 3DGS-based dy-
namic scene representation and the flexible online track-
ing paradigm for pose-free videos through simultaneous
scene reconstruction and camera localization. The key to
DynOMo’s performance lies in three technical adaptions for
the online tracking setting, namely, 1) reconstruction signal
enhancement with stronger image features and depth super-
visions, 2) semantic-based foreground and background sep-
aration to enable camera tracking, and 3) motion regulariza-
tion bootstrapping via a feature-similarity-guided weighting
mechanism.

In the following we first detail how we represent the
scene via 3DGS in Sec. 3.1 and explain the online tracking

pipeline in Sec. 3.2, followed by details about optimization
supervisions (cf . Sec. 3.3 and Sec. 3.4). Finally, we show
how to estimate 2D and 3D trajectories from a query point
in Sec. 3.5.

3.1. Dynamic Gaussian Scene Representation
We first introduce how we model a dynamic scene using 3D
Gaussians. We start with a recap on 3D Gaussian splatting
(3DGS) technique on static scene and its recent extension
for dynamic scene representaiton by D-3DGS [22]. Finally,
we present our adaption of D-3DGS to cope with challenges
faced with monocular online point tracking.
Preliminaries: 3DGS for static scenes. 3D Gaussian
Splatting [14] represents the appearance and geometry of
a static 3D scene with a set of M explicit anisotropic 3D
Gaussian distributions G = {Gi}Mi=0. Each 3D Gaussian is
parametrized by its mean µi and covariance matrix Σi and
defined as:

Gi(x;µi,Σi) = e−
1
2 (x−µi)

TΣ−1
i (x−µi). (1)

The covariance matrix is defined as Σi = Risis
T
i R

T
i where

si is a scale vector and Ri a rotation matrix represented by
a quaternion vector qi. Each Gi is additionally assigned
with color ci and opacity oi attributes. To efficiently ren-
der a RGB image at a given camera, the 3D Gaussians are
splatted into 2D Gaussians Gi,2D(p;µi,2D,Σi,2D) on the
image plane utilizing an affine approximation of the camera
projection [46]. Finally, the color of a pixel p is computed
by α-composing the color values of the projected 2D Gaus-
sians that intersect with pixel p:

Cp =
∑
i∈H

Tiαici (2)

where αi = oie
− 1

2 (p−µi,2D)TΣ−1
i,2D(p−µi,2D) and Ti =∏i−1

j=1(1 − αj). The splatting-based rendering pro-
cess is fully differentiable thus the Gaussian parameters
(µi, qi, si, ci, oi) are usually optimized directly by an im-
age reconstruction loss [14] between a training image and
the synthesized image rendered at that training camera pose.
Preliminaries: 3DGS for Dynamic Scenes. As mentioned
in Sec. 2.1, many recent works [6, 17, 21, 22, 37, 41, 42] ex-
plored how to model dynamic scenes with 3DGS. Among
those, we adopt the formulation of D-3DGS [22] where
a dynamic Gaussian at timestamp τ is defined by Gτ

i ≡
(µτ

i , q
τ
i , si, ci, oi). Here µτ

i and qτi are the Gaussian mean
and rotation at timestamp τ while the other parameters are
constant over time as in the original 3DGS. In contrast to its
related work [21, 41, 42] that require offline training of the
scene representation over a whole video, D-3DGS is on-
line optimized enabling online tracking-by-reconstruction
via 3D Gaussians, which intersects with our interest. How-
ever, this work requires an unrealistic multi-camera setting
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Figure 2. Tracking points with online dynamic monocular reconstruction: Our pipeline assumes an input video sequence, (predicted)
depth maps, sparse segmentation masks as well as image features as input. In our online reconstruction pipeline we optimize for the camera
pose C, add a set of new Gaussians based on the densification concept [13], optimize all Gaussians together and forward propagate G and
C. Finally, we directly extract 3D point trajectories from single Gaussians Gp and project them to the image plane to obtain 2D trajectories.

of 27 multi-view images per timestamp to guarantee qual-
ity reconstruction and tracking performance. Moving it di-
rectly to a monocular setting leads to significantly degraded
performance as we show in Tab. 1.

Adaptation for Monocular Online Reconstruction. In
the monocular online reconstruction setting, each times-
tamp we only have access to a monocular RGB image,
which contains much sparser supervision signals to con-
strain the Gaussian optimization process compared to multi-
view setting. Therefore, to compensate this, we extend each
Gaussian with two extra parameters, i.e., a semantic in-
stance label gi ∈ R and a visual feature fi ∈ RD which
are constant overtime and optimized jointly with other pa-
rameters. Specifically, our monocular dynamic Gaussian is
defined as Gτ

i ≡ (µτ
i , q

τ
i , si, c

τ
i , oi, gi, f

τ
i ) at a timestamp

τ . Inspired by recent correspondence-supervised 2D point
tracking approaches [5, 10, 12, 39], we use the visual fea-
ture i) as a stronger version of photometric information to
constrain the reconstruction to agree with each other in the
feature space and ii) to provide weighting guidance for the
optimization regularization. We further explore semantic
level information to assign an instance id for each Gaussian
to decouple foreground and background particles. It not
only allows us to enforce semantic-level consistency when
a particle moves around but also supports us to design reg-
ularizations (cf . Sec. 3.4) specialized for the moving parti-
cles.

To initialize and optimize our augmented dynamic 3DGS
parameters, in addition to the RGB frames, we assume to
have access to extra information of that image specifically
its image visual feature map extracted with DinoV2 [27],
its depth image and its (sparse) instance segmentation mask
where only a few objects are segmented. We use the seg-
mentation mask to constrain our motion regularization as
well as to obtain a binary foreground/background segmen-
tation, which is used to constrain the motion of the static
background (see Sec. 3.4). We provide more details about

how to obtain those information in the supplementary ma-
terial.

3.2. Monocular Online Tracking Pipeline
With our augmented dynamic 3DGS scene representation,
we are limited to reconstruct dynamic scenes from a monoc-
ular video with known camera poses or that taken from a
static camera. To further enable monocular online point
tracking for pose-free videos, we build our tracking pipeline
on top of SplaTAM [13] to simultaneously reconstruct the
scene and localize camera poses. As shown in Fig. 2, our
method takes in a set of required inputs per-timestamp and
performs online point tracking with the following steps.
Gaussian and Camera Initialization. Given the first
frame of a video, we initialize the Gaussians by lifting 2D
image pixels to 3D using its pre-computed depth map and
its camera pose C as identity, i.e., the reference of the scene.
Camera Optimization. We then optimize the camera pose
initialized for the current timestamp using the reconstruc-
tion losses Lrec (cf . Eq. (5)) with fixed Gaussian param-
eters. We only apply the loss over pixels that have been
observed before and belong to the background which we
assume to be static. We identify the prior based on the
rendered pixel density which captures the epistemic uncer-
tainty of the reconstruction [13] and the latter by the sparse
segmentation masks. As a known limitation to SLAM-
based approaches, our method also struggles with extreme
camera motions. When the camera poses are available, we
can turn off this step and focus on the Gaussian optimiza-
tion.
Adding New Gaussians. Next, we explore the world by
adding a set of new Gaussians using the same initialization
defined in the first step. We add Gaussians only for sparse
and under-represented Gaussian regions identified by a den-
sification mask [13]. We provide its detailed definition in
the supplementary material.
Gaussian Optimization. Afterwards, we fix camera pose



parameters and optimize all 3D Gaussians using a mixture
of reconstruction losses defined in Sec. 3.3 and 3D regular-
ization losses defined in Sec. 3.4, i.e., Ltotal = Lrec+L3D.
Gaussian Forward Propagation. After that, we forward
propagate the Gaussian means µi and rotations qi to the
next timestamp. We assume that close-by Gaussians in the
3D space should move in a similar way if they share simi-
lar semantics. Hence, we forward propagate µi based on a
kNN-constant velocity assumption:

µτ+1
i = µτ

i +
∑
j∈Ni

σ(si,j)(µ
τ
j − µτ−1

j ), (3)

where σ(si,j) is the softmax function over the cosine sim-
ilarity si,j between the feature vectors of Gaussian i and a
Gaussian j in its k-nearest neighbour Gaussians Ni in 3D
space. For the rotation qi, we forward propagate it based on
a simple constant-rotation assumption:

qτ+1
i = ∆qτ−1→τ

i ∗ qτi , (4)

where ∆qτ−1→τ
i = qτi ∗ (qτ−1

i )−1 is the relative rotation
from time step τ − 1 to τ .
Camera Forward Propagation. Finally, we forward prop-
agate the camera poses for the next timestamp by applying
the velocity forward projection proposed in [13] over the
camera pose from the previous timestamp.

For a each frame, we repeat the steps of camera opti-
mization to camera forward propagation. In the following,
we the loss functions to optimize C and G.

3.3. Reconstruction Supervision
As the core supervisory signal for both scene reconstruc-
tion and camera localization, we compute reconstruction
losses across multiple image types, including RGB color,
depth, visual features, and semantics. By leveraging this
mixture of information, we impose stronger constraints on
point movement over time, requiring consistency with the
input frame from multiple semantic perspectives, beyond
just photometric errors. Our reconstruction loss Lrec is
specifically defined by a weighted sum over those recon-
struction losses:

Lrec = λILI + λFLF + λDLD + λBLB . (5)

We obtain the rendered image of different information by
applying the same alpha-composition over different Gaus-
sian attributes ai:

Ap =
∑
i∈H

Tiαiai, (6)

with ai ∈ {ci, fi, di, gi} where di is the distance of Gi to
the camera for rendering the depth map. We use l2 distance
for feature reconstruction LF and l1 distance for RGB re-
construction LI , depth reconstruction LD and background
mask reconstruction. We ablate the importance of individ-
ual reconstruction losses in Sec. 4.3.

3.4. 3D Regularization
In addition to constraining the optimization in 2D over ren-
dered images, [22] introduced three regularization terms ap-
plied to a local neighborhood of each Gaussian to enforce
the optimization procedure to be physically plausible di-
rectly in the 3D space. Briefly, they define a short-term
local-rigidity loss Lrigid to enforce neighbouring Gaussians
to move obeying a similar rigid transform, a local-rotation
similarity loss Lrot to force nearby Gaussians to have the
same rotations over time, and a long-term local-isometry
loss Liso which constrains the relative distance between two
Gaussian means remains the same over time. Due to the
space limit, we provide their equations in the supplemen-
tary material.
Instance-guided Neighbourhood. [22] defines the k near-
est neighbours Ni of a Gaussian Gi based on their 3D dis-
tance, which may wrongly define Gaussians from another
object to be neighbours around the current object bound-
ary. To avoid this case, we leverage the instance id to select
neighbouring Gaussians only within the same object.
Feature-guided Weighting. Each regularization loss Lx ∈
{Lrigid,Lrot,Liso} is further computed by a weighted sum
of every Gaussian pair (Gi, Gj), defined by:

Lx =
1

k|G|
∑
Gi∈G

∑
Gj∈Ni

wi,jLx
i,j . (7)

[22] defines the pair-wise weight wi,j = ||µi−µj || based on
their 3D distance. However, different parts of an object can
be close to each other but still not connected. Hence they
do not move together, e.g., a hand and a leg. Therefore,
we consider to measure the Gaussian distance in the feature
space with the cosine similarity between their features fi
and fj , i.e., wi,j = si,j which significantly improves the
tracking performance (cf . Sec. 4.3).
Temporal Smoothness Regularization. We exploit addi-
tional priors that the same Gaussian point should not vary
much in color and feature space over time and background
Gaussians should be static. Thus, we restrict individual
Gaussian feature fi and color ci as well as the mean of
background Gaussians to remain close from their values in
the previous timestamp using l1 distance. We provide the
detailed formula of this smoothness loss Lsm in the supple-
mentary.

Our total 3D regularization loss is defined as L3D =
λsmLsm + λrigidLrigid + λisoLiso + λrotLrot. We pro-
vide ablation study on the importance of all loss functions
in Sec. 4.3.

3.5. Trajectory Estimation
As we perform tracking-by-reconstruction with 3D Gaus-
sians, a 2D pixel can be represented via multiple 3D Gaus-
sians. Therefore, there exists no one-to-one mapping be-
tween the 2D pixel and the 3D Gaussian we track over time.



To estimate the 2D or 3D trajectory over time for a query
pixel p, we choose its corresponding 3D Gaussians Gp at
time τ by:

Gp = min
Gi∈Gτ

v

(||p−Π(W τµτ
i )||2), (8)

where Gτ
v is the set of Gaussians with visibility vτi > 0.5

and W τ is the camera projection matrix and Π is the per-
spective projection operation. To identify whether a Gaus-
sian is visible, we accumulate the Gaussian opacity in an
α-composition manner over a set of pixels PGi

that inter-
sect with the 2D Gaussian projection. We thus define the
visibility score vτi of a Gaussian as:

vτi =
∑

p∈PGi

Tiαi (9)

Finally, we fully exploit the explicit Gaussian particle rep-
resentation and obtain the 3D and 2D trajectories by just
following Gp through time:

x3D,τ
p = µτ

p , x2D,τ
p = W τµτ

p (10)

4. Experiments
We now evaluate our model for monocular online point
tracking on different benchmarks to compare with vari-
ous baselines. We provide implementation details of our
method in the supplementary material.

4.1. Evaluation on Panoptic Sports

As the first part of our experiment, we compare DynOMo to
D-3DGS [22] to highlight the challenge of online monocu-
lar point tracking and validate the effectiveness our method.
Dataset. To this end, we evaluate our method for both 2D
and 3D point tracking on the PanopticSport dataset [22]. It
consists of the six sports sequences of the original Panop-
tic Studio dataset [11] where each sequence contains multi-
view images taken from 31 temporally aligned cameras with
150 frames being sampled per camera at 30 FPS.
Metrics. For 2D point tracking evaluation, we report av-
eraged tracking accuracy (δavg,2D) [4] that computes the
mean percentage of points of a trajectory within distance
errors of {1, 2, 4, 8, 16}px to the ground truth trajectory,
the median translation error MTE2D in pixels, the survival
rate S2D that evaluates the percentage of points below 16px
translation error. For 3D point tracking, we report the me-
dian translation errors MTE3D in cm, the survival rate S3D

at a 50cm error threshold and δavg,3D with thresholds of
h = {1, 2, 4, 8, 16} in cm.
Baselines. We compare to the original version of our base-
line online tracking approach D-3DGS which is optimized
using 27 (out of 31) cameras for each timestamp. To reduce
to a monocular setting, we choose a single camera such that
the tracked object is observed from a reasonable view point.

Results. As shown in Tab. 1, D-3DGS-Mono’s perfor-
mance degrades significantly with a 121.9% and 308.8%
increase in MTE errors for 2D and 3D point tracking re-
spectively. This highlights that D-3DGS relies heavily on
multi-view images to guarantee effectiveness of Gaussian
optimization, while DynOMo explores other cues from vi-
sual features and instance semantics to constrain optimiza-
tion signals and compensate the lack of multi-view infor-
mation. Comparing both methods between their 2D and 3D
tracking performance, we also observe that the monocular
setting leads to a bigger drop in performance in 3D com-
pared to D-3DGS optimized in an extreme multi-view set-
ting. This reveals that multi-view images provides accurate
geometric supervision for 3D reconstruction in general. In
comparison, our method relies on monocular depth maps
for geometric supervisions. Thus, we believe more accu-
rate depth maps can largely improve our 3D tracking perfor-
mance in the future. Finally, we point out that our method
surprisingly outperforms D-3DGS on 2D point tracking in a
much more challenging camera setting, which strongly sug-
gests the effectiveness of our design choice.
Influence of trajectory estimation. With our oracle base-
line (DynOMo⋆), we show that there exists a 3D Gaussian
that corresponds better to the query point whose trajectory
are closer to the ground truth trajectory compared to the one
chosen by Eq. (8). Thus, our work can be largely improved
with a better trajectory estimation mechanism.

4.2. Evaluation on TAPVid-DAVIS

Different from D-3DGS that requires not only multi-view
images but also known camera poses for online tracking,
our method is able to model the camera motion jointly with
point tracking, which allows us to compare to the state-
of-the-art 2D point tracking methods that are evaluated on
pose-free videos.
Dataset. We evaluate our method on the popular TAPVid-
DAVIS dataset introduced as part of the TAPVid bench-
mark [4]. It consists of 30 highly varying real-world video
sequences with unknown camera poses, among which some
contains extreme camera motions. This dataset only pro-
vides ground truth for 2D point tracking.
Metrics. We evaluate our 2D point tracking performance
utilizing the TAPVid [4] metrics, i.e., averaged tracking
accuracy (δavg,2D) introduced previously, occlusion accu-
racy (OA) which computes the percentage of frames with
correctly predicted visibility and average jaccard (AJ) that
combines the both metrics.
Baselines. While our method focuses on online tracking,
we are also curious about the performance gap from the stat-
of-the-art offline 2D point trackers. Sepecifically, we com-
pare to Pips [10], TAP-Net [4], TAPIR [5], CoTracker [12]
and SpaTracker [39] which are all feed-forward methods
that require a large amount of data for model pre-training.
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Figure 3. Increasing the World Online: Our pipeline is able to gradually add Gaussians to the world. This allows to explore the underlying
world as the video progresses. We visualize the increase of the world for two sequences of TAPVid-DAVIS.

Method # Cameras MTE2D ↓ S2D ↑ δavg,2D ↑ MTE3D ↓ S3D ↑ δavg,3D ↑

D-3DGS [22] 27 10.5 76.8 57.4 13.7 86.8 43.7
D-3DGS-Mono 1 23.3 41.0 30.6 56.0 44.5 7.3

DynOMo 1 6.3 85.7 61.8 26.1 73.0 12.7
DynOMo⋆ 1 5.8 85.7 66.9 24.5 70.8 10.1

Table 1. Comparison on Panoptic Studio [22]: We compare our performance on PanopticSports as described in Sec. 4.1. D-3DGS-Mono
represents the monocular setting of [22]. We observe that despite significantly more challenging setting, for 2D point tracking DynOMo
outperforms [22]. Additionally, DynOMo outperforms D-3DGS-Mono considerably for 3D showing the effectiveness of our method.
Finally, DynOMo⋆ shows that shows that there exists a 3D Gaussian that corresponds even better to the query point.

Method Pretrain AJ ↑ δavg,2D ↑ OA ↑

O
ffl

in
e

TAP-Net [4] ✓ 33.0 48.6 78.8
Pips [10] ✓ 42.2 64.8 77.7
TAPIR [5] ✓ 56.2 70.0 86.5
CoTracker [12] ✓ 62.2 75.7 89.3
OmniMotion [35] ✗ 51.7 67.5 85.3
SpaTracker [39] ✓ 61.1 76.3 89.5

O
nl

in
e

SpaTracker† ✓ 49.7 64.5 81.0
SplaTAM ✗ 13.0 22.1 72.4
DynOMo ✗ 45.8 63.1 81.1
DynOMo⋆ ✗ 52.7 69.2 84.3

Table 2. Comparison on TAPVID-Davis [4] on 2D Point Track-
ing: Compared to existing approaches that mostly operate of-
fline and are pre-trained using motion supervision, DynOMo tracks
points in an online way without any motion signal as supervision.
Our emergent motion achieves comparable performance while our
oracle baseline (DynOMo⋆) shows that there exists a 3D Gaussian
that corresponds even better to the query point. SpaTracker† rep-
resents [39] evaluated in an online fashion with time window of 2.

We further consider the recent work OmniMotion [35] that
performs test-time optimization over a whole video se-
quences. Among those method, SpaTracker and OmniMo-
tion are conceptually more similar to ours as they also solve
the 2D point tracking by lifting it to 3D, yet with different

types of 3D representations. We also consider a relatively
more comparable version of SpaTracker by reducing their
sliding window size to 2 (SpaTracker†) for an online point
tracking evaluation. Finally, we compare to SplaTAM [13]
since we adopted its pipeline and extend it for dynamic
scenes.

Results. As shown in Tab. 2, when we compare ourselves
to offline tracking methods (upper table), DynOMo achieves
on par tracking accuracy to OmniMotion and outperforms
Pips and TAPIR. Despite that Omnimotion also performs
tracking in 3D, their MLP-based implicit representation
requires more expensive optimization over the whole se-
quence and slow runtime which impedes their application
to online tracking (∼18 hrs/sequence on A100 vs DynOMo
∼51 min/sequence, i.e., ∼45s/frame on RTX 3090). While
SpaTracker can directly perform online tracking, it leads to
15.5% drop in averaged tracking accuracy since their model
is trained to explore cues from multiple temporal frames.

Within an online tracking category (lower table), we sig-
nificantly outperform our baseline SplaTAM despite using a
similar tracking pipeline, since our augmented GS represen-
tation is able to handle dynamic objects in the scene. Com-
pared to SpaTracker, we are slightly lower in performance



Method AJ ↑ δavg ↑ OA ↑

DynOMo 45.4 63.0 81.4

Reconstruction Supervision

w/o LB 44.0 60.8 79.9
w/o LI 43.2 60.4 80.0
w/o LD 37.2 52.6 71.9
w/o LF 35.9 51.1 77.2

3D Regularization

w/o Lrot 43.9 61.2 79.8
w/o Liso 43.7 60.9 79.1
w/o Lrigid 37.9 55.3 77.2
w/o instance-guided kNN 42.3 59.6 79.5
w 3D distance-based weighting 39.8 55.6 75.8

Gaussian Attribute Regularizations

w/o kNN forward propagation 42.0 59.0 78.6
w/o temporal smoothness 42.4 59.3 78.6
w/o fixing si, oi, and gi 40.5 60.4 72.9

Table 3. Ablation of Importance of Design Choices: We show
the importance of the reconstruction as well as the 3D loss func-
tions. We see that for the prior the embedding as well as the depth
losse and for the latter the rigidity loss as well as the semantic
weighting are the most important, respectively. We also show the
importance of our Gaussian attibute regularizations.

since their method has been train on a large amount of
ground truth data while our method performs online track-
ing by online 3DGS optimization. We show that object mo-
tion emerges automatically when we constrain the 3DGS
optimization through carefully designed 2D reconstruction
supervision and 3D regularization. Similar to the previous
experiment, DynOMo† leads to a boost in performance sur-
passing SpaTracker, suggesting the need for a better trajec-
tory estimation for evaluation.
Qualitative visualization. In Fig. 3, we visualize our gaus-
sian reconstruction across different timestamps. Given our
optimized camera pose, we zoom out of the scene and rotate
the camera pose slightly. We show that our method gradu-
ally explores the world as the video progress and is able
to generate quality 3D reconstruction in complex dynamic
scenes from just a single viewpoint frame per timestamp.

4.3. The Magic Sauce

To the end of our experiments, we ablate the most important
design choices of our approach. Please refer to the supple-
mentary material for more ablation experiments.
Influence of Reconstruction Losses. In Tab. 3, we show
that our reconstruction losses play a significant role for ac-
curate tracking performance. Among those, the reconstruc-
tion supervision from visual features LF and depth maps
LD are more important. The rich semantic information
from the feature maps enforce the Gaussian motion to agree
with its feature observation, while the depth provides sig-

nal for geometrically correct reconstruction especially in the
absence of multi-view images for monocular online track-
ing. While RGB information and background masks have
lower impact, they still help when the other two signals are
noisy due to imperfect off-the-shelf predictions.
Influence of 3D Regularization. In Tab. 3, we further
study the importance of our proposed 3D regularization.
Within the three physical-based regularization, the local-
rigidity loss Lrigid is more influential than the other two.
It forces Gaussians to move rigidly in the 3D space which
can prevent 3D Gaussians to move randomly only to fit the
2D observation, which is significant when we lack of multi-
view supervisions. We also show that our feature-guided
regularization weighting is similarly crucial to the rigidity
constraint and they cooperate together since Gaussians ini-
tialized from monocular depth can be rather noisy. Our fea-
ture guidance provides a measure of uncertainty to ignore
outlier Gaussian pairs. Since the visual features are also
predicted hence imperfect, instance-guided kNN still im-
proves performance in helping the kNN selection process.
Gaussian Attribute Regularization. Finally, we show
that compared to per-point forward propagation, our kNN
forward propagation filters outlier motions in previous time
steps leading to a significant performance increase. The
temporal smoothness losses impede the Gaussians from
drastically change color and features while enable neces-
sary update for viewpoint changes. We also observe that
updating si and oi may cause some Gaussians to disappear
and thus fix them together with the instance id attribute.

5. Conclusion
In this work, we address the task of online point track-
ing from pose-free monocular camera videos. We intro-
duce DynOMo, a method that achieves online point tracking
through dynamic 3D scene reconstruction using 3D Gaus-
sian Splatting alongside simultaneous camera localization.
To overcome the challenges of monocular input, we en-
hance the 3DGS representation with depth maps, instance
IDs, and visual features, guiding Gaussian optimization
from multiple semantic perspectives and enforcing physi-
cally meaningful constraints with robust 3D regularizers.
Notably, we demonstrate that accurate point trajectories can
emerge from this reconstruction without the need for ex-
plicit 2D/3D correspondences as supervision. Our approach
is designed for applications requiring real-time reconstruc-
tion and tracking, such as robotic navigation and mixed real-
ity. The ability to extend the 3D Gaussian scene over time as
the video progresses enhances online interaction potential.
We hope our work inspires the community to explore this
path further. While our method establishes a strong base-
line for online point tracking with monocular inputs, it has
yet to achieve real-time performance. We anticipate that fu-
ture work in this area will significantly improve runtime.
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