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Abstract

Large Language Models (LLMs) are increas-
ingly used to answer factual, information-
seeking questions (ISQs). While prior work
often focuses on false misleading informa-
tion, little attention has been paid to true but
strategically persuasive content that can de-
rail a model’s reasoning. To address this
gap, we introduce a new evaluation dataset,
TRUTHTRAP, in two languages, i.e., English
and Farsi, on Iran-related ISQs, each paired
with a correct explanation and a persuasive-
yet-misleading true hint. We then evaluate
five diverse LLMs (spanning proprietary and
open-source systems) via factuality classifi-
cation and multiple-choice QA tasks, finding
that accuracy drops by 25%, on average, when
models encounter these misleading yet factual
hints. Also, the models’ predictions match the
hint-aligned options up to 76.0 percent of the
time. Notably, models often misjudge such
hints in isolation yet still integrate them into
final answers. Our results highlight a signif-
icant limitation in LLM outputs, underscor-
ing the importance of robust fact-verification
and emphasizing real-world risks posed by
partial truths in domains like social media,
education, and policy-making. Our dataset
is openly available at https://anonymous.
4open.science/r/TRUTHTRAP-FC34.

1 Introduction

The adoption of Large Language Models (LLMs)
in NLP has brought considerable improvements in
several tasks, spanning generation and classifica-
tion (Zhao et al., 2023; Hurst et al., 2024). These
models excel at generating human-like text (Liu
et al., 2023; de Souza et al., 2025; Perchik, 2023;
Wang et al., 2023) and have been harnessed for
a range of applications, with question answering
(QA) among others (Zhuang et al., 2023; Mon-
teiro et al., 2024; Lucas et al., 2024; Arefeen et al.,
2024). A central challenge within QA involves
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Figure 1: A bilingual QA example from the “Art and
Literature” category, showing both English and Farsi
question texts (“Which country was Mohammad Ali
Jamalzadeh'’s first wife from?”’) and four candidate an-
swers (Switzerland, Germany, Austria, France). The
correct answer, Switzerland, is supplied by the Explana-
tion, which identifies Josephine, a Swiss student whom
Jamalzadeh married in 1914. However, the Persuasive
Hint instead presents a factually accurate account of his
second marriage in 1931 to Margaret Egert, a German
student in Geneva. Although true, this detail is irrele-
vant to the first-wife question and can induce the model
to choose Germany, showing how true but distracting
information may override the intended answer.

Explanation

Persuasive

Hint

information-seeking questions (ISQs) (Saracevic
et al., 1988), which require precise retrieval or in-
ference from textual sources. These ISQs appear
in critical contexts such as healthcare, education,
and policy-making (Eskola, 1998; Limberg and
Sundin, 2006; van Lieshout et al., 2020; Scacco
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and Muddiman, 2020; Mishra et al., 2015).

While common QA benchmarks such as SQuAD
(Rajpurkar et al., 2016), Natural Questions
(Kwiatkowski et al., 2019), TyDi QA (Clark et al.,
2020), and MLQA (Lewis et al., 2020) primar-
ily assess answer accuracy given explicit textual
evidence, they typically do not address the phe-
nomenon of true but non-answer content, state-
ments that appear pertinent yet fail to resolve the
actual query. Figure 1 shows an example of how a
distractor can overshadow the correct answer.

Such “true, persuasive” snippets can be espe-
cially misleading (Jin et al., 2024; Li et al., 2024;
Saenger et al., 2024), particularly for instruction-
tuned models that typically regard accurate text as
reliable, even if it distracts from the correct answer.
Previous research in adversarial or misleading QA
has often examined false hints or conflicting con-
texts (Jia and Liang, 2017; Liu et al., 2025), while
less attention has been paid to true-but-persuasive
content. Related efforts in misinformation detec-
tion, such as FEVER (Thorne et al., 2018) and
HoVer (Jiang et al., 2020), investigate claim veri-
fication against relevant documents but do not ex-
amine how factually correct yet irrelevant snippets
can mislead the QA process.

To investigate how factually correct but distract-
ing details can mislead LLMs, we introduce a new
bilingual dataset in English and Farsi, where each
information-seeking question contains a correct
explanation and a persuasive-but-off-target hint.
We curated and manually verified 1,000 multiple-
choice QA items across ten categories; each item
provides four answer choices, a truthful explana-
tion aligned with the correct answer, and a mislead-
ing hint that, although factually accurate, fails to
address the actual query. Our experiments focus on
five scenarios: QA without any added context, QA
with the correct explanation, QA with the mislead-
ing hint, factuality classification of explanations,
and factuality classification of hints. We tested
recent LLMs such as GPT-40, Claude, LLaMA,
DeepSeek, and Qwen, finding that accuracy drops
by 25%, on average, in the presence of true-but-
distracting hints, with cross-lingual performance
differences sometimes exceeding 10%. Our er-
ror analysis shows that the worst scenario arises
when a hint partially overlaps with the correct ex-
planation, causing models to treat both as true but
ultimately select the off-target detail.

This paper provides the following contributions:
(1) A novel bilingual dataset specifically designed

to study the impact of true-but-persuasive hints on
information-seeking QA tasks, addressing a no-
table gap in adversarial QA literature, which typi-
cally focuses only on false or fabricated statements.
(2) Multilingual comparative analysis involving
English and Farsi, languages with contrasting re-
source availability, to explore how linguistic dif-
ferences influence the susceptibility of models to
factually correct but irrelevant information. (3)
Systematic evaluation of several state-of-the-art
LLMs, investigating their behavior when encoun-
tering factual yet misleading snippets, including
error analysis. (4) One of the first large-scale Farsi
resources aimed at evaluating recent LLMs, pro-
viding a challenging benchmark for model perfor-
mance assessment in a lower-resource language
setting, especially on ISQs.

2 Related Work

2.1 Information-seeking Questions

ISQs drive a large part of QA research. The
paradigm started by focusing on building datasets
that reflect the complexity of real-world queries
(Narayanan et al., 1999; Ofran et al., 2012; Park
et al., 2021). Dasigi et al. (2021) introduced ques-
tions based on full-text papers, requiring models to
pull information from multiple sections. Similarly,
Asai and Choi (2021) highlighted multilingual QA
challenges, such as answerability and paragraph
retrieval across languages.

With the rise of LLMs, research has shifted to-
ward how well LLMs handle complex queries. For
instance, Pang et al. (2024) examined LLLMs’ abil-
ity to interpret tables while Kamalloo et al. (2023)
developed a dataset to support generative models
that explain their answers with both human and
machine-generated input. Moreover, ISQs explore
various domains and categories, such as medicine,
history, education (Golany et al., 2024; Chowdhury
and Chowdhury, 2024; Ferndndez-Pichel et al.,
2024; Yun and Bickmore; Mannuru et al., 2024).

In Farsi, however, existing ISQ resources are
relatively few and often straightforward, allowing
LLMs to perform at high accuracy. Khashabi et al.
(2021) created a widely used Farsi QA benchmark
that includes ISQs, but many items are quite basic
(e.g., “What is the largest continent?””). Other Farsi
QA datasets (Ghahroodi et al., 2024; Emami and
Mosharraf, 2023) do not necessarily focus on ISQs
or may be limited to school-level queries, thus
not mirroring real-world difficulties. Still other



works investigate the intersection of QA with social
norms or cultural values in Farsi (Moosavi Mon-
azzah et al., 2025; Saffari et al., 2025), but they
differ in scope from the questions we pose about
misleading yet factually correct content.

2.2 LLM Persuasion and Effects of Extra
Context

LLMs are notably susceptible to various forms of
persuasion, a topic that has been widely studied
across different domains (Zeng et al., 2024; Ro-
giers et al., 2024). Some works have examined how
personas affect model persuasion (Salewski et al.,
2023; de Araujo and Roth, 2024), while others have
focused on the effects of framing—especially emo-
tional framing—in contexts like political discourse
and health messaging (Jeng et al., 2024). Still oth-
ers have compared persuasive responses between
humans and LLMs (Carrasco-Farre, 2024).

In addition, previous research has shown that
LLM outputs may shift upon receiving added con-
text, even when such context is irrelevant (Anag-
nostidis and Bulian, 2024; Shi et al., 2023; Vish-
wanath et al., 2025). Nonetheless, little attention
has been given to situations where factually correct
yet off-target information disrupts LLM output,
particularly for ISQs. Our new resource, TRUTH-
TRAP, is designed to fill this gap by assessing
how true-but-misleading content impacts QA per-
formance, offering insights into the broader phe-
nomenon of LLM susceptibility to distractors that,
while accurate, fail to resolve the actual query.

3 Dataset

In this section, we present our bilingual (Farsi-
English) dataset, which targets true-but-misleading
information in information-seeking questions
(ISQs). Section 3.1 describes each QA item’s com-
position, including the question, correct explana-
tion, persuasive hint, and multiple-choice answers,
all grounded in Wikipedia. Section 3.2 explains
how we initially generated a pool of Iran-related
ISQs using automatic methods and well-defined se-
lection criteria. Finally, Section 3.3 details our
human-driven curation and annotation pipeline,
which refined the initial samples into 1,000 high-
quality entries.

3.1 Dataset Framework

Each instance in our dataset comprises several
elements that collectively shape our information-
seeking QA task. All items are provided in both

Farsi and English. Below is an overview of each
component:

* Question. An information-seeking prompt
that queries specific factual details. For ex-
ample, “When was the Institute of Journalism
at the University of Tehran established, and
with the help of which university?” The same
question is provided in both Farsi and English.
Explanation. A correct statement, again
in both languages, that supports the cor-
rect answer. Continuing the example above:
“The Institute of Journalism at the Univer-
sity of Tehran was established in 1337 with
help from the University of Virginia, United
States.” This explanation offers direct evi-
dence for the right choice, ideally guiding the
model to the accurate response.
Persuasive Hint. A truthful but irrelevant
snippet meant to distract the model, typically
on the same topic but not answering the ac-
tual question. In our example, the hint might
read: “The University of Tehran, with help
from Johns Hopkins University in 1343, es-
tablished the doctoral program in cytopathol-
ogy.” While factually correct, this detail can
misdirect the model into selecting the wrong
answer.
Answer Options. Four potential answers,
each plausible yet only one is correct. For
the above question, these might be: (i) 1337 -
Virginia University (correct), (ii) 1343 — Johns
Hopkins University (related to the hint), (iii)
1333 — California University, (iv) 1320 — Utah
University. While only one persuasive hint is
explicitly provided (in this case targeting the
Johns Hopkins option), all distractors draw
on true details relevant to the broader context.
For instance, the California option reflects
how the Institute of Administrative Sciences
at the University of Tehran was developed
in 1333 with assistance from the University
of Southern California, and the Utah option
references an earlier collaboration with Utah
State University to expand agricultural pro-
grams. Even though these facts do not appear
as separate persuasive hints, they maintain
realism by offering multiple verifiable but off-
target possibilities.
* Categories and Subcategories. The dataset
covers ten diverse categories: Arts & Liter-
ature, Education, Entertainment, Food, Ge-



ography, History, Holidays & Leisure, Re-
ligion, Science & Technology, and Sports.
Each major category is further divided into
three subcategories, yielding 100 questions
per category (1,000 total). Subcategory defi-
nitions and their statistics are detailed in Ap-
pendix A.1. This breadth ensures a robust
assessment of model behavior across various
topics.

* Question Type. Following Yang et al. (2018),
each entry is labeled by the nature of the
sought information, such as person, place,
time, event, or artwork. Appendix A.1 details
the distribution of these classes, highlighting
the variety of ISQs in our dataset.

* Target Type. Hints may undermine the cor-
rect answer generally (often in negatively
phrased prompts) or reinforce a specific in-
correct choice. For instance, in the question
“Which dynasty did not choose Shiraz as the
capital of Iran?”, the hint might emphasize the
Fars region (that includes Shiraz) without clar-
ifying that the Sassanids used Estakhr(another
city in Fars), not Shiraz, thus subtly mislead-
ing the model. Analyzing how models handle
such general vs. targeted hints, like figure 1,
offers insight into potential adversarial vul-
nerabilities. Detailed statistics are provided
in Appendix A.1.

* Wikipedia Grounding. Each question links
to at least one relevant Wikipedia page, ensur-
ing all content, including explanations, hints,
and distractors, is rooted in verifiable facts
rather than fabricated statements.

3.2 Initial Dataset Generation

To construct our initial, automatically generated
sample of questions, we followed a two-stage pro-
cess. First, we searched for suitable Wikipedia
pages within each subcategory; second, we auto-
matically created information-seeking questions
(ISQs) using a few-shot prompt. We provide fur-
ther details in Appendix A.2.

We began by using ChatGPT-40’s search capa-
bilities to retrieve five relevant Wikipedia pages
per subcategory, ensuring that each link led to a
valid article. If a suitable page was missing, we
iteratively requested additional candidates until we
reached 15 pages per major category, yielding a
total of 150 pages across the ten categories.

After compiling these pages, we automatically
generated ISQs, along with explanations, hints, and

multiple-choice options, via a few-shot prompt in
Farsi using Claude Sonnet 3.7. For each Wikipedia
page, this method produced 15 structured QA sam-
ples, resulting in 2,250 initial questions (15 x 150).
These items served as a preliminary dataset, later
refined through careful curation and annotation
(Section 3.3).

3.3 Sample Selection and Annotation

We followed a multi-step annotation protocol to
refine our initial large pool of automatically gener-
ated questions into a final set of 1,000 items (100
per category). Two annotators, both native Farsi
speakers with backgrounds in Iranian studies and
fluent in English, oversaw every stage of this pro-
cess.

First, each question was evaluated to confirm
whether it posed a valid information-seeking ques-
tion (ISQ). For instance, “What is the average age
of people who smoke in Iran?” requests factual
data and is advanced to further review, whereas
“Is smoking acceptable?” elicits an opinion and
was removed. Only items passing this ISQ check
proceeded to the next step.

Next, each retained question was examined
for the accuracy of its explanation and proposed
correct answer. The annotator carefully com-
pared these elements with the relevant Wikipedia
source. Any discrepancies led to revisions based on
Wikipedia, or, if insufficient information existed,
to discarding the question entirely. This procedure
ensured that each explanation remained grounded
in verified facts.

The third step focused on persuasive-but-truthful
hints. When an automatically generated hint
proved too vague or insufficiently misleading, such
as “South Khorasan province is a large province in
Iran and has a huge population, so it must have
a large saffron cultivation area.” for the query
“Which province of Iran has a larger share in terms
of saffron cultivation area?”, the annotator refined
or replaced it with more precise statements drawn
from the same Wikipedia entry. For this specific
example, the new hint is “The birthplace of saf-
fron is Qaen county in South Khorasan province
in Iran.”. This new hint, compared to the automat-
ically generated hint, provides an objective and
sufficiently misleading fact. Items that could not
accommodate a suitable hint were removed.

We then validated the other answer choices. Be-
yond the correct answer and the hint-based distrac-
tor, two additional options were chosen or revised



to ensure they were accurate but incorrect for the
actual query. If no suitable related facts were found
in Wikipedia, the automatically generated options
were retained if they were incorrect yet tangential
to the question. Each item received a label for its
question type (e.g., person, time, location) and hint
target type (general misdirection vs. reinforcing a
specific incorrect option).

Once the first annotator completed this multi-
step protocol and finalized the 1,000 items, the sec-
ond annotator performed an independent review,
confirming the correctness of explanations, hints,
and distractors. Across all items, only 23 disagree-
ments arose concerning question-type labels, often
when one annotator used a more specific category
(e.g., date/time) while the other used a broader
one (e.g., proper/common noun). These discrep-
ancies were resolved via brief discussion, favoring
the finer-grained classification. No other issues
emerged.

Finally, we translated the curated Farsi dataset
into English using Claude Sonnet 3.7. The same
two annotators then applied a similar protocol to
validate translations: the first ensured each En-
glish version was fluent, accurate, and faithful to
the source, editing the translation when needed,
while the second confirmed that no ambiguities
remained.

4 Experimental Setup

This section describes how we use our bilingual
(Farsi—English) dataset to investigate how addi-
tional context, whether an explanation or a true-
but-misleading hint, affects LLMs in information-
seeking questions. We conduct five experiments in
both Farsi and English, comparing model outputs
across different conditions. Table 1 shows the En-
glish prompt templates used in these experiments.

Task Design. Our experiments revolve around
two main tasks: multiple-choice QA and factual-
ity classification. In the multiple-choice QA task,
models receive a question (Q) plus four answer
options (Al, A2, A3, A4). We vary the presence
of additional information to measure how explana-
tions or hints guide or mislead the model:

¢ Baseline QA (No Extra Context). The
model sees only Q and A1-A4, establishing a
reference for accuracy without further details.
* QA + Explanation. The model is presented
with Q, A1-A4, and a correct explanation
that aligns with the right answer. This setup

tests whether providing factual support boosts
performance.

* QA + Hint. The model again sees Q and
A1-A4 but now includes a true yet misleading
hint. This setup tests whether introducing
extraneous but accurate information degrades
performance relative to the baseline.'

Beyond multiple-choice QA, we also run two
factuality classification experiments to assess
whether the models can correctly label individual
statements as True, False, or Uncertain:

* Factuality of Explanations. The model
is given a factually correct explanation and
asked to determine whether it is True, False,
or Uncertain.

* Factuality of Hints. The model is provided
with a factually correct hint and asked to clas-
sify it as True, False, or Uncertain.

These classification tasks clarify how well mod-
els identify truth in isolation, enabling us to distin-
guish between (a) failing to recognize a statement
as factually true and (b) using that same statement
incorrectly in QA.

Models. We evaluated five multilingual LLMs,
covering both proprietary and open-source op-
tions: Claude Sonnet 3.7 (Claude-3.7),> GPT-
40 (Hurst et al.,, 2024), Qwen2.5-7B-Instruct
(Qwen2.5-7B) (Yang et al., 2024), LLaMA-3.1-
8B-Instruct (LLaMA-3.1-8B) (Meta et al., 2024)3,
and DeepSeek-V3 (Bi et al., 2024). All experi-
ments were conducted in April 2025, with a tem-
perature setting of zero to ensure deterministic out-
puts. In the QA tasks, models were prompted to
choose exactly one among A1-A4; in the factuality
classification tasks, they were prompted to catego-
rize a single statement as True, False, or Uncertain.

5 Results and Discussion

We present our findings in two parts: factuality
classification (Section 5.1), which evaluates how
reliably models label individual factual explana-
tion and hint statements as True, False, or Uncer-

'We also tested a combined setup (QA + Explanation +
Hint) and present those results in Appendix B. To isolate the
impact of each information source, we focus in the main text
on QA + Explanation and QA + Hint, highlighting how each
independently influences model performance.

2https: //www.anthropic.com/

3Even though LLaMa-3.1-8B do not officially support
Farsi, recent works have shown its reliable performance on
Farsi data, likely due to its extensive multilingual pertaining
(Hosseinbeigi et al., 2025; Saffari et al., 2025; Moosavi Mon-
azzah et al., 2025; Zeinalipour et al., 2025).
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Mode Prompt

Baseline

[Question] | 1: [First option] 2: [Second option] 3: [Third option] 4: [Fourth option]

ONLY RETURN THE ANSWER OPTION’S NUMBER.

QA with expla-

[Question] | 1: [First option] 2: [Second option] 3: [Third option] 4: [Fourth option] Here is a piece of

nation information: [Explanation]
ONLY RETURN THE ANSWER OPTION’S NUMBER.
QA with hint [Question] | 1: [First option] 2: [Second option] 3: [Third option] 4: [Fourth option]

Here is a piece of information: [Hint]

ONLY RETURN THE ANSWER OPTION’S NUMBER.

Hint factuality
"[Hint]"

ONLY RETURN ONE WORD FROM [’true’, ’false’,

NATION.

Is this statement factually true, false, or are you uncertain and cannot determine for sure?

’uncertain’] WITHOUT ANY KIND OF EXPLA-

Explanation fac-

tuality "[Explanation]"

ONLY RETURN ONE WORD FROM [’true’, ’false’,

NATION.

Is this statement factually true, false, or are you uncertain and cannot determine for sure?

“uncertain’] WITHOUT ANY KIND OF EXPLA-

Table 1: English prompt templates for the five experimental modes; Farsi templates follow the same structure.

Model Type | Farsi English
T F UJ| T F U
) oxp | 328 6438 01 9.6 03
Qwen23-7B - ine | 427 519 0 999 0.1
exp | 572 150 278 | 494 253 253
GPT-40 hint | 590 17.1 239 | 531 239 23

DeepSeek-V3

hint | 663 56 281 | 355 47 598
exp | 393 174 433 | 214 53 733

Claude-3.7 hint | 451 164 385 | 286 52 662
aaien ©p | 321 662 919 72 09
LLaMA-3.1-8B o0 | 368 61.0 938 47 15

exp ‘ 571 82 346 ‘ 248 55 697

Table 2: Factuality classification accuracy results for
explanations (exp) and hints (hint) in Farsi and En-
glish. Each model’s outputs are split into proportions of
True (T), False (F), and Uncertain (U) labels for each
statement type, showing how consistently the systems
identify correct statements as True.

tain, and multiple-choice QA (Section 5.2), which
explores how these statements, whether correct ex-
planations or persuasive hints, affect QA accuracy.
More results can be found in Appendix B.

5.1 Factuality Classification

Tables 2 summarize how each model labels expla-
nations and hints (both factually correct) in Farsi
and English; any choice other than True consti-
tutes a classification error. In Farsi, GPT-40 and
DeepSeek-V3 consistently outperform other mod-
els, with DeepSeek-V3 leading at 66.3% True
labels for hints and GPT-40 nearly matching
DeepSeek-V3 on correctly labeling explanations

(57.2% vs. 57.1%). By contrast, LLaMA-3.1-8B
lags behind in Farsi yet excels in English, surpass-
ing even strong proprietary systems, reflecting its
extensive post-training on factual data. Qwen?2.5-
7B remains the weakest in English, misclassifying
most explanations and hints as False. These results
highlight a language-based divergence. Some mod-
els (e.g., GPT-40, DeepSeek-V3) achieve higher
factual recognition in Farsi, possibly due to ex-
tensive pretraining on Farsi data, while LLaMA-
3.1-8B shows superior performance in English.
Overall, this discrepancy suggests that both do-
main specificity (in this case, Iran-related content)
and multilingual alignment can shape how well
a model identifies factual statements in different
languages.

5.2 Multiple-choice QA

Baseline QA. Table 3 presents model perfor-
mance on QA tasks with no additional context.
Overall accuracy remains under 50%, averaging
48.1% in English and 47.5% in Farsi, under-
scoring the dataset’s inherent difficulty. GPT-4o,
DeepSeek-V3, and Claude-3.7 achieve the highest
scores, though even Claude-3.7, a model instru-
mental in constructing some of the dataset, only
reaches about 60% accuracy. This suggests that
despite leveraging Claude-3.7’s capabilities in the
dataset creation pipeline, our resource still poses a
significant challenge to cutting-edge systems.



| Qwen2.5-7B | GPT-40 |  DeepSeek-V3 | Claude-3.7 | LLaMA-3.1-8B

Category English Farsi English Farsi English Farsi English Farsi English Farsi
ans hint ‘ ans hint | ans hint ‘ ans hint | ans hint ‘ ans hint | ans hint ‘ ans hint | ans hint ‘ ans hint
Arts & Literature 36 26|31 20|59 16|45 37|56 17|66 14|60 20|71 13|41 23|22 28
Education 35 31|36 23|51 20|44 42|53 20|56 24|51 22|59 18|36 28|28 29
Entertainment 32 25|34 24|55 19|40 43 |51 21|53 19|55 17|57 15|31 28|27 29
Food 45 23 |38 20|54 21 |38 45|52 20|53 24|52 18|59 15|35 17|26 34
Geography 37 28|33 28|50 11|45 38|57 16|58 11 |61 16|62 17 |32 26|23 29
History 37 27|44 21|69 12|52 33|57 18|61 15|58 21|67 15|26 23|30 28
Holidays & Leisure 31 30|34 25|46 21 |31 59|42 23|49 20|55 15|57 25|32 27|29 21
Religion 41 34|40 26|66 12|53 37|59 15|68 16|66 15|68 10 |42 28| 38 28
Science & Technology | 43 22 | 30 22 | 62 19 |47 38|56 15|57 17|60 17 |59 17|36 30|26 24
Sports 31 27|40 20 |54 22|44 41 |47 26|58 17 |56 22|57 20|41 21|36 20

Average Accuracy (%)|36.8 27.3]37.0 22.9]56.6 18.3[43.9 39.7|53.6 18.1|57.7 17.7|554 18.7|61.6 16.5]37.9 25.0]30.5 27.0

Table 3: Model performance on baseline multiple-choice QA with no extra context, listing both answer-aligned
(ans) and hint-aligned (hint) selections. Each row shows results by category in English and Farsi, while the final
row provides average accuracy scores across all categories. Higher “ans” counts indicate more correct answers,
whereas “hint” counts reflect how often models choose an option related to a true-but-misleading hint, even though

no hint was explicitly provided in this scenario.

| Qwen25-7B | GPT-40 | DeepSeek-V3 | Claude-3.7 | LLaMA-3.1-8B
Category English Farsi English Farsi English Farsi English Farsi English Farsi
ans hint| ans hint| ans hint| ans hint| ans hint| ans hint| ans hint| ans hint| ans hint | ans hint
Arts & Literature 93 319 2 [100 O |100 O[99 O (100 O [100 O [100 O | 77 13|55 21
Education 91 3192 3|9 2|98 2 (100 O[99 1 (100 O |99 1 |79 12|66 13
Entertainment 100 0|97 2 |100 O[99 O [100 O |99 0|99 1 9 0 |78 14|57 23
Food 89 7 |8 8|19 3 (97 2|9 5|97 3|97 3|98 2|77 16|58 22
Geography 83 119 2199 1 (98 1[99 1199 1,9 1]99 1 8 9 | 62 16
History 93 4197 1[99 1199 1 (98 297 3199 1[99 1|8 10|64 11
Holidays & Leisure 9% 3 (9 295 3|19 2 [9 4|9 3|95 4|97 2|8 5 63 13
Religion 9% 4192 51|19 1 29 1 29 1 29 1 99 1 |100 O |8 11 |74 12
Science & Technology | 91 319 2 (98 2[99 1 9 0 ]99 1 98 2[99 0 | 8l 8 |57 14
Sports 93 1 [100 O [100 O |99 O [100 O |98 O [100 O |100 O | 84 8 | 62 15

Average Accuracy (%)|92.5 2.9 |95.1 2.7]98.2

13]98.4 1.0 985 1.3]983 1.3]98.6

1.3]99.0 0.7 |81.5 10.6|61.8 16.0

Table 4: Model performance on multiple-choice QA with a correct explanation provided in the prompt. Columns
labeled “ans” represent how frequently each system chooses the correct answer, while “hint” indicates how often it
instead selects a hint-related option. Results are broken down by category in English and Farsi, with the final row

showing average accuracy scores across all categories.

QA + Explanation. Table 4 shows model per-
formance when provided with a correct explana-
tion aligned to the right answer. Accuracy often
exceeds 90% across models in both Farsi and En-
glish, highlighting the strong effect of explicit fac-
tual support. Interestingly, models that previously
labeled an explanation as Uncertain or even False
in isolation still leverage it effectively once placed
within the QA prompt. For example, DeepSeek-V3
in Farsi classifies only 57.1% of explanations as
True (and 34.6% as Uncertain), yet surpasses 90%
QA accuracy when those same explanations are
provided in context. Qwen2.5-7B presents an inter-
esting contrast, underperforming in English factual
classification but still benefiting from the expla-
nation during QA. LLaMA-3.1-8B again shows
a language-based difference, gaining more from
explanations in English than in Farsi. Overall,
these findings confirm that explicitly correct con-
text strongly boosts QA accuracy. However, some

models appear more adept at integrating this con-
text than others, illustrating that even if a model
doubts an explanation in isolation, it often incor-
porates it as reliable once it is embedded in the
prompt.

QA + Hint. We next compare the baseline re-
sults with those in Table 5, where prompts include
a true-but-misleading hint. On average, the propor-
tion of answers aligning with the hint rises from
21.5% to 63.5% in English and from 24.8% to
62.0% in Farsi, a gain of roughly 40 percentage
points. Qwen2.5-7B exhibits the most drastic shift,
a +60% jump in hint-based choices across both lan-
guages, despite frequently labeling hints as False
in isolation. This disparity further corroborates
that a model may not deem a statement true by
itself, yet still be conditioned by it in a QA context.
Claude-3.7 and DeepSeek-V3 also show substan-
tial susceptibility to hints in Farsi, whereas GPT-40



| Qwen2.5-7B | GPT-40 |  DeepSeek-V3 | Claude-3.7 | LLaMA-3.1-8B

Category English Farsi English Farsi English Farsi English Farsi English Farsi
ans hint ‘ ans hint | ans hint ‘ ans hint | ans hint ‘ ans hint | ans hint ‘ ans hint | ans hint ‘ ans hint
Arts & Literature 8 8 | 7 8|45 39|45 43|19 75|28 63|27 62|32 60|27 50|29 37
Education 11 81 13 77|44 42|39 50|17 78 |21 72|18 73|28 67|20 65|28 53
Entertainment 5 92| 8 8 |40 43|37 51 |8 91|14 8|20 7421 71|25 61|27 54
Food 17 72|19 73 |38 45|32 49 |19 73|23 72|25 67|28 60|27 52|25 47
Geography 13 75|11 86|45 38|43 43 |17 72|20 68 |23 63|31 59|19 63|26 45
History 13 78 | 11 83 |52 33|51 42|25 66|38 58|32 60|43 52|25 57|21 45
Holidays & Leisure 10 8 | 5 8|31 59|27 57|11 8 |21 74|19 74|27 68|28 50|27 34
Religion 23 75|14 77|53 37|50 40 |25 72|35 59|33 60|41 54|31 61|27 53
Science & Technology | 10 82 | 13 80 | 47 38 |46 42|19 80 |20 74|27 66|21 72|21 63|20 60
Sports 5 9 | 5 90|44 41|37 55|10 8 |15 68 |18 68|21 75|29 51|30 46

Average Accuracy (%)| 11.5 81.2]10.6 82.6[43.9 40.1]40.7 47.2|18.0 76.0|23.7 67.0|24.2 66.1|31.3 66.6]25.5 543|262 49.3

Table 5: Model performance in multiple-choice QA when true-but-misleading hints are explicitly provided.
Columns labeled “ans” indicate how frequently each system selects the correct answer, while “hint” shows how
often it chooses the hint-based option. Results are grouped by category in English and Farsi, and the final row

reports average accuracy scores across all categories.

and LLaMA-3.1-8B appear less prone to selecting
the hint-based option outright, though their overall
accuracy does decline significantly once a hint is
introduced.

Comparing Hints vs. Explanations. Hints of-
ten supply partial or tangential details, omitting
an explicit statement that any particular option is
correct. In Figure 1, for instance, the explanation
explicitly states “Josephine was Jamalzadeh’s first
wife”, whereas the hint references his later mar-
riage without clarifying the order of his marriages.
These subtle framing choices significantly affect
model decisions: hints can misdirect a response,
whereas explanations clearly confirm the intended
answer. Category-level analyses reinforce these
distinctions. Entertainment questions show the
most pronounced accuracy drop under hint-based
distractors, whereas History and Art & Literature
prove less susceptible, likely because historical
references appear more prominently in pretrain-
ing data. Explanations consistently boost accuracy
across all categories (Table 4), highlighting how di-
rect factual support stabilizes model performance
even in the face of otherwise misleading content.

Discussion. Our findings emphasize two primary
insights. First, LLMs still struggle with factual
recognition in isolation, as reflected by True-label
rates below 50% in factuality classification. Sec-
ond, contextual framing strongly influence QA re-
sults: correct explanations often raise accuracy
above 90%, whereas factual yet off-target hints
can significantly reduce baseline performance or
prompt models to select the hint-based option at
high rates. Among the systems tested, GPT-4o,
Claude-3.7, and DeepSeek-V3 manage these op-

posing forces more effectively in Farsi, whereas
LLaMA-3.1-8B excels in English factual classifica-
tion yet sometimes lags in Farsi QA. This language-
dependent behavior underscores the importance of
domain familiarity, Iranian content, in this case,
which can bolster baseline accuracy but also in-
fluence how readily models adopt persuasive but
ultimately irrelevant details.

6 Conclusion

We introduced a bilingual (Farsi—-English) dataset
aimed at examining LL.Ms vulnerability to factu-
ally correct yet misleading content in question-
answering scenarios. As LLMs increasingly tackle
ISQs, they must sift through diverse, sometimes
distracting information that can undermine their
responses. Our experiments reveal that LLMs are
generally susceptible to additional details embed-
ded in the prompt, regardless of the question’s cat-
egory or language. Intriguingly, these same sys-
tems may classify such true statements as False if
presented out of context, suggesting that contex-
tual framing plays a critical role in how models
interpret information. Among the evaluated mod-
els, Qwen, DeepSeek, and Claude show greater
susceptibility to persuasive-but-irrelevant content,
while GPT shows relatively higher resilience, de-
spite its accuracy also declining in the presence of
misleading hints. Overall, our findings emphasize
the importance of assessing how LLMs contend
with accurate yet off-target details, especially in
real-world question-answering contexts. Future ef-
forts could explore enhanced context-filtering or
verification strategies to mitigate the influence of
true-but-misleading information and improve LLM
reliability across languages and domains.



Limitations

Our work is not without limitations, and we ac-
knowledge several constraints that may affect the
interpretation and generalizability of our findings.
First, the scope of our resource is primarily cen-
tered around questions related to Iran. While this
focus allowed us to explore the subject matter in
depth, it also means that our conclusions may not
readily extend to questions or contexts involving
other countries. Future work should consider ex-
panding the geographic and topical diversity of the
dataset to improve the applicability of the findings
on a global scale.

Second, the overall size of our dataset is 1,000
Farsi samples, 1,000 English samples created by
translating the Farsi version. This may be con-
sidered limited for tasks requiring robust gener-
alization. This constraint is largely due to the
challenges involved in generating high-quality, per-
suasive, and factually accurate information. The
process of creating such content is time-consuming
and requires careful curation, making it difficult to
scale effectively across a wider range of questions.

Third, our evaluation was conducted using a set
of five models, which might also be considered as
a few. This selection reflects a trade-off between
breadth and depth; while we aimed to cover a di-
verse array of experimental conditions, doing so
restricted our ability to include a larger number of
models.
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A Appendix: Dataset Generation Process
and Dataset Details

A.1 Dataset Details

This section provides further details regarding the
dataset, including the distribution of each sub-
category as well as the number of times when the
hint targets the correct answer and the number of
times it targets a wrong option. The sub-category
counts are provided in the table 8 while the target
distributions are present in the table 7.

A.2 Dataset Generation

We used a prompt to collect relevant Wikipedia
documents for each category. To this end, we
simply provided the definitions of each category’s
three sub-categories and asked the model, GPT40
with search ability, to provide five related docu-
ments for each sub-category. This prompt is avail-
able in the Table 9. To collect the documents, we
used the following category and sub-category defi-
nitions:

Question class Count
Date or Time 198
Location 178
Number 165
Person 151
Other proper and common nouns 109
Group or Organization 105
Other 42
Event 27
Artwork 25
Sum 1000

Table 6: Distribution of question classes in our final set
of 1,000 curated QA items. Each question is assigned a
class (e.g., Date/Time, Location, Person), reflecting the
principal type of information sought by the query.

Target Count
About an option other than the answer 956
About the answer 44

Table 7: Distribution of targets of the hints in the dataset.
About an option other than the answer means that the
hint is talking about one of the wrong options. On the
contrary, About the answer means that the hint is about
the specific correct answer to the query.

Food

* Cuisine: Signature dishes, cooking styles, tra-
ditional meals.

* Ingredients: Locally grown spices, crops,
and special ingredients.

* Drinks: Popular beverages, traditional teas,
or alcoholic drinks.

Sports

* National and Popular Sports: Widely
played or watched sports in the country and
Official sports of a country.

» Athletes: Famous sportspeople or Olympic
medalists.

* Tournaments and Sports Venues: Major
leagues, championships, or cups, as well as
iconic stadiums, arenas, or tracks.

Education

* Education System AND Literacy: Structure
(primary, secondary, higher education) AND
Efforts to promote literacy or improve access
to education.
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Category Subcategory Count
Artists 28
Arts and Literature Books 18
Writers 54
Education System and Literacy 51
Education Famous Educators 34
Schools and Universities and Curriculum 15
Cinema and TV 32
Entertainment Music 37
Others 31
Cuisine 44
Food Drinks 34
Ingredients 22
Cities and Regions 24
Geography Geopolitics 19
Natural Features and Resources 57
Historical Figures 56
History Important Events 22
Landmarks 22
Festivals 57
Holidays, Celebrations, Leisure National Holidays 21
Others 22
Holy Sites 34
Religion Others 17
Religions and Religious Practices 49
Engineering 17
Science and Technology Others 39
Scientists 44
Athletes 28
Sports National and Popular Sports 48
Tournaments and Sports Venues 24

Table 8: Distribution of counts across categories and subcategories

* Schools and Universities AND Curriculum:
Prestigious or historic institutions AND Sub-
jects emphasized or unique courses.

¢ Famous Educators: Scholars, reformers, or
pioneers in education.

Holidays/Celebrations/Leisure

» National Holidays: Independence days, con-
stitution days, or memorials.

* Festivals: Cultural, religious, or seasonal fes-
tivals.

* Others: Other topics related to Holi-
days/Celebrations/Leisure.

History

* Historical Figures: Leaders, revolutionaries,
empires and kingdoms, or intellectuals.

* Important Events: Battles, treaties, or turn-
ing points in history.

¢ Landmarks: Historical monuments or UN-
ESCO heritage sites.
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Geography

* Natural Features AND Resources: Moun-
tains, rivers, lakes, and deserts AND Natural
resources, agriculture, or energy production.

 Cities AND Regions: Capitals, major cities,
or urban landmarks AND Administrative di-
visions or cultural regions.

* Geopolitics: Borders, neighbors, or disputed
territories.

Science and Technology

e Scientists: Modern renowned scientists.

* Engineering: Famous modern constructions,
bridges, or technology.

* Others: Other related topics to Science and
Technology like Medical Breakthroughs, Re-
search Centers, Computing Pioneers, Green
Technology, Digital Platforms, and Commu-
nications.

Arts and Literature

* Writers: Prominent authors, poets, or play-
wrights.



* Books: National epics, famous novels, or his-
torical documents.

¢ Artists: Prominent artists.
Religion

* Religions and Religious Practices: Popu-
lar religions and Worship styles or Religious
rituals.

* Holy Sites: Temples, churches, mosques, or
pilgrimage locations.

* Others: Religious Leaders, Religious Festi-
vals, or Sacred Texts.

Entertainment

¢ Cinema and TV: National cinema, famous
directors, popular movies, or actors.

* Music: Traditional music styles, Musicians,
or iconic bands.

* Others: Other topics related to entertainment
like theater, gaming, festivals related to enter-
tainment, or media.

After the collection step, we prompted Claude
sonnet 3.7, which has been proven to be a strong
model in Farsi based on the previous work such
as (Moosavi Monazzah et al., 2025) and (Saffari
et al., 2025). Accordingly, the table 10 shows the
prompt that we used to generate the very initial
version of our dataset, with which the content of
each document was given. Moreover, we used the
English language for some parts of the prompts,
where we are explaining the ISQ concept as well
as the output structure. This is due to the fact that
models show better instruction-following abilities
in English in such cases. However, since the pro-
vided content and also the generated question were
supposed to be in Farsi, we gave examples in Farsi.
We tested some other combinations of these two
languages in the generation prompt, from relying
solely on Farsi to using English, and we got the
best results with the current bilingual one.

A.3 Annotation Guidelines And Statistics

As explained in the main text, two annotators went
through the resource, one by one. The annotations
process resulted in 1,000 samples. There was no
conflict concerning the annotations of the two an-
notators, except for the question class.
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Once the first annotator completed this multi-
step protocol and finalized the 1,000 items, the sec-
ond annotator performed an independent review,
confirming the correctness of explanations, hints,
and distractors. Across all items, only 23 disagree-
ments arose concerning question-type labels, often
when one annotator used a more specific category
(e.g., date/time) while the other used a broader one
(e.g., proper/common noun). These discrepancies
were resolved via brief discussion, generally favor-
ing the finer-grained classification. No other issues
emerged.

B Appendix: Additional Results

In this section, we present additional results be-
yond what we have already presented in the main
paper. The tables 12, 13, 14, 16, and 15 provide
a full version of the tables that are presented in
the paper for the five main tasks, with categorical
values as well as the average values.

As mentioned in the paper, we also tested the
most and least susceptible models to hints, based
on the table 15, while providing both the explana-
tion and the persuasive hints. 17 and 18 present
the results of GPT40 on English and Farsi version
of the resource. Moreover, 19 and 20 provide the
same information for Qwen. As we can see, the
results are close to the results of the experiments
with questions and explanations. The reason, as
we stated in the paper, is that explanations usually
target the answer more directly compared to the
hints that provide partial information. Accordingly,
while presented together, the models might be able
to answer correctly, when each of the hints or ex-
planations is provided in isolation, the effect is
different.

We provide the results of the models across the
experiments and question classes. 21 and 22 are
associated with the results of sonnet 3.7 on English
and Farsi. Moreover, 23 and 24 are the DeepSeek’
results, while 25 and 26 provide the GPT40’s re-
sults across question classes. Finally tables 29, 30,
27, and 28 provide Qwen and Llama’s results on
English and Farsi. The distribution of the classes
of questions are provided in the table 6. We can
see that, when hints are provided, there is a general
drop in accuracies across all models and classes.
However, there are also different patterns. For ex-
ample, Deepseek shows a better performance for
the Event class than the rest. Also, hints of differ-
ent classes show different but close effectiveness



I am collecting Wikipedia documents related to Iran and different categories. Currently, I am focusing on
category with three sub-categories.

* sub-category 1: definition
* sub-category 2: definition
* sub-category 3: definition

Now, give me 5 important Wikipedia documents for each sub-category related to Iran. Provide the links
to these pages.
THE PAGES MUST BE IN THE PERSIAN LANGUAGE

Table 9: The prompt used for collecting Wikipedia documents.

rates. For example, for the English version and
for Deepseek, Person, location, and other proper
nouns reach higher effectiveness rates of above 80
percent.

Finally, we provide a comparative set of result
tables for the two possible target values to explore
the effectiveness of these two types of hints. Table
31 provides the results for the baseline. The table
32 provides the results for the case when the ques-
tion and explanation are provided together. Finally,
the 33 presents the QA + Hint setting results. I
should note that only in the last table’s experiment
we actually provided the hints, and in the two other
ones, we did not provide the hints.

The results of QA + Explanation + Hint are also
provided in their respective tables, which are 17,
18, 19, and 20.

Based on the table 33, we can see that the hints
that target a specific option, rather than provid-
ing distracting information about the answer, are
more influential almost across all the tested models.
Also, they are better in English than Farsi, while
when the target is to answer, the effectiveness is
larger in Farsi.

15



We are developing a dataset of information-seeking questions for Iran. We also want to include a persuasive
hint per question about one of the other false options, making it more attractive compared to the true answer.
This persuasive hint is TRUE, but it makes the wrong option more appealing.

Here are some example questions with persuasive hints:
Sulo)S b G2 0l ST sl 5 cumezyy lpl pliwl plas @
OlosS | e olalydT @
anl glpl Pl GS)i Ole)S tlaioly @
1> g Ol jl 668 ez Glunl ¢l tul ol Bl 4 555 plusl glo)S aSil 5929 b :xmdgi @

$3g:,05 03L&kl WS el |jyie argi )> Lol el plas @

st | o | Epo @25 | plaxedly @

g (50 63wl yieS Sl GIAE ;5 594 (o Hldd KA g 3 ael puw aS lsdT jl i alais]) ©
awl GawlB 1o Gliol Slge jl puw gk o s b g2 3 uch Xlgine s aSil 3929 L ixudgi @

Syl b 39 Swbaw sl 5 GVgb iyl Wls3g) plaS @

Sl l39) b @

<l Olil Gl ail>9) (s GYsb I Job ieghS 563 b Sl uleisly e

jl yioghss 670 Jgb b 39) aubuw £3929 (ol b - ditiausd lial GVgb sl ailsdg) jl 93 40 59) audw 9 Syl sxubgs @
.l i SVgb (5y0gkiS 563 Syl

Sl (Sye3lopw lgd pogate il plas @

Cunlo Gl | 938 ol | 9355 LT | U1 Gl

ol dado sl 03 Gieenl @i gl 0lghd C puelizg ibl> Ju> @y Ul il leioly @

b alilio sl olino; b 3 9555 GT £l wdho S5y Lopaw (sl Nlgino Ul (T aSial 3929 b pxmdgs @
D940 Augl (5395 Loy

Sl gbj plas i "UbeI ojlg ainy, @

©9kez | bgloridling | Sl e @

ol plyl )> 138 @y bgpo sl 6jlg I ()b Livio sokey 0Lj ileisly @

ol 03l Gidio €050 Glize ay ched/ *ed*s b lgximling diy) jl b 0L ) «Gil &lg :udgi o

Remember that our focus is on FACTUAL questions.
Remember that hints are TRUE.

Return each question in the following format:
<question> | <first_option> | <second_option> | <third_option> | <fourth_option> | <answer_index> |
<description> | <hint>

Table 10: The prompt for generating the initial resource. The Farsi parts of the prompt present three examples of
the type of question that are requested to generate.
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:05lw

[Jlgw] :Jlgan

[Jol aw33] :1

[p9> aiyjS] :2

oo aiy3S] :3

lo)lez aiyjS] :4

02,5y @l LAl Zubgi gad 9 1) ) aiyjS (6 o)lasds b

igogi ol ay Jlga

[Ulgw] :Jlgan

[Js! ai035] 1

[p9> aiy33] :2

oo aiy3S] :3

lolez an;3] -4

leMbl ashd Sy

[zs9i]

013,55 6l 8Ll xudgi s B9 |y > aiiS (6 ojlau bdd

ipleisl) olpes 4y Jlguw

[Ulges] s lgus

[Jsl a035] 1

[p9> aiyjS] :2

[ogaw aiyj3] :3

[oslez a3l :4

oleMbl ashd Su:

[Losool)]

023y (gl ABLdl sl gad K9 |y > AiyjS (g o)las haid

Hlaioly > paris
D> 15 Glgines b jgb ) g Gasuinl b el Cauwydb wul s cusdly Has i ales ¢l LT
OISy 6l LS| Zusgi g o |y [Yasinol', cunydb' ) cunydT pw jl dels S, 1ads | [Lossl)]”

pendgi Liyd LAl
51 45 plgises Lehd jeb a4y 5 Gatuinel U atunl b wounl Cunyd cusbly 4 jl alaz el UT
0133y 6l BLsl s gi oo o |y [Lasinol', cunysb', s o jl dols S, 1ads | "[xusg]”

Table 11: The Farsi counterparts of the prompts provided in the table 1 for experiments.
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| Qwen | GPT | DeepSeek | Claude | LLaMA | Average

‘ exp hint ‘ exp hint ‘ exp hint ‘ exp hint ‘ exp hint ‘ exp hint
Category |T F U|T F U|T F U|T F U|T F U|TFU|T F U|T FU|T FU|T FU T F U|T F U
Arts & Lit. |44 56 048 42 10|58 20 22|67 14 19|61 3 36|71 4 25|51 15 34|44 16 40[25 73 2|28 70 2|47.8 33.4 18.8|51.6 29.2 19.2
Education |27 71 238 52 10|57 14 29(57 19 24[55 15 30|69 7 24|41 19 40[50 15 35|28 71 1|40 60 0|41.6 38.0 20.4 | 50.8 30.6 18.6
Ent. 33 63 448 48 4 |62 12 26(66 18 16(47 7 46(65 7 28[19 21 60|36 15 49|33 67 0|30 69 1|38.8 34.0 27.2|49.0 31.4 19.6
Food 30 69 1[40 58 2 |48 6 46[50 14 36|55 5 40(59 7 34[45 12 43|48 17 35(27 70 3[40 53 7|41.0 32.4 26.6 |47.4 29.8 22.8
Geography |36 62 2|45 53 2 |57 20 23[52 24 24[65 10 25|61 9 30|44 16 40|43 22 35|51 47 2(47 51 2|50.6 31.0 18.4 [49.6 31.8 18.6
History |39 61 0]49 50 1|72 14 14[60 25 15[75 5 19|74 7 19]62 19 19|57 20 23|22 75 3|28 69 3 |54.0 34.8 11.0 [53.6 34.2 12.2
Holidays |21 75 4|41 56 3|52 12 36[47 14 39(48 5 47|54 5 41[30 12 58[43 16 41|25 73 2|34 65 1352 35.4 29.4|43.8 31.2 25.0
Religion |34 64 2(39 60 1 (49 16 35(60 14 26|55 7 38|74 2 24|43 15 42[50 15 35|37 61 2|36 61 3|43.6 32.6 23.8 |51.8 30.4 17.8
Sci. & Tec |35 58 7|39 48 13[58 19 23|65 13 22|67 4 29(68 3 29|30 16 54|32 10 58(32 67 1(37 62 1|44.4 32.8 22.8 [48.2 27.2 24.6
Sports |29 69 2|40 52 8|59 17 24|66 16 18|43 21 36|68 5 27|28 29 43[48 18 34|41 58 1[48 50 2|40.0 38.8 21.2|54.0 282 17.8
AVg L N NR[E N = RN = N0 W NI = R ER = WL N =W N A W N ) =

N T I R R I B R o o P e vl - T Y = N B I = T =

oo oo ~N © N O | = O~ | W —lWw B W= & W|= N o O N W o | o B2
Table 12: Models’ responses on Farsi explanations and hints while classifying them. T = True, F = False, U =
Uncertain. ans is the count of answer matches. hint is the sum of hint option matches.

| Qwen | GPT | DeepSeek | Claude | LLaMA | Average

| exp hint | exp hint | exp hint | exp hint | exp hint | exp hint
Category |[T F U|T F U|T F U|T F U|T F U|T F U|/TFU|T FU|T FUTFU/ T F U|T F U
Arts & Lit. |0 99 1[0 100 0|53 22 25|54 22 24|16 3 81]27 1 72|19 3 78|21 3 76[93 7 0]95 4 1]36.2 26.8 37.0 |39.4 26.0 34.6
Education |0 100 0|0 99 1[45 34 21|53 24 23|16 4 80[30 9 61|16 7 77|28 7 65[86 13 1|91 7 2|32.6 31.6 35.8 |40.4 29.2 30.4
Ent. 0 99 00 100 0|47 24 29|54 26 2019 8 83|19 3 78| 7 7 86|12 4 84|87 13 0|95 5 0]30.0 30.2 39.6 |36.0 27.6 36.4
Food 0 100 0|0 100 0|40 19 41|44 22 34[30 4 66|34 5 61|24 6 70|30 10 60[95 2 3|93 4 3|37.8 26.2 36.0 [40.2 28.2 31.6
Geography |0 100 0|0 100 0[52 24 24|46 27 27|30 6 64(38 2 60|23 4 73|27 6 67(92 6 2|93 4 3|39.4 28.0 32.6 |40.8 27.8 31.4
History |1 99 0|0 100 0[69 24 7|63 25 12|45 5 50|52 5 43|41 7 52|44 8 48[96 4 0[90 7 3|50.4 27.8 21.8 |49.8 29.0 21.2
Holidays |0 99 1[0 100 0[41 26 33|48 26 26/17 6 77|30 5 65|14 4 82|24 3 73[94 5 1[92 6 2332 28.0 38.8 |38.8 28.0 33.2
Religion |0 100 0|0 100 0|51 15 34|59 11 30|37 3 60|48 0 52|34 4 62(42 2 56(94 5 1|97 3 0|43.225.4 31.4 49.2 232 27.6
Sci. & Tec. [0 100 0|0 100 0|53 28 19|57 22 21|23 5 72|37 6 57|18 5 77|27 4 69|93 6 1|98 2 0|37.4 28.8 33.8 |43.8 26.8 29.4
Sports 0 100 0|0 100 0|43 37 20|53 34 13|25 11 64]40 11 49|18 6 76|31 5 64[89 11 0]94 5 1|35.0 33.0 32.0 |43.6 31.0 25.4
Avg S QY Ol Y O[E N NIV NN VAL & UIR VI VA0 U0 R~ W D W[ R N W

) R A R el E o E T ER Ol O o vy R O IR R I ST B =

[=)) o B W W= O oo | W 0 | & w3 S =) oo W [=)) =] [ ~ —

Table 13: Models’ responses on English explanations and hints while classifying them

. T =True, F=False, U =

Uncertain. ans is the count of answer matches. hint is the sum of hint option matches.

| Qwen | GPT DeepSeek | Claude | LLaMA Avg
Category | English Farsi English Farsi English Farsi English Farsi English Farsi English Farsi

ans him\ ans hint | ans him\ ans hint | ans hint‘ ans hint | ans hint‘ ans hint | ans hint‘ ans hint | ans hint‘ ans hint
Arts & Lit.| 36 26 | 31 20 |59 16 |45 37 |56 17 |66 14 |60 20 |71 13| 41 23| 22 28 |50.4 20.4|47.0 22.4
Education | 35 31 | 36 23 | 51 20 |44 42|53 20|56 24|51 22|59 18 |36 28 | 28 29 |452 242|446 272
Ent. 32 2534 24|55 19|40 43 |51 21|53 19|55 17|57 15|31 28 | 27 29 [44.8 22.0|42.2 26.0
Food 45 23|38 20|54 21 |38 45|52 20|53 24|52 18|59 15|35 17|26 34 |47.6 198|428 27.6
Geography | 37 28 | 33 28 | 50 11 |45 38 |57 16|58 11 |61 16| 62 17 |32 26|23 29 [474 194|442 242
History 37 27|44 21|69 12|52 33|57 18|61 15|58 21 |67 15|26 23|30 28 |494 20.2|50.8 224
Holidays 31 30|34 25|46 21 |31 59|42 23|49 20|55 15|57 25|32 27|29 21 [41.2 23.2/40.0 30.0
Religion 41 34|40 26|66 12|53 37|59 15|68 16|66 15| 68 10 | 42 28 | 38 28 |55.2 20.8|53.4 234
Sci& Tec. | 43 22 | 30 22 |62 19 |47 38 |5 15|57 17|60 17 |59 17 |36 30| 26 24 |51.4 20.6|43.8 23.6
Sports 31 27 |40 20 |54 22|44 41 |47 26|58 17|56 22|57 20|41 21|36 20 |458 23.6|47.0 23.6
Avg [36.8 27.3[37.0 22.9]56.6 18.3]43.9 39.7|53.6 18.1|57.7 17.7|55.4 18.7|61.6 16.5|37.9 25.0|30.5 27.0|48.1 21.5]47.5 24.8

Table 14: The full comparison of models’ answers matches, along with the average column, with the real answers
and the persuasive hint options when the prompt includes no additional information other than the question and the
options (ans is the count of answer matches; hint is the sum of hint option matches).
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| Qwen | GPT | DeepSeek | Claude | LLaMA Avg

Category | English Farsi English Farsi English Farsi English Farsi English Farsi English Farsi
ans hint | ans hint | ans hint | ans hint | ans hint | ans hint | ans hint | ans hint | ans hint | ans hint | ans hint | ans hint

Arts & Lit.| 8 83 | 7 85|45 39 |45 43|19 75|28 63|27 62|32 60|27 50|29 237|252 61.8/28.2 57.6
Education | 11 81 | 13 77 | 44 42 |39 50| 17 78 |21 72 |18 73 |28 67 | 20 65| 28 53 |22.0 67.8(25.8 63.8

Ent. 5 92| 8 8 |40 43 |37 51| 8 91|14 8 |20 74|21 71|25 61|27 54196 722|214 69.2
Food 17 72119 73 |38 45|32 49 |19 73|23 72|25 67|28 60|27 52|25 47 252 62.0(254 60.2
Geography | 13 75 | 11 86 | 45 38 |43 43 | 17 72|20 68 [ 23 63 |31 59|19 63|26 45 |23.4 62.2(26.2 60.2

History 13 78 | 11 83 |52 33 |51 42|25 66 |38 58|32 60|43 52|25 57|21 45 (294 58.2|32.8 56.0
Holidays 10 8 | 5 87|31 59|27 57|11 83|21 74|19 74|27 68 |28 50|27 34 [19.8 704|214 64.0
Religion 23 75|14 77|53 37|50 40|25 72|35 59|33 60|41 54|31 61|27 53 |334 65.0/33.4 56.6
Sci& Tec. | 10 82 | 13 80 | 47 38 | 46 42|19 80 |20 74|27 66 |21 72|21 63|20 60 |24.8 65.8[24.2 63.6
Sports 5 9 |5 9 |44 41 |37 55|10 8 |15 68 |18 68 |21 75|29 51|30 46 |21.2 66.4|21.6 66.8

Avg [11.5 81.2|10.6 82.6(43.9 40.1]40.7 47.2|18.0 76.0|23.7 67.0|24.2 66.1|31.3 66.6|25.5 54.3|26.2 49.3]24.6 63.5]26.5 62.0

Table 15: Comparison of models’ answers matches with the real answers and the persuasive hint options when the
prompt includes persuasive hints, with the average values included in the table. ans is the count of answer matches.
hint is the sum of hint option matches.

| Qwen | GPT | DeepSeek | Claude | LLaMA Avg

Category | English Farsi English Farsi English Farsi English Farsi English Farsi English Farsi
ans hint‘ ans hint| ans hint‘ ans hint| ans him\ ans hint| ans hint‘ ans hint| ans hint‘ ans hint | ans hint‘ ans hint

Arts & Lit.| 93 3 | 96 2 [100 O [100 O |99 O |100 O |100 O |100 O | 77 13 | 55 21 |93.8 3.2(90.2 4.6
Education | 91 3 |92 3 |9 2 [98 2 |[100 O[99 1 [100 O |99 1 |79 12| 66 13 932 34908 4.0
Ent. 100 0 (97 2 (100 O |99 O |100 O |99 0 ]9 19 0|78 14|57 23 (954 3.0(90.2 5.0
Food 89 718 8|9 3|97 29 5|97 3197 3 (98 2|77 16| 58 22 (908 6.8|87.8 74
Geography | 83 1 [ 96 2 [99 I [98 1[99 1|99 1|99 119 18 9 |62 16 [93.0 2.6(90.8 4.2
History 93 4197 119 119 1|9 297 319 1 /[9 1|8 10|64 11 |950 3.6(91.2 3.4
Holidays 9% 3|19 2|95 319 2|9 4|9 395 497 2|8 5|63 13(93.0 3.8(89.6 44
Religion 9% 4 (92 519 19 119 1[99 19 1 |100 0|8 11 |74 12 (956 3.6|92.8 3.8
Sci&Tec. |91 3 |9 2|98 2199 1[99 01]9 1|9 29 0|8 8 |57 14 |93.4 3.0|90.0 3.6
Sports 93 1 [100 O 100 O |99 0 |100 O |98 O |100 O [100 O |8 8 |62 15 |954 1.8|91.8 3.0
Avg [925 2.9]951 27982 1.3]984 1.0|98.5 13]983 1.3]98.6 1.3[99.0 0.7 |81.5 10.6]61.8 16.0|93.9 3.5|90.5 4.3

Table 16: Comparison of models’ answers matches with the real answers and the persuasive hint options when the
prompt includes explanations, including the average values of models. ans is the count of answer matches. hint is
the sum of hint option matches.

Catgory Acc.cent | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Matches cnt | Hint Matches %
Arts_&_Lit 99 | 100.00 3 0 0.00 96 0 0.00
Edu 98 98.00 3 0 0.00 97 1 1.03
Ent 100 | 100.00 1 0 0.00 99 0 0.00
FOOD 97 97.00 15 0 0.00 85 2 2.35
Geo 98 98.99 6 0 0.00 93 1 1.08
Hist 98 98.99 5 0 0.00 94 1 1.06
Holidays 94 95.92 3 3 | 100.00 95 0 0.00
Religion 98 98.00 4 0 0.00 96 1 1.04
Sci_&_Tec 98 98.99 4 0 0.00 95 1 1.05
SPORTS 99 99.00 0 0 0.00 100 0 0.00
Overall 979 98.49 44 3 6.82 950 7 0.74

Table 17: The results of GPT40, while the explanation and hints are both included in the prompt on the English
version. Acc. Cnt means the number of true answers, which match the option targeted by the explanation. Acc.
% is the percentage of the previous column. Targ=1 is the number of samples where their hints target no specific
option other than the answer itself, while Target=0 is the number of samples that their hint actually target a wrong
option. Diff cnt is then the number of times where the model answered incorrectly when Target=1, and Diff % is its
percentage. Hint matches cnt and % are also the number of times and percentages where the model’s response
matches the hint option. Note: We only calculate the numbers based on the cases where the model actually provided
a response.
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Catgory Acc.cent | Acc% | Targ=1 | Diffcnt | Diff % | Targ=0 | Hint Matches cnt | Hint Matches %
Arts_&_Lit 100 | 100.00 3 0 0.00 97 0 0.00
Edu 99 99.00 3 0 0.00 97 1 1.03
Ent 99 99.00 1 0 0.00 99 0 0.00
FOOD 97 97.00 15 0 0.00 85 2 2.35
Geo 98 98.00 6 0 0.00 94 1 1.06
Hist 99 99.00 5 0 0.00 95 1 1.05
Holidays 96 96.00 3 2 66.67 97 0 0.00
Religion 98 98.99 4 0 0.00 95 1 1.05
Sci_&_Tec 99 99.00 4 0 0.00 96 1 1.04
SPORTS 99 99.00 0 0 0.00 100 0 0.00
Overall 984 98.50 44 2 4.55 955 7 0.73

Table 18: The results of GPT40, while the explanation and hints are both included in the prompt on the Farsi
version. Acc. Cnt means the number of true answers, which match the option targeted by the explanation. Acc.
% 1is the percentage of the previous column. Targ=1 is the number of samples where their hints target no specific
option other than the answer itself, while Target=0 is the number of samples that their hint actually target a wrong
option. Diff cnt is then the number of times where the model answered incorrectly when Target=1, and Diff % is its
percentage. Hint matches cnt and % are also the number of times and percentages where the model’s response
matches the hint option. Note: We only calculate the numbers based on the cases where the model actually provided
a response.

Catgory Acc. cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ= Hint Matches cnt | Hint Matches %
Arts_and_Lit 82 96.47 1 0 0.00 84 1 1.19
Edu 88 95.65 2 0 0.00 90 2 222
Ent 68 | 100.00 1 0 0.00 67 0 0.00
Food 83 89.25 13 4 30.77 80 4 5.00
Geo 95 95.96 5 0 0.00 94 3 3.19
Hist 89 92.71 4 0 0.00 92 5 543
Holidays 87 95.60 2 2 | 100.00 89 1 1.12
Religion 92 97.87 3 2 66.67 91 0 0.00
Sci_and_Tec 92 95.83 4 1 25.00 92 1 1.09
Sports 86 | 100.00 0 0 0.00 86 0 0.00
Overall 862 95.78 35 9 25.71 865 17 1.97

Table 19: The results of Qwen, while the explanation and hints are both included in the prompt on the English
version. Acc. Cnt means the number of true answers, which match the option targeted by the explanation. Acc.
% 1is the percentage of the previous column. Targ=1 is the number of samples where their hints target no specific
option other than the answer itself, while Target=0 is the number of samples that their hint actually target a wrong
option. Diff cnt is then the number of times where the model answered incorrectly when Target=1, and Diff % is its
percentage. Hint matches cnt and % are also the number of times and percentages where the model’s response
matches the hint option. Note: We only calculate the numbers based on the cases where the model actually provided
a response.

Catgory Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Matches cnt | Hint Matches %
Arts_and_Lit 97 | 97.00 3 1 33.33 97 0 0.00
Edu 93 | 9394 3 1 33.33 96 1 1.04
Ent 97 | 97.98 1 0 0.00 98 1 1.02
FOOD 89 | 89.90 15 6 40.00 84 2 2.38
Geo 94 | 94.00 6 2 33.33 94 1 1.06
Hist 94 94.00 5 0 0.00 95 4 4.21
Holidays 94 | 94.00 3 2 66.67 97 0 0.00
Religion 93 93.00 4 0 0.00 96 4 4.17
Sci_and_Tec 94 | 94.00 4 1 25.00 96 1 1.04
SPORTS 98 | 98.99 0 0 0.00 99 0 0.00
Overall 943 | 94.68 44 13 29.55 952 14 1.47

Table 20: The results of Qwen, while the explanation and hints are both included in the prompt on the Farsi version.
Acc. Cnt means the number of true answers, which match the option targeted by the explanation. Acc. % is the
percentage of the previous column. Targ=1 is the number of samples where their hints target no specific option other
than the answer itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff
cnt is then the number of times where the model answered incorrectly when Target=1, and Diff % is its percentage.
Hint matches cnt and % are also the number of times and percentages where the model’s response matches the hint
option. Note: We only calculate the numbers based on the cases where the model actually provided a response.
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Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 149 40 | 26.85 3 0 0.00 146 99 67.81
Location 177 40 22.60 10 0 0.00 167 125 74.85
OPN 108 33 | 30.56 17 6 35.29 91 63 69.23
Other 42 10 23.81 3 1 33.33 39 30 76.92
Date/Time | 196 36 | 18.37 2 0 0.00 194 142 73.20
Artwork 25 8 32.00 2 2 100.00 23 14 60.87
Group/Org | 103 34 | 33.01 5 0 0.00 98 65 66.33
Number 159 27 16.98 0 0 0.00 159 108 67.92
Event 27 14 | 51.85 2 1 50.00 25 11 44.00

Table 21: The results of Claude for different question classes, while the hints were included in the prompt on the
English version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.

Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 150 55 | 36.67 3 2 66.67 147 86 58.50
Location 178 51 28.65 10 2 20.00 168 115 68.45
OPN 108 39 | 36.11 17 6 35.29 91 57 62.64
Other 42 16 38.10 3 0 0.00 39 25 64.10
Date/Time | 198 39 | 19.70 2 0 0.00 196 148 75.51
Artwork 25 9 36.00 2 2 100.00 23 12 52.17
Group/Org | 102 36 | 35.29 5 1 20.00 97 61 62.89
Number 160 33 20.63 0 0 0.00 160 110 68.75
Event 27 15 | 55.56 2 1 50.00 25 10 40.00

Table 22: The results of Claude for different question classes, while the hints were included in the prompt on the
Farsi version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.

Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 151 25 16.56 3 1 33.33 148 119 80.41
Location 178 31 17.42 10 1 10.00 168 140 83.33
OPN 109 27 | 2477 17 5 29.41 92 74 80.43
Other 42 11 26.19 3 0 0.00 39 28 71.79
Date/Time | 198 24 | 1212 2 0 0.00 196 163 83.16
Artwork 25 3 12.00 2 1 50.00 23 21 91.30
Group/Org | 105 17 16.19 5 0 0.00 100 85 85.00
Number 163 25 15.34 0 0 0.00 163 115 70.55
Event 27 7| 2593 2 1 50.00 25 18 72.00

Table 23: The results of Deepseek for different question classes, while the hints were included in the prompt on the
English version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.
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Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 151 38 | 25.17 3 1 33.33 148 102 68.92
Location 178 42 23.60 10 0 0.00 168 127 75.60
OPN 109 37 | 33.94 17 5 29.41 92 61 66.30
Other 42 11 26.19 3 0 0.00 39 29 74.36
Date/Time | 198 35 17.68 2 1 50.00 196 147 75.00
Artwork 25 8 32.00 2 0 0.00 23 17 73.91
Group/Org | 105 24 | 2286 5 2 40.00 100 74 74.00
Number 165 28 16.97 0 0 0.00 165 120 72.73
Event 27 12 | 44.44 2 1 50.00 25 13 52.00

Table 24: The results of Deepseek for different question classes, while the hints were included in the prompt on the
Farsi version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.

Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 151 72 | 47.68 3 3 | 100.00 148 59 39.86
Location 178 78 43.82 10 0 0.00 168 84 50.00
OPN 109 46 | 4220 17 7 41.18 92 44 47.83
Other 42 19 45.24 3 1 33.33 39 17 43.59
Date/Time | 197 82 | 41.62 2 1 50.00 195 76 38.97
Artwork 25 11 44.00 2 2 100.00 23 9 39.13
Group/Org | 104 59 | 56.73 5 1 20.00 99 39 39.39
Number 165 55 33.33 0 0 0.00 165 65 39.39
Event 27 17 | 62.96 2 1 50.00 25 6 24.00

Table 25: The results of GPT for different question classes, while the hints were included in the prompt on the
English version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.

Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 151 65 | 43.05 3 3 | 100.00 148 69 46.62
Location 178 73 41.01 10 2 20.00 168 86 51.19
OPN 109 44 | 40.37 17 7 41.18 92 48 52.17
Other 42 19 45.24 3 0 0.00 39 22 56.41
Date/Time | 196 75 | 3827 2 1 50.00 194 92 47.42
Artwork 25 12 48.00 2 2 100.00 23 9 39.13
Group/Org | 105 51 | 4857 5 2 40.00 100 45 45.00
Number 164 54 32.93 0 0 0.00 164 73 44.51
Event 27 14 | 51.85 2 1 50.00 25 10 40.00

Table 26: The results of GPT for different question classes, while the hints were included in the prompt on the
Farsi version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.
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Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 151 42 | 27.81 3 2 66.67 148 81 54.73
Location 177 46 25.99 10 9 90.00 167 97 58.08
OPN 109 34 | 31.19 17 15 88.24 92 39 42.39
Other 42 15 35.71 3 1 33.33 39 17 43.59
Date/Time | 191 45 | 23.56 2 2 | 100.00 189 110 58.20
Artwork 25 4 16.00 2 0 0.00 23 16 69.57
Group/Org | 105 36 | 34.29 5 4 80.00 100 55 55.00
Number 158 23 14.56 0 0 0.00 158 105 66.46
Event 27 7| 2593 2 2 | 100.00 25 14 56.00

Table 27: The results of Llama for different question classes, while the hints were included in the prompt on the
English version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.

Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 150 34 | 22.67 3 3 | 100.00 147 80 54.42
Location 178 44 24.72 10 7 70.00 168 84 50.00
OPN 109 38 | 34.86 17 12 70.59 92 29 31.52
Other 40 13 32.50 3 3 100.00 37 15 40.54
Date/Time | 196 56 | 28.57 2 2 | 100.00 194 68 35.05
Artwork 25 8 32.00 2 0 0.00 23 12 52.17
Group/Org | 104 24 | 23.08 5 3 60.00 99 46 46.46
Number 164 34 20.73 0 0 0.00 164 77 46.95
Event 27 9 | 3333 2 1 50.00 25 14 56.00

Table 28: The results of Llama for different question classes, while the hints were included in the prompt on the
Farsi version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.

Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 151 20 | 13.25 3 0 0.00 148 125 84.46
Location 178 23 12.92 10 1 10.00 168 147 87.50
OPN 109 25 | 2294 17 7 41.18 92 66 71.74
Other 42 11 26.19 3 2 66.67 39 25 64.10
Date/Time | 197 5 2.54 2 1 50.00 195 182 93.33
Artwork 25 2 8.00 2 1 50.00 23 22 95.65
Group/Org | 105 12 | 1143 5 2 40.00 100 85 85.00
Number 153 10 6.54 0 0 0.00 153 129 84.31
Event 27 7| 2593 2 1 50.00 25 18 72.00

Table 29: The results of Qwen for different question classes, while the hints were included in the prompt on the
English version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.
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Catgory Tot | Acc.cnt | Acc% | Targ=1 | Diff cnt | Diff % | Targ=0 | Hint Mat cnt | Hint Mat %
Person 151 20 13.25 3 0 0.00 148 125 84.46
Location 178 23 12.92 10 1 10.00 168 147 87.50
OPN 109 25 | 2294 17 7 41.18 92 66 71.74
Other 42 11 26.19 3 2 66.67 39 25 64.10
Date/Time | 197 5 2.54 2 1 50.00 195 182 93.33
Artwork 25 2 8.00 2 1 50.00 23 22 95.65
Group/Org | 105 12 1143 5 2 40.00 100 85 85.00
Number 153 10 6.54 0 0 0.00 153 129 84.31
Event 27 7 | 2593 2 1 50.00 25 18 72.00

Table 30: The results of Qwen for different question classes, while the hints were included in the prompt on the
Farsi version. Tot is the total number of cases when the model provided a meaningful answer. Acc. Cnt means
the number of true answers, which match the option targeted by the explanation. Acc. % is the percentage of the
previous column. Targ=1 is the number of samples where their hints target no specific option other than the answer
itself, while Target=0 is the number of samples that their hint actually target a wrong option. Diff cnt is then the
number of times where the model answered incorrectly when Target=1, and Diff % is its percentage. Hint mat cnt
and % are also the number of times and percentages where the model’s response matches the hint option. Note: We
only calculate the numbers based on the cases where the model actually provided a response. OPN= Other proper
and common nouns.

Model English (target=1) English (target=0) Farsi (target=1) Farsi (target=0)

Claude 34.09 19.13 31.82 16.58
Deepseek 52.27 19.67 40.91 17.15
GPT 31.82 17.30 36.36 41.82
Llama 68.18 27.16 86.11 29.59
Qwen 56.82 26.33 52.27 21.80

Table 31: The results of our five tested models for the two values of the target field, when the prompt did not include
any additional information. Target=1 means that the hint was not about a wrong option, but it was about the correct
answer. Target=0 means that the hint was about one of the wrong options.

Model English (target=1) English (target=0) Farsi (target=1) Farsi (target=0)

Claude 11.36 0.84 4.55 0.52
Deepseek 13.64 0.73 6.82 1.05
GPT 6.82 1.05 4.55 0.84
Llama 60.47 8.45 77.27 13.22
Qwen 38.10 1.40 4091 0.94

Table 32: The results of our five tested models for the two values of the target field, when the prompt included
explanations. Target=1 means that the hint was not about a wrong option, but it was about the correct answer.
Target=0 means that the hint was about one of the wrong options.

Model English (target=1) English (target=0) Farsi (target=1) Farsi (target=0)

Claude 22.73 69.75 31.82 65.96
Deepseek 20.45 79.98 22.73 72.18
GPT 36.36 41.82 4091 47.64
Llama 79.55 56.75 70.45 44.78
Qwen 34.09 84.73 11.36 85.97

Table 33: The results of our five tested models for the two values of the target field, when the prompt included
persuasive hints. Target=1 means that the hint was not about a wrong option, but it was about the correct answer.
Target=0 means that the hint was about one of the wrong options.

24



	Introduction
	Related Work
	Information-seeking Questions
	LLM Persuasion and Effects of Extra Context

	Dataset
	Dataset Framework
	Initial Dataset Generation
	Sample Selection and Annotation

	Experimental Setup
	Results and Discussion
	Factuality Classification
	Multiple-choice QA

	Conclusion
	Appendix: Dataset Generation Process and Dataset Details
	Dataset Details
	Dataset Generation
	Annotation Guidelines And Statistics

	Appendix: Additional Results

