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Abstract

Recent work indicates that low-dimensional dynamics of neural and behavioral data
are often preserved across days and subjects. However, extracting these preserved
dynamics remains challenging: high-dimensional neural population activity and
the recorded neuron populations vary across recording sessions. While existing
modeling tools can improve alignment between neural and behavioral data, they
often operate on a per-subject basis or discretize behavior into categories, disrupting
its natural continuity and failing to capture the underlying dynamics. We introduce
Contrastive Aligned Neural DYnamics (CANDY), an end-to-end framework that
aligns neural and behavioral data using rank-based contrastive learning, adapted for
continuous behavioral variables, to project neural activity from different sessions
onto a shared low-dimensional embedding space. CANDY fits a shared linear
dynamical system to the aligned embeddings, enabling an interpretable model
of the conserved temporal structure in the latent space. We validate CANDY
on synthetic and real-world datasets spanning multiple species, behaviors, and
recording modalities. Our results show that CANDY is able to learn aligned latent
embeddings and preserved dynamics across neural recording sessions and subjects,
and it achieves improved cross-session behavior decoding performance. We further
show that the latent linear dynamical system generalizes to new sessions and
subjects, achieving comparable or even superior behavior decoding performance to
models trained from scratch. These advances enable robust cross-session behavioral
decoding and offer a path towards identifying shared neural dynamics that underlie
behavior across individuals and recording conditions. The code and two-photon
imaging data of striatal neural activity that we acquired here are available at
https://github.com/schnitzer-lab/CANDY-public.git.

1 Introduction

Understanding how complex behavior arises from high-dimensional neural activity is a central goal
in systems neuroscience. Several studies have found that high-dimensional neural activity can often
be reflect a lower-dimensional set of latent states that evolve over time as an animal perceives, plans,
and executes actions [1–7]. Notably, growing evidence indicates that behaviorally relevant latent
states and dynamics are preserved across recording sessions and subjects [8–10]. However, reliably
uncovering these preserved latent variables is challenging due to substantial variability in neural
recordings and behavior among animals. Specifically, different sessions often measure different
subsets of neurons, and trial durations and timing can vary widely as animals initiate or complete
movements at different speeds. These discrepancies make it difficult to consistently identify and align
preserved latent dynamics across time and subjects.
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Traditionally, researchers have modeled each session separately and then aligned the latent spaces
post hoc using techniques like canonical correlation analysis (CCA) [10–13]. This approach often
assumes that trials have identical durations, which can limit its applicability to datasets with variable
trial lengths. On the other hand, unsupervised approaches to modeling neural dynamics addresses
the variability across sessions by employing session-specific encoders to project neural activity
into a common latent space, but it does not explicitly ensure that the resulting latent dynamics are
behaviorally aligned [14, 15]. More recently, CEBRA aligns embeddings across sessions based on
behavioral similarity; however, it discretizes behavior into categories1, which overlooks the natural
continuity of behaviors, and it does not model the temporal dynamics of the latent space [16]. While
state-space models, such as linear dynamical systems (LDS) [17–19], switching linear dynamical
systems (SLDS) [20, 21], and nonlinear state-space systems [22, 23], model temporal structure, they
lack built-in mechanisms to align dynamics across sessions.

In this study, we introduce CANDY, Contrastive Aligned Neural DYnamics, a novel framework that
integrates neural recordings from multiple sessions and extracts preserved, behaviorally-relevant latent
dynamics for a task. CANDY simultaneously aligns multi-session embeddings and estimates latent
dynamics, eliminating the need for post-hoc alignment and enabling direct recovery of interpretable
temporal structures across sessions. CANDY projects neural activity from different subjects onto a
common space using a subject-specific encoder (Fig. 1A). It uses contrastive learning to align the
latent embeddings, guided by the continuous behavioral data across sessions, such that the latent
embeddings capture shared, behaviorally relevant factors (Fig. 1B). At the same time, CANDY learns
latent dynamics with an LDS to predict how latent states evolve over time (Fig. 1C).

Our key contributions include: 1) Methodologically, we develop a new framework to extract preserved
dynamics underlying continuous behavior across sessions and animals using a rank-based contrastive
objective and a linear dynamical system. 2) Conceptually, we show that contrastive alignment is
essential for uncovering preserved dynamical systems, not merely a decoding aid. 3) Biologically,
we show that a dynamical model trained on one set of animals transfers to held-out individuals,
indicating the existence of preserved dynamical structures in a specific brain region under a given
task. 4) Experimentally, we collected a new two-photon calcium imaging dataset in mice striatum
across multiple days and animals.

2 Related work

Neural latent dynamics Several methods have been developed for extracting low-dimensional
latent factors from high-dimensional neural measurements [24–43]. Many methods also model the
temporal dynamics of the latent factors using, for example, state-space models [24–26], sequential
variational autoencoders [14, 40], low-rank recurrent neural networks [41, 42], diffusion models
[43, 44], or teacher-student distillation [45]. However, these models typically focus on uncovering
the dynamics of a single recording session, instead of the dynamics that are preserved across multiple
sessions.

Multi-session stitching in neuroscience Early efforts to learn shared neural latent spaces across
sessions and subjects often required post-hoc alignment [9–11]. More recent approaches have
projected neural data from different sessions to a common space via session-specific MLPs without
explicit alignment or incorporated behaviors as supervisory signals to constrain the latent space
[14, 16, 46]. In parallel, there has been a trend in building large-scale transformer-based foundation
models by integrating heterogeneous neural recordings from multiple experiments and labs [47–52].
However, both approaches leave unclear which parts of the common space are actually aligned
across sessions and what their behavioral relevance is. Additionally, the common latent space is less
interpretable without explicit characterization of its dynamics.

Contrastive learning Contrastive learning has emerged as a powerful technique for representation
learning across modalities [53–59]. Previously, it has achieved great success in aligning different
discrete modalities across multiple domains [55–58]. Recently, machine learning scientists have
developed regression-aware representation learning techniques by contrasting samples against each
other based on their ranking in the target space [53, 59]. Such contrastive learning has been shown to
be effective for extracting shared temporal structure from time-series data across modalities in other

1Though CEBRA allows continuous behavioral variables, it treats continuous labels as many discrete classes.
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Figure 1: Illustration of the CANDY architecture that aligns latent embeddings and extracts
the preserved dynamics across sessions. A. The model architecture includes aligning the neural
embeddings across sessions and extracting a preserved task-relevant LDS. B. Illustration of the
rank-based contrastive learning [53]. For an anchor embedding (colored in purple), other embeddings
are ranked by their L1 distance with respect to the anchor’s behavior in the 1D behavior space. The
loss then enforces that distances in the 2D embedding space reflect this behavioral ranking. C. A
zoom-in view of the shared behavior constrained latent embedding space and shared latent dynamics
system depicted in (A). The latent dynamics is modeled as an LDS with a dynamics matrix A and an
emission matrix C to the latent embeddings space shared across sessions.

fields, such as videos, sensing physics, and robotics planning [60–62]. In neuroscience, recent studies
have explored contrastive learning for extracting meaningful neural latent representations. CEBRA
[16] embeds neural activity with noncausal convolutional neural network by using a contrastive
objective on temporal similarity and discretized behavioral similarity. MARBLE [63] introduces a
geometric deep learning framework that embeds local flow fields computed from neural activities
into a latent space using contrastive objectives. However, it requires post-hoc alignment for down-
stream behavior decoding across sessions. While both methods produce useful low-dimensional
representations, they do not explicitly model shared latent dynamics across sessions or individuals.

3 Methods

Extracting task-relevant neural dynamics that are preserved across recording sessions, spanning
days and subjects, is essential to understand the common strategy that underlies behavior across
days and subjects. In this section, we present CANDY, an end-to-end framework that combines
behavior-anchored contrastive embedding alignment with a shared LDS. In Section 3.1 we describe
our nonlinear encoder, which uses a behavior-anchored contrastive loss to align embeddings across all
sessions; Section 3.2 details how we fit a shared LDS to these embeddings; and Section 3.3 presents
the joint training strategy that integrates both objectives into a unified optimization.

Suppose we have M sessions (e.g., different days or animals), indexed by s = 1, . . . ,M . Session
s comprises L(s) trials, where trial i has T (s,i) time bins. At each time bin t, we observe the high-
dimensional neural activity x

(s,i)
t ∈ RN(s)

and the associated continuous behavior y(s,i)t ∈ Rny ,
where N (s) is the number of recorded neurons in session s and ny is the dimensionality of the
behavioral measurement. For notional simplicity, we drop the trial index i in the following sections.

3.1 Extracting and aligning the nonlinear latent embeddings across sessions

First we focus on learning the low-dimensional latent embeddings û(s)
t ∈ RD of the high-dimensional

neural activity x
(s)
t that are aligned across all M sessions and can be approximated with a shared

LDS prior. As depicted in Fig. 1A, we employ an autoencoder architecture, where each session
has its own neural activity encoder fθ(s) : RN(s) → RD (a deep neural network parameterized by
weights θ(s) for each session) that maps x(s)

t to û
(s)
t .
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To ensure that û(s)
t encodes the shared, behaviorally relevant signals in a common space across

sessions, we employ a behavior-anchored contrastive loss that draws together latent embeddings
from time points with similar behaviors and separates those with dissimilar behaviors (Fig. 1B).
Specifically, we employ the Rank-N-Contrast loss [53], which ranks every pair of embeddings û(s)

t in
each minibatch (total of N pairs) by their behavioral distance and enforces that distances in the latent
space follow the same ordering. Imposing this constraint across all pairs yields an embedding space
in which inter-embedding distances faithfully mirror the corresponding continuous behavior. For
notational simplicity, we drop the session superscript on ût for the remainder of Section 3.1, since all
sessions’ embeddings are jointly aligned.

Given an anchor ûh with the associated behavior yh, for any other embedding ûj , we define a set of
embeddings that have higher ranks than ûj in terms of the behavioral label distance with respect to
the anchor as Sh,j := {ûk | k ̸= h, d (yh, yk) ≥ d (yh, yj)}, where d(·, ·) is the L1 distance between
the two behaviors. In other words, Sh,j is defined as a set of embeddings whose distance to the
anchor ûh is larger than the distance between ûh and ûj , and hence are less similar to the anchor ûh

than ûj . Define the “likelihood” associate with ûj given the anchor and the higher rank set as:

P (ûj | ûh,Sh,j) =
exp (sim (ûh, ûj) /τ)∑

ûk∈Sh,j
exp (sim (ûh, ûk) /τ)

(1)

where sim(·, ·) is the similarity measure between two latent embeddings (e.g., negative L2 norm)
and τ is the temperature parameter. Here, the likelihood will be maximized to push uj closer to the
anchor uh in the embedding space than any other embeddings in the rank set Sh,j .

We define a contrastive objective based on the ranking of the continuous behavior samples:

Lcontrastive = − 1

N(N − 1)

N∑
h=1

∑
j ̸=h

logP (ûj | ûh,Sh,j) (2)

This contrastive loss not only promotes behavioral relevance in the latent embeddings but also serves
as an alignment mechanism across sessions by using behavior as a shared anchor.

In some experiments, we additionally incorporate a behavior supervision loss that explicitly encour-
ages learned embeddings to capture the behavioral outputs:

Lbehavior =
1

M

M∑
s=1

1

L(s)

L(s)∑
i=1

MSE
(
gγ

(
û
(s)
t

)
, y

(s)
t

)
(3)

where gγ(·) is a session-invariant linear mapping from latent embeddings ût to behavioral variables
yt. We evaluate the effect and discuss the limitations of this behavior supervision loss in Section
4.2.3.

3.2 Learning the preserved dynamical systems across sessions on the latent embedding space

To capture the preserved dynamics in the embedding space and to enable flexible casual inference,
we treat the aligned latent embedding û

(s)
t as noisy observations of a single LDS that is shared across

M sessions (Fig. 1C). Concretely, we assume a latent state zt ∈ Rnz that evolves and generates
embeddings via

z
(s)
t = Az

(s)
t−1 + wt, wt ∼ N (0, Q) (4)

û
(s)
t = Cz

(s)
t + vt, vt ∼ N (0, R) (5)

with A ∈ Rnz×nz (dynamics matrix), C ∈ RD×nz (emission matrix), and the noise covariance
Q and R shared across all sessions. We set nz = D so that the latent dynamics have the same
dimensionality as the embedding space. This two-layer design enables real-time causal filtering,
non-causal smoothing, and principled handling of missing data via Kalman filter, while the neural
embedding captures complex structure without sacrificing tractable inference.

To causally and flexibly infer the latent state, we run a standard Kalman filter forward on the
embeddings of each session. At each time t, the filter update gives us the causally estimated posterior
state z

(s)
t|t = E

[
z
(s)
t | û(s)

1:t

]
, from which we compute the filtered embedding u

(s)
t = Cz

(s)
t|t .
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We learn the parameters of the shared LDS, {A,C,Q,R}, by minimizing a k-step-ahead neural
prediction loss, one of the standard methods for training LDS [22, 64–66]. The high-dimensional
neural activity is reconstructed from a neural decoder fϕ(s) : RD → RN(s)

, a deep neural network
with parameters ϕ(s) for each session:

x̂
(s)
t = fϕ(s)

(
u
(s)
t

)
(6)

where u
(s)
t is the filtered embedding. As a result, the overall loss for the LDS is:

Lk-step =
1

M

M∑
s=1

K∑
k=1

T (s)−k∑
t=1

MSE(x̂(s)
t+k|t, x

(s)
t+k) (7)

3.3 Combining the latent embeddings and the preserved latent dynamics

Finally, we train all components of CANDY, the encoder parameters {θ(s)}Ms=1, the neural activity
decoder parameters {ϕ(s)}Ms=1, the shared LDS parameters {A,C,Q,R}, and the optional behavior
decoder parameters γ, in an end-to-end manner by minimizing the combined loss:

LCANDY = Lk-step + λcontrastiveLcontrastive + λbehaviorLbehavior (8)

where λcontrastive and λbehavior are the loss weights that control the relative contributions of the align-
ment and behavior-supervision terms, respectively. Notably, the behavior supervision loss is optional
for alignment, whose effect and limitation will be discussed in detail in Section 4.2.3.

4 Results

We first validated CANDY using a synthetic dataset. For this initial test, a single latent dynamical
system was projected onto three distinct neural observation spaces using different nonlinear mappings.
This experiment demonstrated that CANDY can reliably recover the shared underlying dynamics,
even when the observed data come from heterogeneous sources. Next, we evaluated CANDY’s
performance on two real-world neural datasets spanning species and recording modalities: two-photon
calcium imaging recordings from mouse dorsolateral striatum during a wheel-turning task that we
collected and made available with this paper, and publicly available electrophysiological datasets
from macaque motor cortex during a center-out reaching task [1, 3, 4].
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Figure 2: Recovering shared latent dynamics from multiple heterogeneous observations. A.
Ground-truth spiral dynamics trajectory. B. Simulated neural observations for three animals, each
generated by applying a distinct nonlinear mapping from the same underlying low-dimensional
trajectory in (A). C. Latent dynamics inferred by CANDY for each animal using three different
contrastive loss scales λcontrastive.

4.1 Simulation experiment

To validate CANDY’s ability to recover a common dynamical system from heterogeneous obser-
vations, we generated three synthetic “animals” as follows. Given the plausibility of spiral-like
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dynamics in neural activity [67], we first simulated a two-dimensional LDS whose trajectories trace
out a spiral (Fig. 2A) following equations:

zt = Azt−1, A = r ·
[
cos(θ) − sin(θ)
sin(θ) cos(θ)

]
(9)

with radial decay r = 0.99 and rotation angle θ = π/15. The continuous behavioral signals yt ∈ R2

were then obtained via a shared linear mapping yt = Wzt (see Appendix A.1 for details). Finally, for
each animal s, we applied a subject-specific nonlinear transformation fϕ(s) : R2 → R3 with Gaussian
noise to produce neural observations (Fig. 2B; see Appendix A.1 for details).

CANDY was trained jointly on all three datasets with latent dimensionality D set to 2. Each
subject-specific MLP encoder f (s)

θ : R3 → R2 learns to project the noisy 3D observations back onto
the shared 2D manifold, leveraging a contrastive objective between latent embeddings and behaviors.
As shown in the left panel of Fig. 2C, the inferred trajectories of each subject, as well as the shared
LDS, were correctly identified with contrastive learning despite distinct nonlinear distortions and
noise. If we set the contrastive learning loss scaler smaller, the inferred trajectories exhibit weaker
alignment, and the learned LDS becomes less accurate (Fig. 2C, middle). If we set the contrastive
scaler to a much smaller value, the alignment fails and the shared LDS is not accurately identified
(Fig. 2C, right). This suggests that behavior-anchored contrastive learning is essential to align latent
embeddings across sessions and to uncover the preserved LDS.

To evaluate the generalizability of the learned LDS to a held-out animal, we generated a new neural
observation from the same spiral dynamical system with a distinct nonlinear mapping (Fig. S1A-B;
see Appendix A.1 for details). The LDS was then frozen, and only the encoder for the new session
was trained. The resulting inferred latent dynamics for this new animal were found to be consistent
with the dynamic flow field of the pretrained LDS (Fig. S1C), demonstrating that the LDS can
generalize to new subjects.

4.2 Mouse wheel-turning task

We evaluated CANDY on a mouse wheel-turning dataset collected by two-photon calcium imaging
(Fig. 3A). We recorded neural activity from the dorsolateral striatum of three adult mice (IDs: 24,
25, 26): with 4 sessions each from mice 24 and 26 and 5 sessions from mouse 25, for a total of
13 sessions and approximately 3,000 neurons (∼220 neurons per session). Each session comprised
roughly 200 trials, during which animals rotated a manipulandum to center a randomly initialized
visual cue on an iPad screen. Calcium signals were sampled at 30Hz, resulting in 20–40 time bins per
trial aligned to cue onset and one of three trial-end events: cue centered, cursor exiting the screen
edge (left or right), or timeout. To assess both within- and cross-subject generalization, we split data
from two mice (24 and 26) to training (60%), validation (10%), and testing (30%) sets, and held
out the third mouse (25) entirely for generalization evaluation. Detailed imaging parameters and
preprocessing procedures are provided in Appendix A.4.

4.2.1 The alignment of latent embeddings preserved behavioral structures across sessions

To assess CANDY’s ability to align latent embeddings across sessions while preserving behaviorally
relevant information, we compared it to two baselines: multi-session CEBRA [16], which also
trains a shared embedding on all sessions jointly, and DFINE-supervised [22], which trains separate
embeddings per session. We used grid search to optimize hyperparameters for both the DFINE-
supervised model and multi-session CEBRA model (see Appendix B for details). We first visualized
each model’s latent embeddings in one 2D space via principal component analysis (PCA) (Fig.
3B). CANDY successfully aligns latent embeddings from multiple sessions into a single, coherent
manifold, where there is no clear distinction in the latent embeddings of different sessions (Fig.
3B, left). Multi-session CEBRA is also able to bring latent embeddings into a common subspace
with no session-specific clusters (Fig. 3B, middle). In contrast, DFINE-supervised produces latent
embeddings that occupy distinct and disjoint regions of the latent space, indicating an absence of
correspondence across sessions (Fig. 3B, right).

We then quantified the embedding geometry by comparing pairwise Euclidean distances in the
latent embedding space to behavioral dissimilarities computed from wheel-turn velocities (Fig.
3C). Sorting time bins by ascending velocity magnitude, we plotted both the behavioral distance
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matrix and the latent embedding distance matrix of each model to facilitate direct comparison
between latent-space geometry and the true behavioral structure. The latent embeddings’ distance
matrix of CANDY (Fig. 3C, top right) exhibits a clear block-diagonal pattern that closely mirrors
the behavioral matrix (Fig. 3C, top left) — with blocks corresponding to rightward, leftward,
or stationary movements — demonstrating that CANDY’s latent embeddings faithfully encode
behavioral structures. By comparison, multi-session CEBRA’s distance matrix (Fig. 3C, bottom left)
shows only week correspondence to the behavioral structure, and DFINE-supervised (Fig. 3C, bottom
right) fails to recover any block structure. To quantitatively assess how well the latent embedding
geometry can reflect the task-relevant behavioral structure, we defined an alignment score as the
Pearson correlation between the Euclidean distance matrices of behavior and the corresponding
latent embeddings. We showed that CANDY achieves a significantly higher alignment score than
multi-session CEBRA among all latent embedding dimensionalities (Fig. S2).

Figure 3: CANDY aligns latent embeddings and dynamics across sessions resulting in higher
behavior decoding performances. A. Left: illustration of the mouse wheel-turning task, where
positive velocity indicates rightward turning and negative velocity indicates leftward turning. Right:
sample behavior traces (including a zoomed-in view) from two randomly selected testing sessions.
The traces of DFINE-supervised, LDS, SLDS, and PLS are from behavior decoders trained on
individual sessions separately. B. Top: Scatter plot of the first two principal components (PC1 vs.
PC2) of the aggregated latent embeddings across all sessions, with points colored by instantaneous
wheel velocity. Bottom: Same PC1–PC2 projection as the top row but colored by session IDs.
Columns: (i) CANDY, (ii) multi-session CEBRA, and (iii) DFINE-supervised. C. Pairwise heatmaps
over time bins sorted by behavioral magnitude, comparing behavioral differences (top left) and latent
embedding distances of the three methods illustrated in (B). The latent embedding distance is defined
as the Euclidean distance between the latent embeddings from two time bins with rows and columns
ordered identically to the top left panel. D-E. Multi-session behavior decoding performance (R2)
evaluated with a session-agnostic behavior decoder (Appendix C.2.1) on (D) neural latent embeddings
and (E) latent dynamics. Solid line: average over 8 sessions. Performance for each session is averaged
over 5 seeds. Error bar: s.e.m over the 8 sessions.
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These findings indicate that CANDY successfully aligns representations across sessions while
capturing the inherent behavioral structure within its learned embeddings, all without the usage of a
behavioral supervision loss.

Figure 4: Ablation study of behavior supervision and contrastive loss. A. PC1–PC2 projections of
latent embeddings aggregated across all sessions. Top row is colored by instantaneous wheel velocity;
bottom row by session ID. Columns show (i) CANDY+behavior supervision loss, (ii) behavior
supervision loss only (no contrastive loss), and (iii) unsupervised (neither behavior supervision
loss nor contrastive loss). B. The pairwise distance matrix of the latent embeddings (similar as
Fig. 3C) extracted by the three methods mentioned in panel (A). C. Alignment score for different
latent embedding dimensionalities. Shaded area: s.e.m over 5 random seeds. D-E. Multi-session
behavior-decoding R2 value evaluated with a session-agnostic behavior decoder (Appendix C.2.1) on
(D) latent embeddings and (E) causally inferred latent dynamics. Solid lines: average over 8 sessions.
Performance for each session is averaged over 5 seeds. Error bar: s.e.m. over the 8 sessions. Red
background: disable the loss listed above; green background: enable the loss listed above.

4.2.2 Behavior decoding from latent embeddings and dynamical factors

To assess how well the aligned representations support behavior decoding, we trained a session-
agnostic decoder to predict the behavioral variable at each time step from either the latent embeddings
or the inferred latent dynamics across all sessions (Appendix C.2.1).

CANDY demonstrates high behavior decoding performance on latent embeddings across all sessions
with much lower dimensions needed than other methods (Fig. 3D). These results show that CANDY
can uncover a behaviorally relevant low-dimensional structure, supporting the hypothesis that a shared
latent embedding space exists across sessions. Across all latent dimensions, CANDY yields higher
decoding accuracy than multi-session CEBRA [16], DFINE-supervised [22], partial least squares
regression (PLS), and PCA, with markedly larger gains at moderate dimensions and a diminishing
margin at very large dimensions where DFINE-supervised is essentially on par.

Next, we evaluated the decoding performance on the causally inferred latent dynamics extracted
by CANDY, {z1:T (s)}Ms=1, to test the effectiveness of the preserved LDS. Similarly, the behavior
decoding performance plateaus at only 8 latent dimensions (Fig. 3E). In contrast, latent dynamics of
models built on unaligned embeddings, including DFINE-supervised [22], Stitch-LFADS [14], LDS,
and SLDS [26], all underperform CANDY across all dimensionalities and require substantially more
dimensions to converge. We verified that all models correctly learned neural dynamics within their
respective sessions by evaluating the decoding performance with session-specific decoders (Fig. S3;
see Appendix C.2.2 and D.3 for details). Furthermore, we demonstrated that the extracted LDS from
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CANDY can forecast future behaviors with the pretrained behavior decoder, substantially better than
DFINE-supervised (Fig. S4; see Appendix D.4 for details).

4.2.3 Behavior supervision loss cannot replace contrastive loss for alignment

To assess the impact of behavior supervision on embedding and dynamics alignment, we compared
four training regimes: (i) CANDY (λbehavior = 0), (ii) CANDY with behavior-supervision loss
(λbehavior = 1), (iii) CANDY without contrastive learning (λcontrastive = 0) and (iv) a fully ablated
model (λcontrastive = λbehavior = 0).

We showed that only with contrastive learning can the latent embeddings be aligned and capture
the continuous behavioral structure (Fig. 3B-C and Fig. 4A-B). Contrastive learning enables the
models to achieve the highest alignment score and augmenting CANDY with behavior supervision
can further increase the alignment score (Fig. 4C), and thus better reflect the behavioral structure in
the latent embedding space.

However, behavior supervision loss alone cannot replace contrastive learning for alignment. The
model with only behavior supervision loss fails to align latent embeddings across sessions (Fig. 4A,
middle), breaks the block-diagonal behavioral structure (Fig. 4B, middle), and achieves a substantially
lower alignment score (Fig. 4C). Interestingly, all three variants, the original contrastive-only model,
the combined contrastive + behavior model, and the behavior-only model, achieve similar behavior
decoding performance from the latent embeddings (Fig. 4D). Nevertheless, when we decode behavior
from the inferred latent dynamics, the behavior-only model performs poorly (Fig. 4E), indicating
that correct latent dynamics cannot be learned without embedding alignment via contrastive learning.

Finally, in an ablation experiment where we removed both losses entirely, the latent embeddings
collapse into misaligned and behaviorally uninformative spaces (Fig. 4C-D). Together, these results
underscore that while behavior supervision sharpens alignment, it cannot replace the contrastive loss:
aligning embeddings via contrastive learning is critical not only for embedding-level decoding but
also for uncovering the preserved LDS across sessions.

In conclusion, the contrastive loss is indispensable for initial, cross-session embedding alignment,
while behavior supervision loss further enhances that alignment once established.

4.2.4 Generalization of the preserved LDS to held-out sessions.

To assess CANDY’s ability to generalize to a novel subject, we first pretrained the model (with latent
dimension D = 8) on 8 sessions from two animals. We froze the shared LDS and the behavior
decoder from the pretrained model, and trained only the subject-specific encoder and neural decoder
on a held-out third animal (5 sessions).

Figure 5: Generalization of CANDY to held-out sessions. A. Decoding performance (measured by
R2) using the latent embeddings ût as a function of the percentage of held-out session training data.
Blue curve: results with the fixed pretrained LDS and session-agnostic behavior decoder (Appendix
C.2.1) from CANDY; brown curve: training the model from scratch on the held-out data. B. Same
comparison for decoding from the inferred latent dynamics z. Solid line: average over 5 sessions and
each session’s performance is averaged over 5 model seeds. Error bar: s.e.m. over the 5 sessions.

With the pretrained LDS and behavior decoder, training with just 10% of the held-out data already
yields R2 ≈ 0.7. Increasing the fraction to 50% pushes performance to R2 ≈ 0.8. Crucially, at every
fraction—including 100%—the model with pretrained LDS and behavior decoder outperforms a
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model trained from scratch on the same sessions. Similarly, behavior decoding from latent dynamics
(Fig. 5B) achieves relatively high R2 ≈ 0.8 with 50% of the data. The fact that our frozen LDS
generalizes seamlessly, producing high decoding accuracy without re-estimating the LDS parameters,
confirms that the temporal structure learned by CANDY is truly preserved across subjects.

4.3 Monkey center-out reaching task

We also validated CANDY on a dataset of a different species, a different recording modality and
a different behavioral task (see Appendix A.5 for dataset and preprocessing details). Spikes trains
in the motor cortex of two monkeys are recorded during a center-out reaching task (Fig. S5A).
CANDY achieves higher decoding performance of the hand velocity in x and y directions on latent
embeddings over 40 sessions than multi-session CEBRA, DFINE-supervised, PLS and PCA (Fig.
S5A-B) and higher decoding performance on latent dynamics than DFINE-supervised, LDS and
SLDS (Fig. S5C) using a session-agnostic behavior decoder. Moreover, we demonstrated that the
extracted LDS from CANDY can forecast future behaviors with the pretrained behavior decoder,
substantially better than DFINE-supervised (Fig. S6; Appendix D.4). Additionally, CANDY captures
the underlying behavioral structure in the latent embedding space suggested by a substantially higher
alignment score than multi-session CEBRA (Fig. S7). Furthermore, the pretrained LDS generalizes
to two held-out sessions, achieving similar decoding performance on both latent embeddings and
latent dynamics as the model trained from scratch on all held-out sessions (Fig. S8). These confirm
that CANDY is able to align the latent embeddings and extract the preserved dynamics from various
species and recording modalities.

5 Discussion

In this work, we introduced CANDY, an end-to-end framework that integrates rank-based contrastive
alignment with dynamical modeling to uncover a preserved LDS shared across sessions and subjects.
The alignment of the latent embeddings via rank-based contrastive learning preserves the intrinsic
continuity in the task-relevant behavioral data. This enables the temporal structure within the
embedding space to be faithfully modeled by an interpretable dynamical system. Across a synthetic
dataset with distinct nonlinear observations and two real-world datasets, two-photon calcium imaging
from mouse striatum, collected by ourselves, and electrophysiological spike trains from macaque
motor cortex, CANDY consistently: (i) aligned latent embeddings across sessions, (ii) preserved
the intrinsic structure of the continuous behavior in the latent embeddings, (iii) achieved accurate
behavior decoding on both aligned latent embeddings and shared latent dynamics, and (iv) learned a
preserved LDS that is generalizable to unseen sessions.

Looking ahead, several directions could further enhance CANDY’s versatility and impact. First,
incorporating nonlinear dynamics could capture richer temporal patterns beyond the linear Gaussian
assumption. While CANDY’s expressive encoders can project complex dynamics onto a linearly
tractable latent space (Fig. S9; see Appendix A.2 for details), this risks obscuring the true underlying
nonlinear mechanisms. Second, while extracting preserved neural computations is a primary goal,
identifying the complementary subject-distinctive dynamical strategies [68] is useful for understand-
ing the underlying strategy that govern motor behaviors. Third, while CANDY demonstrates strong
generalization of the pretrained LDS and behavior decoder to unseen sessions, generalization to
completely novel behavioral states poses a fundamental challenge for both CANDY and existing
approaches. Specifically, we held out one moving direction of the monkey center-out reaching task
entirely for testing, and demonstrated that both CANDY (test R2: mean -0.1209, s.e.m. 0.0319) and
CEBRA (test R2: mean -0.2138, s.e.m. 0.0248) failed to generalize to the unseen behavior category,
which requires future exploration. Fourth, though CANDY primarily focused on linear behavior
mapping, extending this to nonlinear behavior mapping or even subject-specific behavior readout is
an interesting future direction. Finally, beyond extracting shared dynamics, CANDY shows promise
as a diagnostic tool for discovering dynamical heterogeneity. Our synthetic experiments (Fig. S10;
see Appendix A.3 for details) indicate that when presented with sessions from disparate underlying
dynamics, the model provides clear signals of alignment failure, such as unaligned latent trajectories
and a marked performance drop in the session-agnostic decoder. The crucial next step is to validate
this capability on experimental data where heterogeneity is suspected.
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Appendix

The appendix of this paper is structured as follows:

• Section A introduces the evaluated datasets.

• Section B details the compared baselines in our experiments.

• Section C summarizes the training configuration we applied in this paper.

• Section D presents more comprehensive evaluation results.

• Section E discloses compute resources used for this paper.

A Dataset

A.1 Simulated spiral dynamics

We generated latent trajectories by simulating the spiral dynamics from Eq. 9 for 50 time steps
starting from an initial state z0 = (0.5, 0.5). For each trial, we added independent Gaussian noise
ϵz ∼ N (0, σ2

zIz) with σz = 0.01 to the resulting latent states.

The behavior variable yt was generated from the latent state zt via linear mapping:

yt = W · zt + ϵy (S1)

where W is defined as an identity matrix of size R2×2, and ϵy is a gaussian noise sampled from
N (0, σyI2) with σy = 0.001.

The neural observation xt for each session s were generated via:

x
(s)
t = fϕ(s)(zt) + ϵ(s)x (S2)

with the nonlinear mapping for each session defined as

fϕ(1) =

[
zt[0]
zt[1]

sin(2 · zt[0]) + cos(2 · zt[1])

]
(S3)

fϕ(2) =

[
zt[0]

0.87zt[0]− 0.5 sin(2 · zt[0])− 0.5 cos(2 · zt[1])
0.5zt[0] + 0.87 sin(2 · zt[0]) + 0.87 cos(2 · zt[1])

]
(S4)

fϕ(3) =

[
0.71zt[0] + 0.71 sin(2 · zt[0]) + 0.71 cos(2 · zt[1])

zt[1]
−0.71zt[0] + 0.71 sin(2 · zt[0]) + 0.71 cos(2 · zt[1])

]
(S5)

The observation noise ϵ
(s)
x was sampled independently for each session from N (0, σxI3) with

σx = 0.1.

For the held-out animal in Fig. S1, the nonlinear mapping is defined as

fϕ(4) =

[
zt[0]
zt[1]

sin(2 · zt[0]) + sin(2 · zt[1])

]
(S6)

A.2 Simulated limit cycle

We simulated the limit cycle dynamics using the Van der Pol oscillator as

dz1
dt

= z2

dz2
dt

= µ(1− z21)z2 − z1

(S7)
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where µ = 1.0. We numerically integrated these equations from an initial condition of z0 =
(0.05, 0.05) for 200 time steps to generate the latent limit cycle trajectory. Independent Gaussian
noise ϵz ∼ N (0, σ2

zIz) with σz = 0.01 was added to the resulting latent trajectories for each trial.

The behavioral variable yt was generated according to Eq. S1 with σy = 0.001. The neural
observation for each session was generated according to Eq. S2 with the session-specific nonlinear
mappings fϕ(1) , fϕ(2) , and fϕ(3) corresponding to those defined in Eqs. S3-S5, respectively. The

observation noise ϵ
(s)
x was sampled independently for each session from N (0, σxI3) with σx = 0.1.

A.3 Simulated multiple dynamics

We simulated three sessions from two distinct dynamical systems: spiral dynamics as described in
Appendix A.1, and limit cycle dynamics as described in Appendix A.2. The neural observations of
two sessions were generated from the spiral dynamics zspiral

t using the nonlinear mappings of Eq. S3
and S4. The neural observation of the third session was generated from the limit cycle dynamics
zcycle
t using a distinct nonlinear neural observation mapping:

fϕ(3) =

[
zt[0]
zt[1]

cos(2 · zt[0]) + sin(2 · zt[1])

]
(S8)

For all three sessions, the observation noise ϵ
(s)
x was sampled independently from N (0, σxI3) with

σx = 0.1 and the behavioral variable yt was generated according to Eq. S1 with σy = 0.001.

A.4 Calcium imaging data acquisition and preprocessing

Calcium imaging was performed using a custom-built two-photon microscope, with excitation at
920 nm and fluorescence emission peaking at 512 nm (jGCaMP8m). The imaging frame size
was 512 × 512 pixels with a spatial resolution of 0.8 µm per pixel, and data were sampled at 30
Hz. A GRIN lens (4 mm length, 1 mm diameter; Inscopix) was chronically implanted over the
right hemisphere to target the right dorsolateral striatum. To express jGCaMP8m in medium spiny
neurons, an AAV2/PHP.eB-CaMKII-jGCaMP8m virus (5.2×1012 gc/mL) was injected at stereotaxic
coordinates of AP +1.0 mm, ML + 2.25 mm, and DV -2.4 mm from the brain surface. Following data
acquisition, the imaging movies underwent preprocessing, including fluorescence decay correction,
motion correction, and z-scoring. Neuronal regions of interest (ROIs) were automatically extracted
using the EXTRACT algorithm [69] implemented in MATLAB 2022a, followed by manual curation
to ensure accurate cell identification.

A.5 Monkey reaching task data preprocessing

We used electrophysiological recordings from the motor cortex collected during a center-out reaching
task [1, 3, 4], in which monkeys were trained to move a manipulandum toward one of eight targets
displayed on a screen. The neural and behavioral data were obtained from: https://doi.org/10.
48324/dandi.000688/0.250122.1735. For training, we used 40 sessions from this task recorded
from subjects C and M. 2 sessions from these two subjects were held out entirely for evaluating the
generalization of the pretrained LDS. A fixed 100 ms delay between neural activity and movement
was assumed across all sessions. Spiking activity was binned in 20 ms intervals, smoothed with a 50
ms causal Gaussian filter, and then downsampled by a factor of two to obtain firing rates. Neurons
with firing rates below 0.1 Hz were excluded, and all neural data were aligned to the go cue onset.
The ratio of training, validation and testing datasets is 6:1:3.

B Baselines

For each model, we selected the hyperparameters using grid search. We trained each model five times
with five random seeds. The performance was averaged over all sessions and all seeds.

B.1 LDS and SLDS

We leveraged publicly available code (https://github.com/lindermanlab/ssm) and set the
dynamics matrix to be Gaussian and the emission matrix to be orthogonal Gaussian. The number of
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states in the SLDS model is selected between 1, 2, and 3 based on the behavior decoding performance
in the validation set. We used Laplace EM algorithm with 50 iterations for training and structured
mean field as the variational posterior for both LDS and SLDS.

B.2 multi-session CEBRA

CEBRA [16] learns behaviorally relevant embeddings by applying a contrastive loss to finite windows
of neural traces, thus non-causal. Because it relies on a feedforward convolutional network with
a fixed receptive field, CEBRA does not capture explicit temporal dynamics beyond the input
window. At each gradient step, positive and negative pairs are drawn using a mixed time–behavior
conditional sampler, which ensures that positive samples share the same discrete behavioral label
and are also constrained within a defined time offset. We selected the model parameters using grid
search on the hyperparameters. Eventually, the model is trained via the publicly available package
(https://cebra.ai/docs/installation.html). We trained offset10-model for 5000 iterations,
with a batch size for contrastive learning of 2048, cosine distance as the contrasive distance metric,
using the Adam optimizer of learning rate 3× 10−4 on both mouse and monkey datasets.

B.3 DFINE-supervised

DFINE-supervised [22] learns behaviorally-relevant nonlinear embeddings and infers an LDS for a
single session. The nonlinear embeddings are learned via an MLP. We used the publicly available code
(https://github.com/ShanechiLab/torchDFINE). We tuned the hyperparameters of DFINE-
supervised on all datasets via grid search. For the mouse wheel-turning tasks, the model is trained with
4-steps-ahead prediction loss, Adam optimizer [70] with learning rate of 2× 10−3, ℓ2 regularization
scale of 5× 10−3, behavior loss scale λbehavior = 1, encoder and decoder MLP with hidden layers
size [64, 16], leaky ReLU activation function and batch size of 32 for 500 epochs. For the monkey
center-out reaching task, the model is trained with 2-steps-ahead prediction loss, Adam optimizer
with learning rate of 2× 10−3, ℓ2 regularization scale of 2× 10−2, behavior loss scale λbehavior = 1,
encoder and decoder MLP with hidden layers size [32, 32], mish activation function and batch size of
32 for 200 epochs.

B.4 Stitch-LFADS

Stitch-LFADS [14] inferred a common RNN-based dynamics across all sessions by leveraging session-
specific linear read-in and linear read-out for the neural recordings. We used the publicly available
code (https://github.com/arsedler9/lfads-torch). We tuned the hyperparameters via grid
search. For the mouse wheel-turning task, the model is trained with Adam optimizer [70] with
learning rate 4 × 10−3, learning rate decay as 0.998, number of epochs as 3000, gradient clip as
5, dropout rate 0.01, dimensionality of the encoding data as 64, time steps to be used for only the
initial condition encoder as 0, dimensionality of the initial condition encoder as 4, dimensionality of
the controller input encoder as 64, lag of the controller input as 1, dimensionality of the controller
as 16, dimensionality of the controller output as 16, dimensionality of the initial condition as 32,
dimensionality of the generator as 32, prior distribution for the controller output and for the initial
condition as multivariate normal distribution, scaling factor for the KL divergence regularization of
the initial condition as 10−3, scaling factor for the KL divergence regularization of the controller
output as 10−3, ℓ2 regularization scale as 10−4.

C Training configurations

C.1 Model hyperparameters

We tuned our model with grid search for all datasets, including the simulation dataset, the mouse
dataset, and the monkey dataset.

For the simulation spiral dynamics dataset, we used Adam optimizer [70] with learning rate of
2× 10−3, ℓ2 regularization scale of 5× 10−3, encoder and decoder MLP with hidden sizes of [3, 2],
500 training epochs, leaky ReLU activation function, batch size of 32, 2048 time points for contrastive
learning, contrastive temperature τ = 0.1, contrastive scale λcontrastive ∈ {0.1, 0.01, 0.0001}, ℓ1 as the
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contrastive distance measure, ℓ2 as the contrastive similarity measure, 4-steps-ahead prediction loss,
and λbehavior = 0, i.e., without behavior supervision loss.

For the mouse wheel-turning dataset, we used Adam optimizer [70] with learning rate of 2×10−3, ℓ2
regularization scale of 5×10−3, encoder and decoder MLP with hidden sizes of [64, 16], 500 training
epochs, leaky ReLU activation function, batch size of 32, 2048 time points for contrastive learning,
contrastive temperature τ = 0.2, , contrastive scale λcontrastive = 0.1, ℓ1 as the contrastive distance
measure, ℓ2 as the contrastive similarity measure, 4-steps-ahead prediction loss, and λbehavior = 0 for
Fig. 3 and λbehavior = 1 for Fig. 4 when the behavior supervision loss is enabled.

For the monkey center-out reaching dataset, we used Adam optimizer [70] with learning rate of
2× 10−3, ℓ2 regularization scale of 2× 10−2, encoder and decoder MLP with hidden sizes of [32,
32], 200 training epochs, mish activation function, batch size of 32, 2048 time points for contrastive
learning, contrastive temperature τ = 0.5, contrastive scale λcontrastive = 0.1, ℓ1 as the contrastive
distance measure, ℓ2 as the contrastive similarity measure, λbehavior = 1, and 2-steps-ahead prediction
loss.

C.2 Evaluating behavior decoding performance of latent embeddings and latent dynamics

We defined two types of behavior decoding performance evaluations: session-agnostic decoding
(universal, trained across all sessions) and session-specific decoding (trained independently per
session).

C.2.1 Session-agnostic behavior decoding

We concatenated latent embeddings or latent dynamics across all sessions into a design matrix
U ∈ RN×D, where N =

∑M
s=1

∑L(s)

i=1 T (s,i). The corresponding behavioral targets y ∈ RN×ny

were concatenated in the same order. Each column of U was standardized to zero mean and unit
variance, and we fit an ℓ1-regularized linear model (Lasso):

β̂u = argmin
β

1

N

∥∥y −Uβ
∥∥2
2
+ λ∥β∥1,

where λ was selected via 10-fold cross-validation on the training data. Decoding performance was
then reported on the held-out test set.

C.2.2 Session-specific behavior decoding

For each session s ∈ {1, . . .M}, we concatenate latent embeddings or latent dynamics across all

sessions into a design matrix U(s) ∈ RN(s)×D, where N (s) =
∑L(s)

i=1 T (s,i). The corresponding
behavioral targets y(s) ∈ RN(s)×ny were concatenated in the same order. Each column of U was
standardized to zero mean and unit variance, and we fit an ℓ1-regularized linear model (Lasso):

β̂(s) = argmin
β

1

N (s)

∥∥y(s) −U(s)β
∥∥2
2
+ λ∥β∥1,

D Additional experimental results

D.1 Simulation experiment on nonlinear dynamics

To show that CANDY can align the latent dynamical factors trajectories generated from a nonlinear
dynamical system, we simulated three distinct noisy neuronal observations generated from the same
underlying limit cycle dynamics (see Appendix A.2 for details). The latent dynamical factors are
aligned and correctly inferred even though CANDY uses LDS to model the dynamics (Fig. S9),
showing the ability of the model to characterize potential nonlinearities in the dynamics with the
nonlinear encoder design choice.

D.2 Simulation experiment on differentiation of different latent dynamics

To assess whether CANDY can detect when sessions employ different underlying dynamical strategies,
we conducted a controlled synthetic experiment. We generated three sessions of neural activity with
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identical linear behavioral readouts but distinct latent dynamics. Two sessions were simulated using a
spiral attractor, while the third followed a limit-cycle attractor (see Appendix A.3 for details).

We trained CANDY jointly on all three sessions. The inferred latent trajectories revealed that the
two spiral sessions were consistently aligned, whereas the limit-cycle session was not aligned with
them (Fig. S10A Left). On the other hand, when the three sessions are all generated from the
spiral dynamics, the latent trajectories are aligned (Fig. S10A Right). This indicates that CANDY
can aligned sessions with shared dynamics while isolating sessions that deviate from the common
structure.

We next compared behavioral decoding using both session-agnostic decoder and session-specific
decoders (Appendix C.2). When latent dynamics were not shared across sessions (spiral vs. limit-
cycle), session-specific decoders achieved significantly higher accuracy than the session-agnostic
decoder (p < 10−4, Wilcoxon signed-rank test; Fig. S10B). In contrast, when all three sessions were
generated from spiral dynamics, the two decoding strategies achieved nearly identical performance
(no significant difference, Wilcoxon signed-rank test; Fig. S10B).

These results demonstrate that CANDY not only recovers shared latent dynamics but may also serve
as a diagnostic tool to flag sessions (or subjects) that adopt different dynamical strategies. We view
this as a promising extension of our framework for large-scale, cross-subject neural analyses.

D.3 Behavior decoding performance of single sessions

For the mouse wheel-turning task, we additionally trained session-specific behavior decoders on
individual datasets (see Appendix C.2.2). This analysis serves as a control to verify that all models
were trained and evaluated correctly (Fig. S3). The results further support our main evaluation
strategy, where session-agnostic behavior decoding (Appendix C.2.1) provides a principled measure
of alignment across sessions.

D.4 Estimated dynamics flow field and forecasting results

To assess whether CANDY correctly learned the preserved dynamics across sessions, we performed
a neural-to-behavior forecasting evaluation on both the mouse wheel-turning dataset and the monkey
center-out-reaching dataset. By selecting the best model parameters and initialization seed using
the validation set, we showed that the trajectory of latent dynamical factors from each trial (z1:T )
follows the dynamical flow field closely by projecting the original latent dimensions onto the top two
principal components for visualization (Fig. S4A & Fig. S6A). We then performed causal k-step
forecasting using the trained LDS and the behavior decoder, applied to filtered latent factors to ensure
strict causality. These analyses demonstrated that the learned LDS in CANDY enables effective
neural-to-behavior forecasting, consistently outperforming DFINE-supervised (Fig. S4B and Fig.
S6B; Appendix C.2.1; Appendix C.2.2).

D.5 Random shuffling behavior decoding performance

To confirm that CANDY’s embeddings indeed capture genuine neural–behavioral relationships
rather than model artifacts, we conducted a shuffling control experiment. Specifically, we randomly
permuted the behavioral data relative to the neural recordings 20 times to disrupt their correspondence.
Under these conditions, the model failed to converge: the training loss remained high, the learned
embeddings lacked coherent structure, and no interpretable session alignment emerged (Fig. S11A-
B). Furthermore, the behavior decoding R2 value dropped to near zero when evaluated across
sessions, both from neural latent embeddings and from latent dynamics (Fig. S11C-D). These
findings demonstrate that CANDY’s ability to extract structured, behaviorally meaningful embeddings
critically depends on the true correspondence between neural activity and behavior.

D.6 Analysis of temporal structure in the latent space

To examine whether CANDY’s latent space captures meaningful temporal structure beyond behavioral
alignment, we analyzed the similarity between embeddings across time within individual trials. For
each trial, we computed the pairwise Euclidean distance between embeddings at all time bins,
resulting in a temporal similarity heatmap (Fig. S12A). These heatmaps show that embeddings from
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temporally adjacent bins remain close in latent space, while embeddings from bins further apart in
time become progressively more distant.

To quantify this relationship, we averaged Euclidean distances as a function of temporal separation
across all trials and sessions (Fig. S12B). The results reveal a clear monotonic increase in distance
with temporal lag, indicating that CANDY produces embeddings that evolve smoothly over time.
This temporal continuity is consistent with the latent dynamical system (LDS) component of the
model and demonstrates that the embeddings preserve not only behavioral similarity but also intrinsic
trial structure.

E Resources for reproducibility

Most experiments performed in this work were performed on Stanford University Sherlock CPU
clusters. Running the experiment of contrastive batch size equal to 2048 requires 120GB memory.
Some experiments were performed on a desktop with an Intel(R) Core(TM) i9-10900X CPU with 10
physical cores, 256G RAM, and an NVIDIA GeForce RTX 4070 Ti GPU, or a desktop with an AMD
Ryzen 9 9950X 16-core 32-thred CPU, 192G RAM, and an NVIDIA GeForce RTX 4070 Ti GPU.
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Supplementary Figures
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Figure S1: The pretrained LDS generalizes to unseen synthetic animals. A. Ground-truth spiral
dynamics trajectory. B. Simulated neural observations for three pretrained animals and one held-
out animal, each generated by applying a distinct nonlinear mapping from the same underlying
low-dimensional trajectory in (A). C. The dynamic flow field of the LDS pretrained on the three
animals and their corresponding latent dynamics inferred by the pretrained CANDY (left) and the
latent dynamics of the held-out animal inferred by the fine-tuned CANDY (right).

Figure S2: Quantifying the alignment
of latent embeddings to behavioral
structure. We compared the align-
ment score for CANDY (blue) and
multi-session CEBRA (purple) using
the mouse wheel-turning dataset. Solid
lines: the average alignment score over 5
random seeds. Shaded areas: s.e.m. over
5 random seeds.

Figure S3: Behavior decoding performance on single session. A. The behavior decoding R2 on
single sessions by training a behavior decoder for each session separately. B. The behavior decoding
R2 on single sessions by training a behavior decoder for each session separately. Solid line: average
over 8 sessions; for each session, model performance is averaged over 5 random seeds. Error bar:
s.e.m over 8 sessions.
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Figure S4: CANDY successfully learned the preserved dynamics enabling high neural-to-
behavior forecasting in the mouse wheel-turning dataset. A. Visualization of the dynamics flow
field in the latent subspace, projected onto the first two PCs of both the latent trajectories (z1:T ) and
the learned flow field. Trial types are color-coded (green: rightward trial; pink: leftward trial), with
the trial start (red dot) and the trial end (gray dot) marked. The original latent dimension is four. B.
Solid line: neural–to-behavior forecasting using a session-agnostic decoder (Appendix C.2.1) across
all sessions (solid line). Dash line: neural-to-behavior forecasting using session-specific decoders
(Appendix C.2.2). Performance of CANDY (blue) is compared with DFINE-supervised (orange).
Line: average over 8 sessions. Shaded area: s.e.m over 8 sessions.

Figure S5: CANDY achieves higher behavior decoding performances in the monkey center-
out reaching task. A. Left: illustration of the monkey center-out reaching task. Right: sample
behavior traces (including a zoom-in view) on the testing datasets from two randomly selected
sessions. The model and the behavior decoder of DFINE-supervised, LDS, SLDS, and PLS are
trained on individual sessions separately. Top and bottom rows in each subplot are the velocity in
x and y directions respectively. B-C. Multi-session behavior decoding performance (R2) evaluated
with a universal linear behavior decoder (Appendix C.2.1) on (B) latent embeddings and (C.) latent
dynamics. Solid line: average over 40 sessions; for each session, model performance is averaged
over 5 random seeds. Error bar: s.e.m. over the 40 sessions.
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Figure S6: CANDY successfully learned the preserved dynamics enabling high neural-to-
behavior forecasting in the monkey center-out reaching dataset. A. Visualization of the dynamics
flow field in the latent subspace, projected onto the first two PCs of both the latent trajectories (z1:T )
and the learned flow field. Eight target directions of the task are color-coded, with the trial start
(red dot) and the trial end (gray dot) marked. The original latent dimension is two. B. Solid line:
neural–to-behavior forecasting using a session-agnostic decoder (Appendix C.2.1) across all sessions
(solid line). Dash line: neural-to-behavior forecasting using session-specific decoders (Appendix
C.2.2). Performance of CANDY (blue) is compared with DFINE-supervised (orange). Line: average
over 40 sessions. Shaded area: s.e.m over 40 sessions.

Figure S7: CANDY aligns latent embeddings across sessions in the monkey center-out reaching
task. A. Top: Scatter plot of the first two principal components (PC1 vs. PC2) of the latent
embeddings across 40 sessions, with points colored by the target direction. Bottom: Same PC1–PC2
projection as the top row but colored by session IDs. Columns: (i) CANDY, (ii) multi-session CEBRA.
B. Pairwise heatmaps over time bins sorted by behavioral angle, comparing behavioral differences
(top left) and latent embedding distances of the two methods in A. The latent embedding distance is
defined as the Euclidean distance between the latent embeddings with rows and columns ordered
identically to the left panel. C. The alignment score for CANDY (blue) and multi-session CEBRA
(purple). Solid lines: the average alignment score over 5 random seeds. Error bar: s.e.m. over 5
random seeds.

24



Figure S8: Generalization of CANDY to held-out sessions in the monkey center-out reaching
task. A. Decoding performance on latent embeddings û across sessions as a function of the fraction
of held-out session data used. The blue curve shows the results with the fixed pretrained LDS and
behavior decoder from CANDY; the brown curve shows training from scratch on the held-out data. B.
Same comparison for decoding from the inferred latent dynamics. Solid line: average performance
over 2 held-out sessions, and each session’s performance is averaged over 5 random seeds. Error bar:
s.e.m. over 2 held-out sessions.
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Figure S9: Recovering shared latent factors trajectory from nonlinear dynamics. A. Simulated
neural observations of three animals, each generated by applying a distinct nonlinear mapping
from the same underlying low-dimensional trajectory in (B). B. Ground-truth limit cycle dynamics
trajectory. C. Latent trajectory inferred by CANDY for each animal with latent dimension set to four.
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Figure S10: Detecting divergent latent dynamics across sessions. A. Latent factor trajectories
inferred by CANDY in a synthetic dataset with three sessions. Left: two sessions were generated from
the identical spiral dynamics, while the third followed a limit-cycle dynamics (Appendix A.3). Right:
all three sessions were generated from the identical spiral dynamics (Appendix A.1). B. Behavior
decoding accuracy of session-agnostic (Appendix C.2.1) and session-specific decoders (Appendix
C.2.2). All tests are two-sided Wilcoxon signed-rank tests. Error bar: s.e.m over 20 seeds.
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Figure S11: Shuffled neural–behavioral
control confirms that CANDY relies on
genuine neural–behavioral relationships.
A. Same as Fig.3B but using the shuffled
neural-behavior data. Top: colored by in-
stantaneous wheel velocity. Bottom: col-
ored by session IDs. B. Latent embedding
distance of the shuffled data. The latent
embedding distance is defined the same as
Fig.3C. C-D. Multi-session behavior de-
coding performance (R2) evaluated with a
session-agnostic decoder (Appendix C.2.1)
on (C) neural latent embeddings and (D)
latent dynamics. Solid line: average over 8
sessions; for each session, shuffling perfor-
mance is averaged over 20 random shuffles.
Shaded area: s.e.m over 8 sessions.
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Figure S12: Latent embeddings reflect temporal proximity within trials. A. Example temporal
similarity maps from four representative trials. Each heatmap is the pairwise Euclidean distance
between embeddings at all time bins within the trial; embeddings from temporally adjacent bins
remain close in latent space. B. Average Euclidean distance between embeddings as a function of
temporal distance. Solid line: average over all trials and sessions. Shaded area: s.e.m. across all trials
and sessions.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We validated that the extracted neural latent embeddings are aligned and the
preserved dynamics is generalizable by doing extensive experiments, including synthetic
dataset, mouse dataset, and publicly available monkey dataset to support our claim. We run
our models for each variant using five different model seeds to ensure that the results are not
random. We also did in-depth analysis and compare with multiple SOTA baselines to justify
our claim of the model.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss limitations in our "Discussion" section, acknowledging our linear
dynamical systems could be enhanced with nonlinear formulations to capture richer temporal
patterns, and noting potential for future integration with external covariates and brain-
machine interfaces.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: The paper does not present theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We illustrated the model architecture, disclosed the model parameters, and also
add details on the training in the appendix for the reader to reproduce the main experimental
results. We clearly address each piece of our models in the Method section. For each figure,
we clearly say the meaning and calculation for the x-axis and y-axis, either in the main text
or in the appendix. We provide explanation for all evaluation methods and metrics, either in
text or in equations.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We disclosed the synthetic dataset, all the code, and the public dataset is
available online.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All details of the hyperparameters for all models (our model and other bench-
marking models) are provided in the appendix. We also emphasize that hyperparameters
were chosen via grid search. The data splits are also disclosed in the main paper for the
mouse dataset and appendix for the monkey dataset.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
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Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: For all line charts, we added error bars or shaded areas to represent the standard
error of mean. In the caption, we clearly address the solid line and error bars. As we don’t
have any bar plots, we did not report any statistical significance.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We described our computing resources in section E "Resources for repro-
ducibility".

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm that there are no harms in our code and our code follows the
NeurIPS Code of Ethics. We confirm that the paper and code preserve anonymity.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

30

https://neurips.cc/public/EthicsGuidelines


• If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work is fundamental research focused on understanding preserved neural
dynamics across sessions and subjects in system neuroscience, without direct societal
impacts beyond advancing basic neuroscience knowledge.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work focuses on fundamental neuroscience research methods for analyzing
neural recordings from mice and monkeys. There are no foreseeable dual-use applications
or potential for misuse that would require specific safeguards.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.
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12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We uesd publicly available code for baseline comparison from appropriate
repositories with proper citations. Publicly available monkey dataset are appropriately
specified in the paper and referenced.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We made our code and synthetic datasets publicly available. The appendix
provides detailed model hyperparameters, preprocessing procedures, and implementation
details sufficient for reproducing our results.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: No crowdsourcing or human subjects were involved in this work. Our study
uses only synthetic dataset, a public monkey dataset, and laboratory mice experiments.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No crowdsourcing or human subjects were involved in this work. Our study
uses only a public monkey dataset and laboratory mice experiments.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We did not use LLMs as part of the core methodology or experimental approach.
Our work relies entirely on traditional methods without any LLM components influencing
the research design, implementation, or outcomes.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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