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Abstract

Imposing an effective structural assumption
on neural network weight matrices has been
the major paradigm for designing Parameter-
Efficient Fine-Tuning (PEFT) systems for
adapting modern large pre-trained models to
various downstream tasks. However, low rank
based adaptation has become increasingly chal-
lenging due to the sheer scale of modern large
language models. In this paper, we propose
an effective kernelization to further reduce the
number of parameters required for adaptation
tasks. Specifically, from the classical idea
in numerical analysis regarding matrix Low-
Separation-Rank (LSR) representations, we de-
velop a kernel using this representation for the
low rank adapter matrices of the linear layers
from large networks, named the Low Sepa-
ration Rank Adaptation (LSR-Adapt) kernel.
With the ultra-efficient kernel representation of
the low rank adapter matrices, we manage to
achieve state-of-the-art performance with even
higher accuracy with almost half the number
of parameters as compared to conventional low
rank based methods. This structural assump-
tion also opens the door to further GPU-side
optimizations due to the highly parallelizable
nature of Kronecker computations.

1 Introduction

Effectively designing structural assumptions is the
key to the parameter-efficient approximation of
network weight matrices. Low-Rank Adaptation
(LoRA) (Hu et al., 2021) has been the pioneering
method in PEFT that assumes a low-rank structure
of the network weight matrices. However, despite
its earlier successes, with an increasing number of
parameters of modern day large language models,
such simple structural assumption simply cannot
effectively reduce the number of parameters into
a manageable size with decent accuracy. To ad-
dress this issue, various other structural assump-
tions have been proposed over the years (Dettmers

et al., 2023; Liu et al., 2024; Edalati et al., 2022;
He et al., 2023; Xu et al., 2023). Most of these
methods, however, despite the effectiveness, lack
solid theoretical reasoning of their structure de-
sign choices, and thus do not offer fine-grained
control on the model performance. In this work,
we provide a PEFT kernel based on the separable
representation of matrices derived from the ideas
in high dimensional numerical analysis to further
decompose the factor matrices in various PEFT
methods, coined as the Low Separation Rank Adap-
tation (LSR-Adapt) kernel, which not only yields
higher fine-tuning accuracy with even less trainable
parameters, but also provides a solid theoretical
foundation of this structural assumption for more
control over the fine-tuning process.

In summary, the major contributions of this pa-
per are as follows.

1. Developing a structural assumption for PEFT
based on a separable representation of ma-
trices, which can be used as a kernel to fur-
ther decompose the factor matrices of various
PEFT methods, such as LoRA family methods
(Hu et al., 2021; Dettmers et al., 2023).

2. Providing a theoretical analysis of the struc-
ture choice to give more insight for fine-tuning
performance control.

3. Experimental evaluations of our method as
compared to other state-of-the-art PEFT meth-
ods against GLUE and SuperGLUE bench-
marks (Wang, 2018; Wang et al., 2019).

4. Discussions on how this kernel structured
computation can be parallelized using GPU,
which can be interesting for further research
in high-performance computing (Jangda and
Yadav, 2024).



2 Related Works

Numerous attempts have been done regarding
Parameter-Efficient Fine-Tuning to adapt mod-
ern large language models to various applications.
LoRA (Hu et al., 2021) has been one of the first
major attempts in imposing efficient structural as-
sumption on the neural network weight matrices of
large models, subsequent research based on LoRA
involves utilizing lower-precision quantization to
harness the advantages of efficient calculations on
lower-precision numbers offered by contemporary
tensor core-based GPUs (Dettmers et al., 2023),
and other form of weight decompositions with bet-
ter semantic understanding of the weight matrices
(Liu et al., 2024). Further more, Kronecker product
based factorizations of the weight matrices have
also been studied to further reduce the parameter
counts (Edalati et al., 2022; He et al., 2023), and
He et al. provides a mixture of low-rank and Kro-
necker factorization to achieve parameter-efficient
tuning for vision models.

3 Preliminaries

To develop an efficient kernel to supercharge
parameter-efficient tuning using separated repre-
sentation of factor matrices, we first recall the
generic definition of the separated representation
in high-dimensional numerical analysis (Beylkin
and Mohlenkamp, 2005),

Definition 3.1 (The Separated Representation).
Given an equation in r dimensions (r independent
variables), we can try to approximate its solution f
by the following separation of variables,

f(ﬂ?l, e 7:1:7‘)
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which is called a separated representation, where
O(e) is the desired asymptotic error proportional

to €, {gl(;)(x,-)} is the factor function for the r-
dimensional variable * = {zj,--- ,z,} at each
dimension ¢ € {1,---,r} and )y is a scaling
factor for the k-th summation term where k €
{1,2,---,s}, and s is called the separation rank.

This formulation effectively allows one to ap-
proximate a high-dimensional function f with a lin-
ear complexity of O(r). Using this idea, we define
the separated representation of matrices, by think-
ing an matrix M € R™1*™2 of dimension / rank

r < mg (may not be full rank) as a discrete repre-
sentation of an r-dimensional linear operator M on
a rectangular domain of indices (i, j) € R"1*™2,
i.e., the matrix entries M; ; = M(i,j), we can
effectively extend the separated representation for
r-dimensional functions to matrices.

Definition 3.2 (The Matrix Separated Representa-
tion). For a given approximation error €, we can
represent the matrix M € R %2 ag,

M=% wMVe oM +06 @
k=1

with scalars A; > --- > X\, > 0, the integer s the

matrix separation rank, and the factor matrix M ](;)

is of dimension m,(;)l X m,(;)Q and []i_, m,(;)l =
ma, [[i_; m,(;’)z =mgforallk =1,2,---,s. In
practice, we would like this separation rank term
to be low for a parameter-efficient approximation,
which leads to the matrix Low Separation Rank

(LSR) structure.

The operator “®” in the definition above denotes
the Kronecker product. Specifically, for two ma-
trices U € R"1*%2 V' ¢ R"1*%2 their Kronecker
product, denotedas U Q V' € R(uiv1)x(u2v2) akes
the format,

U.U UV Ui,V

U U UV Us.u, V
UV = ) . .

U U Uy 2V Uiy usV

To gain a fine-grained control for the accuracy of
the approximation, Beylkin and Mohlenkamp pro-
posed to use a condition number for the separated
representation.

Definition 3.3 (Condition Number of A Separated
Representation). The condition number of (3) is

the ratio 12
87 )\2
1M ||
where || - || denotes the Frobenius norm.

In a numerical computing system, we do not
want y to be too large, a good rule of thumb to set
the condition number would be to make it satisfy
(Beylkin and Mohlenkamp, 2005),

Yul[M||F < e 4)

where i is the machine round-off, for instance, in
a 16-bit precision machine, the round-off number



is p = 2711 x 4.88 x 10~*. With this condition
number, we can gain a fine-grained control over
desired accuracy and dimensions of the factor ma-
trices constrained by the numerical precision used
during the finetuning process.

4 Our Approach

To develop an even more parameter efficient tuning
mechanism, we are looking at a more parameter-
efficient representation of the weight update ma-
trix AW € R*¥1*%"2 for the weight matrix W ¢
R%1*%2 of the target network layer £,

W =W + AW, (5)

while a naive approach to adopt the matrix separa-
ble representation is to simply do,

AW =S awe-eaw) ()
k=1

where = rank(AW), while we can follow the
common hypothesis in LoRA (Hu et al., 2021)
where the weight update matrix is approximately
low rank and use a rather small r, chaining even
r > 3 Kronecker products can still be computation-
ally expensive. Hence, we choose to take the low
rank adapter matrices from LoRA,

AW ~ AB 7)

for
W' =W + aAW, (8)

where A € R¥1*" and B € R"*"2 are the factor
matrices, « is a scalar controlling the impact of
the weight update matrix during adaptation, and
structure the factor matrices A, B with their matrix
low-separation rank representations, i.e., the LSR-
Adapt Kernel. Note that since r is already a small
value from the LoRA assumption, we can simply
use two Kronecker factor matrices at each sum-
mation term of the LSR-Adapt kernel to achieve a
decent reduction of parameter counts as compared
to original LoRA,
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where s4 and sp are respective separation ranks
for factor matrices A and B, which for simpli-
fied evaluation we set s4 = sg = s, )\‘,3 and )\kB

are the corresponding scalar factors at summation
term k = 1,2,--- , s, which we will drop in the
actual implementation and merge them into the «
factor of the final low-rank factorization, the small
Kronecker factor matrices take the shape A,(;) €
RO for § — {1,2} and Bg) € RUI¥E
for j = {1, 2}, where,

o xa® = wy, ol xal)=r
b x b =1 b x b =ws, ()
in practice we simply set a,(i% = b,(clg = r() and

al(f% = b](gzi — (2 such that 7V x ) = . Thus
the weight update matrix takes the format,

AW =
(Z AV A,@) x (Z BV & B,‘?)
k=1 k=1
(12)
for

W' =W +aAW

~ W+« (ZA,(;) ®A,(§2)> X

k=1
(Z B g B,?)) . (3)
k=1

A simple diagram of this adaptation mechanism is
shown in Figure 1. Note that this is much more
parameter-efficient as compared to the original low-
rank factorization. Take a 768 x 768 network
weight matrix for instance, if we set r = 8, we
are looking at 2 X 768 x 8 = 12,288 parame-
ters, with an even higher rank » = 16, and assume
balanced dimensions for the small kernel weight
matrices, say, AS) € R34, A,(f) € R4
BY ¢ R34 BY) ¢ R24*4, and separation rank
s = 16, we can achieve a much lower parameter
count 2x (32x 4424 x4)x 16 = 5,632 while still
maintaining a higher accuracy as we have found in
fine-tuning experiments.

One can also show that this Kronecker-product
based structure is amenable to parallel computa-
tion on modern power GPUs (Golub and Van Loan,
2013; Jangda and Yadav, 2024). This enables po-
tential development of custom CUDA kernels to
further improve the training runtime, which is left
to the future work.
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Figure 1: Overview of the working mechanism of LSR-Adapt kernel.
GLUE SuperGLUE

Method MRPC SST-2 CoLA | RTE CB _ COPA WSC BoolQ | /\Verage
LoRA 74.51 9443 8332 | 68.23 76.79 57.39 63.46 7541 74.19
KronA 76.57 94.12 8259 | 67.92 79.23 5648 63.46 7497 74.42
KAdaptation | 77.68 93.81 83.16 | 68.73 78.63 57.94 63.46 75.22 74.69
LSR-Adapt 80.88 9427 83.41 | 68.95 82.14 60.32 63.46 75.72 76.14

Table 1: Performance comparison of different adaptation methods on GLUE and SuperGLUE benchmark tasks.

The best results for each task are bolded.

5 Experiments

For our experiments !, we test our kernel for PEFT
against both GLUE (Wang, 2018) and SuperGLUE
benchmarks (Wang et al., 2019) with RoBERTa
model (Liu, 2019), the results are summarized in
Table 1. We train our model along with other
baseline models using Hugging Face’s Trainer
framework with the default learning rate scheduler
provided by the Transformers library, which is a
linear scheduler with warmup (Wolf et al., 2020).
The model is optimized with a batch size of 256
for training and 64 for evaluation. For GLUE
benchmark experiments, we train all the models
for 20 epochs and for the more challenging Su-
perGLUE benchmark experiments, we train all
the models for 50 epochs to get a more faithful
comparison. Regarding the model hyperparam-
eter set up, we set the LoRA rank as 8 for all
of our fine-tuning experiments, which leads to a
parameter count of 2 x 768 x 8 = 12,288 for
the attention layer of dimension 768 x 768 with
a = 32. For our LSR-Kernel experiments, we

"For detailed experimental setups and implementations,
please feel free to check out our GitHub Repository: https:
//anonymous. 4open.science/r/lsr-adapt-7707.

set r = 4 and A,gl) € R32x2 A,(f) € R*x2,
B,(:) € R32x2, B,(f) € R?**2_and separation rank
s = 16, we can achieve a much lower parameter
count 2 X (32 x 2424 x 2) x 16 = 3,584. All the
other baseline methods follow the optimal settings
given in the original papers (Edalati et al., 2022; He
et al., 2023). From the results in Table 1, we can
see that our method still maintains a high perfor-
mance for the PEFT benchmark tasks with almost
25% of the LoRA parameters.

6 Conclusion and Future Works

In this paper, we have demonstrated the effective-
ness of adopting the separable representations in
PEFT tasks. Specifically, we have shown that by
restructuring the LoRA factor matrices using ma-
trix low separation rank representations, we can not
only drastically reduce the number of trainable pa-
rameters, but also provide more robust fine-tuning
accuracy. However, in this study, we did not fully
utilize the favorable computational attributes of
Kronecker products. This could enhance the effi-
ciency of computation during training, and we plan
to explore this in future research.


https://anonymous.4open.science/r/lsr-adapt-7707
https://anonymous.4open.science/r/lsr-adapt-7707

7 Limitations

As discussed in the main paper, this work does
not exploit the amenable computation properties of
Kronecker products on modern tensor-core based
GPUs, which might lead to further memory effi-
ciency and faster training runtime, and potential
robustness to low-precision training.
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A Appendix

A.1 Basic Properties of Kronecker Products

In this section we review some basic properties of
the Kronecker products, which can be helpful in
the case that we treat some matrix A as a block
matrix whose the entries are all scalar multiplies
of the same matrix (Golub and Van Loan, 2013).
Denote A € R™*™ where m = mims, n = nino,
then the matrix A is a Kronecker product means
that there exist two Kronecker factor matrices B €
R™ %71 and C' € R™2*"2 gych that,

A=B®C. (14)

Some of the important Kronecker product prop-
erties include,

Transpose: (B® C)' =B' @ C'
Product: (B® C)(D® E)=BD ®CE
Associativity: B® (C® D) =(B® C)® D.

As for multiple Kronecker products, say A =
B ® C ® D, one can regard it as a block ma-
trix whose entries are block matrices. Specifically,
for (4, j)-th block of A, the value B; ;Cj, ;D is its
(k, 1)-th block.

A.2 Understanding the Matrix Low
Separation Rank Representation

Here we provide a mathematical analysis on why
a matrix low-separation rank representation is an
effective approximation mechanism for matrices.
Suppose we have a matrix A € R"™*" with
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rank(A) = r, we would like to show that it ad-
mits the following approximation,

A=Y nAl e 0 A +0), (15

with a separation rank s and A,(j) € R™ix™i where
[y mi = m, [[;_; ni = n. We start from the
fact that rank(A) = r, and thus there exist vectors
Ui, - ,u € R™and vy, - ,v, € R" such that,

,
A= Z upvy .
k=1

(16)

Then for each rank-1 matrix uk'v;r € R™*" we

can do the reshaping,

w=ul @ oul, a7
Vi :'U’(;) ®.--®'U](:), (18)
(19)

where each vector u,(;) € Rmi,vg) € R™. Thus
from the basic Kronecker properties mentioned in
A.1 we have,

wol = (8L 1%)( - 1%)
o) ()
:§<ug) (v) >

To see why the last equality in the above derivations
works, consider the simpler example where we
wish to compute

(uu) ou? @ u(3>> (Uu) 20v? & U<3>) :

(20)

if we define the substitutions U = u(") @ u(?) and
V = v @ v®), with the Kronecker properties in
A.1 we have the above equation becomes,

(U & u(3)> <V & 'v(3)) = (UV)® (u(S)v(3)>
where
Uv = (u<1> ® u@)) (Uu) - ,0(2))

- (uu)v(l)) 2 (u(2)v(2)) ,

2D

Then we substitute this back, yielding

- (uu)U(l)) 2 <u<2>v<2>) 2 (u<3>v<3>> .

(22)
Or in simplified notations,
' 3
(o) (#a0?) = @ (w0).
=1
(23)
Then if we define,
() 8 0,0 (L) & grmixns
AP 2wl (o)) ermom4)
we essentially have
ukv; = Ag) Q- ® Ag). (25)

To make the computations more controllable, we
can set all the factor matrices A,(;) to be of unit
norm (e.g., Frobenius norm or operator norm) and

factor out a scalar factor \j,

ukvg = )\kAg) Q- ® Ag). (26)
Then we have the form
A = wv]
- Z MA@ wAl @)
k=1

however, in practice, A might not be low rank and
attaining the actual  can be expensive, hence if we
instead set the approximate rank r < rank(A), we
have the following approximation

A=Y Al e - wAl +0@), @8

where integer s > r is the separation rank and € is
the approximation error.



	Introduction
	Related Works
	Preliminaries
	Our Approach
	Experiments
	Conclusion and Future Works
	Limitations
	Appendix
	Basic Properties of Kronecker Products
	Understanding the Matrix Low Separation Rank Representation


