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ABSTRACT

The development of graph neural networks (GNNs) stimulated the interest in
GNNss for NP-hard problems, while most works apply GNNs for NP-hard prob-
lems by empirical intuition and experimental trials and improve the results with
the help of some heuristic designs. We start from a simple contradiction that a
graph coloring problem requires two connected and symmetric nodes to be as-
signed different colors while an expressively powerful GNN always maps the two
nodes to the same node embeddings. To characterize the power of GNNs for the
graph coloring problem, we first formalize the discrimination power of GNNs as
the capability to assign nodes different colors. We then study a popular class of
GNN:ss, called AC-GNN, and identify the node pairs that AC-GNNs fail to discrim-
inate and provide corresponding solutions to discriminate them. We show that any
AC-GNN is a local coloring method and any local coloring method is non-optimal.
Moreover, we discuss the color equivalence of graphs and give a condition for the
color equivalent AC-GNN theoretically. Following the approaches which prove
to enhance the discriminative power, we develop a simple architecture for the
graph coloring problem without heuristic pre-processing and post-processing pro-
cedures. We empirically validate our theoretical findings and demonstrate that
our model is discriminatively powerful and even comparable with state-of-the-art
heuristic algorithms.

1 INTRODUCTION

Graph neural networks (GNNs) have shown overwhelming success in various fields, such as
molecules, social networks and web pages, by learning the representation of graph structured data
(Hamilton et al.l [2017b). The main idea behind GNNs is a neighborhood aggregation scheme (or
called message passing), where each node aggregates feature vectors from its neighbors and com-
bines them with its own feature vector producing a new one. A GNN following such scheme is
also called aggregation-combination GNN (AC-GNN) (Barcel6 et al.,[2019). After finite iterations
of such aggregation and combination, the corresponding feature vector of each node is called node
embedding to represent the node.

The development of GNNs stimulated the interest in GNNs for NP-hard problems (Li et al., 2018;
Lemos et all [2019; Huang et al., 2019), e.g. graph coloring problem. Although most works apply
GNNs with the help of empirical intuition and some heuristic designs, some recent works (Loukas,
2019; [Barcelo et al., 2019; Xu et al.} 2018) explore the theoretical properties of the general GNNS.
These theoretical studies help to understand the GNNs and investigate their properties, but unfor-
tunately they do not pay special attention to the application for the NP-hard problems and some
objectives are even contrary thus result in poor results in some cases. One example is shown in
Figure where an expressively powerful GNN maps the symmetric nodes ¢ and d to the same
embedding while they are expected to be colored differently in the graph coloring problem.

In this paper, we study the capability of AC-GNNs especially for the graph coloring problem through
a theoretical framework. Generally, we aim to answer questions of whether an AC-GNN can be an
optimal coloring method for all graphs, when a GNN cannot be optimal and what properties a
GNN should possess to avoid non-optimal cases. To answer these questions, we first formalize the
discrimination power of an AC-GNN as the capability to assign nodes different colors. A coloring
method can be then decided as non-optimal when it fails to discriminate some distinct node pairs
in which the node colors are different in all optimal solutions. We then prove that AC-GNN is not
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Figure 1: Examples of graph structures in which AC-GNN:ss fail to discriminate the node pair {c, d}.
(a) left: the input graph with the same node attribute; right: the coloring results by the most powerful
AC-GNN. (b) left: the input graph with different node attributes (represented by the gray scale);
right: the coloring results by the most powerful integrated AC-GNN.

optimal if the attributes are the same among nodes or the aggregation and combination steps are
integrated. Furthermore, we follow the study of locality in AC-GNN (Barcelo et al.,2019; Xu et al.}
2018)) to show that AC-GNN is a local coloring method and derive a lower bound of the chromatic
number of any local coloring method, which proves to be strictly larger than the optimal one and
thus confirms the non-optimality of AC-GNN for the graph coloring problem. Besides the analysis
of the optimality, we also investigate the color equivalence of graphs and give a condition for the
color equivalent AC-GNN. Considering all propositions above, we propose a simple variation of
AC-GNN, Graph Discrimination Network (GDN). Also, we provide a simple version of GDN by
assigning suitable values to the variables to deepen the network.

Overall, in this work, (1) we identify the node pairs that cannot be discriminated by AC-GNN and
provide solutions to discriminate them; (2) we show that any AC-GNN is a local coloring method
and any local coloring method is non-optimal, and thus prove the non-optimality of AC-GNN; (3)
we discuss the color equivalence of graphs and gives a condition for the color equivalent AC-GNN;
(4) we propose a simple variation of AC-GNN, graph discrimination network (GDN) which avoids
the non-optimal cases discussed.

2 PRELIMINARIES

We leave the basic notations and graph terminology in Appendix [A]

Graph coloring. The graph coloring problem is to assign colors to the vertices of a graph, such
that the color assigned to each vertex is as different as possible from its neighbors. To be more
specific, let G = (V, £) represent the input graph and each vertex v € V is associated with an
attribute @, a function fy : (v,G,x,) — {1, ..., k} for graph coloring returns a color of v indexed
by col, € {1, ..., k}. Given a graph G colored by f, a conflict function ¢ : (u,v, f) — {0,1} is used
to measure the performance of f on G. Specifically, ¢(u,v, f) = 1 when u and v are connected and
assigned the same color:

(0, f) = {

The node pair {u, v} is called a conflict if ¢(u, v, f) = 1. The objective of the graph coloring prob-
lem is widely formulated in two ways: 1) Given an available color number constraint k, minimize
the number of conflicts as in Equation @I); 2) Given a conflict constraint ¢, ., minimize the number
of used colors as in Equation (3).

1, if f(v,G,x,) = f(u,G,x,) and {u,v} € &;
0, otherwise.

(D

min Z c(u,v, fr). 2) mink, s.t. Z c(u, v, fr) < Cmaz- (3)

{u,v}e€ {u,v}c€

When we set ¢,,q. as 0, i.e., no conflict is introduced by fi, we call the obtained minimum color
number as the chromatic number of G. In this paper, we focus on the k-coloring problem, in which
k is the chromatic number of G. In the following pages, we say a coloring function is optimal if it
colors the graph without conflict in the k-coloring problem.

Graph neural networks. GNNs are to learn the embedding of a node or the entire graph based
on the graph G = (V, &) and node features {x, : v € V}. We follow the same notations in a
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previous work [Barceld et al. (2019) to formally define the basics for GNNs. Let {AGG(i) | and

{COM(i) 1L be two sets of aggregation and combination functions. An aggregation-combine GNN

(AC-GNN) computes the feature vectors th) for every node v € V by:

h() = coM® (R~ AGGY ({1 : u e N(v)})), (4)

where A (v) denotes the neighborhood of v, ie., N(v) = {u : {u,v} € €} and h\” is the
node attribute x,. Finally, each node v is classified by a node classification C'LS(-) applied to
the node embedding hS,L). When the AC-GNN is used as the coloring function for the graph col-
oring problem, CLS(-) returns a col,, € {1,...,k}. Then, an AC-GNN A with L layers is defined
as A = ({AGGW}E | {COMW}L | CLS(-)). Here, we define A(v,G,x,) as the color of v
assigned by A.

The properties of aggregation, combination and classification functions are widely studied in recent
years (Barcelo et al.L[2019; Xu et al.,[2018; |L1 et al., |2020; Morris et al.,|2019; Kipt & Welling, [2016))
and many variations of these functions are proposed. Among various function architectures, we say
an AC-GNN is simple as in Barceld et al.|(2019) if the aggregation and combination functions are
defined as follows:

AGGY(X) =) "z, (5)
zcX
COM (z,y) = o(xCD + yAD + b)), (6)

where C"), A() and b(*) are trainable parameters, o is an activation function.

The aggregation and combination functions can also be integrated such as the networks studied in
Kipf & Welling|(2016); Loukas|(2019). We say that such AC-GNN is integrated and the aggregation
and combination functions are integrated as follows:

h() = COMD(AGG? ({h{™) s w € N(u) U {u}})). )

3 CONNECTION BETWEEN GNNS AND GRAPH COLORING

GNNs have been applied to solve a set of graph-related problems, and a few trials have been made
for the graph coloring problem. However, GNNs are designed in a local aggregation scheme, which
has a totally different objective from the graph coloring context, i.e., GNNs often map connected
nodes into similar node embeddings while the graph coloring function assigns the connected nodes
to different colors. In this section, we theoretically study the connection between GNNs and the
graph coloring problem through the discussions and proofs of several distinct characteristics. We
first formalize the power of GNNs for the graph coloring problem. We then exploit the locality of
AC-GNN and give conditions on how the power of AC-GNN can be enhanced for the graph coloring
problem. Furthermore, we study the color equivalence of the graph coloring problem and, in reverse,
seek the ways to make the AC-GNN color equivalent.

3.1 DISCRIMINATION POWER

Recent works (Xu et al.| | 2018; Barcelo et al., [ 2019; Morris et al.,[2019) study the expressive power
of a GNN by analyzing when a GNN maps two nodes to the same node embedding. In the study
of the expressive power, a GNN is called maximally powerful if it maps two nodes to the same
node embedding only if they are local equivalent. Nevertheless, the analysis of the expressiveness
power is not suitable for the graph coloring problem. On the contrary, a GNN with the maximum
expressiveness power may harm the results of graph coloring: Two local equivalent nodes are often
assigned different colors in the optimal solution. To stress the distinction and study the power of a
GNN for the graph coloring problem, we introduce the discrimination power of GNNs. Ideally, a
GNN with a strong discrimination power maps two connected nodes to node embeddings as different
as possible. Formally, we define that a coloring method f discriminates a node pair (u, v) as follows:

Definition 1 (discriminate). A coloring method [ discriminates a node pair (u,v) if the color of
each node in the pair assigned by f is different, i.e., f(u,G,x,,) # (v, G, xy).

Definition 2 (distinct node pair). A node pair (u,v) is a distinct node pair if the colors of u and v
are different in any optimal solution.
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According to the definitions above, we can study the discrimination power by analyzing the distinct
node pair, i.e., a GNN with stronger discrimination power discriminates more distinct node pairs.
Clearly, a connected node pair is also distinct and an optimal coloring method always discriminates
the distinct node pair. One may try to build an optimal AC-GNN which colors all graphs without
conflict; however, the following Proposition [I] refutes the existence of such a “perfect” AC-GNN:

Proposition 1. All AC-GNNs cannot discriminate any equivalent node pair.

It is not difficult to see that an equivalent node pair can be connected, which makes the node pair
distinct. The node pair {c, d} in Figure is one example of such node pairs. Hence, AC-GNN is
not optimal for any graph that contains these node pairs, i.e., connected and also equivalent.

Many previous works use a constant value or degree value as the node attribute, which makes any
topologically equivalent node pair also equivalent. To enhance the discrimination power of an AC-
GNN, one may impose more difference for each node like a random feature (Sato et al., [2020) or
one-hot vector (Barcelo et al., 2019)).

Actually, this distinct node attribute solution also fits the conclusion in|Loukas|(2019), which proves
that with discriminative attributes GNNs become significantly more powerful. Indeed, the handling
of node attribute strengthens the AC-GNN by eliminating the equivalent node pairs (the topological
equivalence preserves). However, the superficial methods on the node attributes cannot influence and
solve the underlying defects of specific AC-GNNs, for example, the integrated AC-GNN. Intuitively,
integrated AC-GNN is reasonable in the clustering tasks, while it may not fit for the graph coloring
problem due to its aggregation scheme. Considering that an integrated AC-GNN treats the features
of each node and features of its neighbors equally, i.e., all of them are aggregated into the same
multi-set, the integrated AC-GNN is more difficult to discriminate the node against its neighbors.
Proposition [2| points out that an integrated AC-GNN cannot be optimal since there always exists a
graph in which at least one distinct node pair is not discriminated by the integrated AC-GNN.

Proposition 2. There is a graph in which at least one distinct node pair is not discriminated by any
integrated AC-GNN.

3.2 LOCALITY

With a random feature vector and separated aggregation and combination functions, one may ask
whether it is possible to build an optimal AC-GNN. To answer the question, we first introduce the
definition of locality in the graph coloring problem:

Definition 3 (local method). A coloring method f is r-local if it fails to discriminate any r-local
equivalent node pair. A coloring method f is local if f is r-local for at least one positive integer r.

Local methods are widely used in combinatorial optimization such as maximum independent set
(MIS) and graph coloring. Along with the study for the local methods, the upper bound of the
power of a local method for the MIS problem are investigated. For example, (Gamarnik & Sudan
(2014) gives an upper bound 1/2 + 1/(2+/2) of the size of a MIS produced by any local method
in the random d-regular graph as d — oo and [Rahman et al.| (2017) enhances the bound to 1/2. A
random d-regular graph is a graph with n nodes and the nodes in each node pair are connected with
a probability d/n. Starting from the upper bound of a local method for the MIS problem, Corollary
states the non-optimality of a local method for the graph coloring problem:

Corollary 1. A local coloring method is non-optimal in the random d-regular tree as d — oo.

Due to the localized nature of the aggregation function in GNNs, an AC-GNN with a fixed number of
layers, say L layers, cannot see the structure or information of nodes at a distance further than L, i.e.,
an AC-GNN maps each node u to the node embedding using the information of the subtree 7 (u, L)
instead of the global graph structure. Following the non-optimality of a local coloring method stated
in Corollary|l|and the localized nature of GNNs, we can reduce our analysis of whether there exists
an optimal AC-GNN for graph coloring to the question whether an AC-GNN is a local coloring
method. Corollary [2]answers the latter question as yes:

Corollary 2. AC-GNN is a local coloring method.

Corollary [T[|and Corollary 2] direct give the following theorem:
Theorem 1. AC-GNN is not optimal.
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To obtain a more discriminatively powerful GNN for the graph coloring problem, the locality of
AC-GNN should be broken, i.e., the AC-GNN should be able to discriminate r-local equivalent node
pairs. In fact, the locality constraint of AC-GNNSs has been widely investigated in previous works
and corresponding global GNNs (or at least the GNNs that break the local equality) are proposed
(Barcelo et al.l |2019; [Li et al., 2020; | You et al., 2019; |Pei et al., [2020; Rong et al., [2019). Among
these explorations, global features can be introduced to make the whole graph structure visible to
the GNN. Nevertheless, these variations of AC-GNN are still local for the graph coloring problem
if the global features applied also fail to discriminate the local equivalent node pairs. For example,
(Barcelo et al., [2019) uses a readout operation that assigns each node a global feature calculated
by the summation of all node features. The summation feature, however, keeps the same for all
nodes and thus fails to help discriminate the local equivalent node pair. On the contrary, some
methods succeed in distinguishing the local equivalent node pair without a global mechanism such
as DropEdge (Rong et al.l 2019) which drops edge randomly in each layer and thus breaks the local
equality.

3.3 COLOR EQUIVARIANCE

Equivariance is an important property for a function if it is defined on sets that are equivariant to the
permutation of the set elements. Many works studied the equivariance of a neural network (Zaheer
et al., 2017;|Q1 et al., 2017). For the network on a graph, the node equivariance in a GNN for the
node embeddings are studied (Maron et al., 2018; |Xu et al., [2018)), that is, when the input node set
is permuted, the GNN should produce node embeddings with the same permutation.

When we adopt GNN for the graph coloring problem, we should consider not only the order equiv-
ariance, but also the color equivariance when the node attribute of each node is the probability
distribution of colors as in [Braunstein et al.| (2006)); Lemos et al.|(2019). One may argue that colors
are treated equally in the graph coloring problem, i.e., the solution of an optimal coloring function
is already optimal with no need to follow the same permutation on the input coloring distribution.
In fact, this claim holds for the pure graph coloring problem but may not fit for the practical ap-
plication. For example, in the layout decomposition problem (Jiang & Changl 2017), each color
represents a mask and some features (nodes) are pre-assigned to some specific masks, which makes
the color equivariance necessary for the coloring function. To investigate the type of functions to be
color equivariant, we first formalize the definition of an equivariant function:

Definition 4 (Maron et al.| (2018); [Zaheer et al.|(2017)). A function f : R* — RF is equivariant if
f(R)P = f(hP) for any permutation matrix P € R*** and feature vector h € RF.

Similarly, in the graph coloring problem, we say a function is color equivariant if it is equivariant
when the node attribute is the probability distribution of colors. A GNN A with L layers is color

equivalent if and only if all functions in {AGG(i), coM® ;e 1,..., L} are color equivalent. Then,
the following theorem states the sufficient and necessary conditions for 4 to be color equivalent:

Theorem 2. Let A be a simple AC-GNN and both input and output be the probability distribution
h € R* of k colors, A is color equivariant if and only if the following conditions hold:

e For any layer i, all the off-diagonal elements of C'") are tied together and all the diagonal
elements are equal as well. That is,

CO =X\ 147801 A2 48 er 1=11,..,1]7 eR". (8)

e For any layer i, all the off-diagonal elements of A" are also tied together and all the
diagonal elements are equal as well. That is,

AD = 2\O71 440 an AP A0 eRr 1=11,..,1]T € R~ 9)

e For any layer i, all elements in b\ are equal. That is,
bW =501 gD eR 1=11,..,1]" eR". (10)

The theorem above is actually an extension of (Zaheer et al.| (2017), Lemma 3) from a standard
neural network layer f = €(Ox) to a simple AC-GNN. Similarly, when )\g),'yg), /\(j),vg) are
the matrices, the result above can be also easily extended to a higher dimension, i.e., the node

attribute is not a probability distribution A € R* but a feature with higher arbitrary dimensional
heRe:d> k.
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4 OUR METHOD

Having developed the conditions for a GNN which is less discriminative powerful and not color
equivalent, we summarize a series of rules that make a GNN A color equivalent and improve its
discrimination power as follows: (1) The input graph contains no equivalent node pair (Proposition
[I); (2) A does not integrate the aggregation and combination function (Proposition[2); (3) A is able
to discriminate the local equivalent node pairs (Theorem[I); (4) A is color equivalent. If A follows
the form of a simple AC-GNN, it should satisfy the conditions in Theorem [2]

We then propose a simple architecture, Graph Discrimination Network (GDN), which satisfies all the
rules above and follows the form of the simple AC-GNN. We describe GDN for the graph coloring
problem as follows:

Forward Computation For a k-coloring problem, given a graph G = {V, £}, each node v € V is
assigned an discriminative attribute z, € R*. x, is normalized to represent the probability distri-
bution of k colors and is initialized randomly to eliminate the equivalent node pairs as in|Braunstein
et al.| (2006); |Lemos et al.|(2019).

In the aggregation function, let mg,i) € R* be the result returned by AGG for the node v in the
i-th layer, the aggregation layer is organized as follows:

m = % hi, (11)
ueN’ (v)

where A/’ (v) is defined as the subset of N/ (v), in which only the nodes with degree larger or equal to
k are preserved with the probability p. A degree constraint follows the fact that a node with degree
less than k is always colorable without conflict. We also use a random dropout mechanism proposed
in [Rong et al.| (2019) so that GDN can discriminate the local equivalent node pair by removing
edges randomly in each layer. Meanwhile, the global graph structure is still invisible to our model.
It would be interesting to characterize how a global feature can be applied in the discrimination of
the local equivalent node pair. We leave the question for future work.

In the combination function, we define the COM () following Theoremto make GDN color equiv-
alent: ) ) ) s N )

A = o(hND £ DD A1) + mOAD + m(O4 P 1) + g01). (12)
Generally, there exist many other GNNs which satisfy the rules above and GDN is only one possible
example.

Loss Function Considering that an optimal color solution is still optimal after the permutation of
colors, i.e., there exist many different optimal solutions for each graph, it is not an easy job to develop
a supervised training scheme. |Li et al.| (2018) uses supervised learning followed by a heuristic tree
search to alleviate the multi-solution issue in the MIS problem. However, the complexity of the tree
search explodes when the number of colors k and the number of nodes n become large. Here, we use
a self-supervised loss which mimics the cost of the graph coloring problem specified in Equation (2)).
The objective function is motivated by the intuition that the product of probability distributions of
connected nodes should be minimized and formulated by:

min Z h, - h,. (13)

{u,v}e€

where h,, is the probability distribution obtained by .4 when h,, € R¥. If the dimension is not k, k.,
is normalized to measure the similarity.

Dealing with Depth Here GDN is still based on a neighbor aggregation-based scheme, that is,
the structural information is constrained by the depth of GDN , i.e., the number of layers (Loukas,
2019; Xu et al.,2018]). We set the depth of GDN following the Proposition proven by [Loukas|(2019);
Abboud et al.|(2016)), which gives the lower bound of the depth for a GNN to be optimal in the graph
coloring problem:

Proposition 3 (Loukas| (2019); |Abboud et al.| (2016))). There exists a graph G on which every AC-

GNN of width w = O(1) requires depth at lest d = Q(n?/log® n) to solve the coloring problem
optimally.
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GNN-GCP Tabucol Ours
Graph Nodes  Edges Cost Time(s) | Cost Time(s) | Cost Time(s)
Cora 2708 5429 1291 3.90 31 15410 3 4.80
Citeseer 3327 4732 1733 2.74 6 44700 3 4.88
Pubmed 19717 44338 4393 4.50 NA >24h 35 21.71

Power Law Tree 7856 7756 4519 10.47 33 4417 465 36.76
Small World 7856 29716 5563 7.56 64 2021 235 171.5
Holme and Kim 7856 15712 8443 7.99 87 5317 506 48.46
Layout 641202 787242 | 386009 3896 2392 82301 | 4626 8474

Table 1: Results of citation datasets, random dataset and the layout dataset by different coloring
methods.

Here n is the number of nodes in G and w is the dimension of the features. According to the
lower bound of the depth d = Q(n?/ log2 n), the required number of layers explodes as the graph
goes larger. However, deep AC-GNN suffers from the severe vanishing gradient problem (Li et al.,
2019). To solve this problem, we propose a simpler version of GDN : we assign constant values

to Ag), fyg), )\X), 'yj(qi) and (), which makes GDN free of training and thus free of the vanishing
gradient problem. The values are assigned as follows:

A =198 =00} = 6,4 = 0,89 = a/k, (14)

where 0 is the manually-defined step rate and & is the number of available colors to ensure that
the summation of hE,ZH) remains 1. We then prove that such value assignment, at least, always

decreases the cost (although it may not be optimal):

Proposition 4. The cost monotonically decreases under specific parameters Ag) = 1,’yg) =

0,2y = 6,74 =o.

There are no trainable parameters in the simpler version, which avoids the time-consuming training
procedures but may not be the best assignment scheme for these parameters. An interesting direc-
tion for future work is to seek the solution for the vanishing gradient problem and keep the model
trainable.

5 EXPERIMENTAL RESULTS

Datasets We test our models and baselines on four datasets: (1) The Layout dataset from the layout
decomposition problem (Jiang & Chang| 2017); (2) The citation datasets (Cora, Citeseer, Pubmed)
(Sen et al.l [2008)) that are widely used in node classification tasks, and we here regard them as
the coloring scenario for large but sparse graphs, hence dismissing their original node attributes;
(3) Three random graph distributions namely: random power-law tree, Watts-Strogatz small-world
and Holme and Kim model (Watts & Strogatz, [1998; Holme & Kiml 2002); (4) COLOR datasetﬂ
containing small and medium sized graphs.

Baselines We compare our models with two previous works which focus on the graph coloring
problem and four state-of-the-art variants of AC-GNNs: (1) GNN-GCP (Lemos et al.,2019), comb-
ing GNN, RNN, and MLP to obtain the node embedding and using a k-means method to color the
node; (2) Tabucol (Hertz & de Werra, [1987), a well-known heuristic algorithm using Tabu search.
We also compare different variants of AC-GNN in previous works: GCN (Kipf & Welling, |2016),
GAN (Velickovic et al., 2017, GIN (Xu et al.| 2018)) and GraphSAGE (Hamilton et al.,[2017a)).

More details on the datasets and model configurations can be found in Appendix

5.1 COMPARISON WITH OTHER AC-GNN VARIATIONS

The comparison with other trainable AC-GNN variations is conducted on the layout dataset. Specif-
ically, we only evaluate the AC-GNN based models on the layout dataset since other datasets are
composed of either (1) a single graph, or (2) graphs with varying chromatic numbers, which are not

'"https://mat.tepper.cmu.edu/COLOR0O2/
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Graph GNN-GCP Tabucol Ours

Cost Time | Cost Time | Cost Time
‘ jean 10 | 76 0.06 | 0 0.95 0 3.77
anna 11 | 87 0.08 | 0 3.23 1 5.61
GDN 1 0.99-| huck 11117 005 |0 015 |0 4.17
david 11| NA NA |0 483 |1 5.27

GAT 10.91 homer 131628 1.09 | 0 274 |1 12.60
myciel5 6 | 35 004 |0 020 | 0 1.57
GDN-Train-2 10.9 myciel6 7 |94 433 |0 079 | 0 3.12
games120 9 | 301 007 |0 0.93 0 7.28
SAGE 10.88 Mug88_1 4 146 033 |0 0.12 | 0 0.39
1-Insertions 4 5 | 42 0.05 0 0.16 | 0 0.82
GIN 1 (0.86 B 2-Insertions.4 4 | 360 0.09 |1 255 1 0.75
Queen5_5 5 |37 0.03 | 0 0.13 0 0.68
GDN-Train-10 1 0.85 — Queen6_6 7 | 290 038 | 0 493 | 4 0.87
Queen7_7 7 126 0.04 10 36.9 15 1.03
GCN 1 0.77 — Queen8_8 9 188 0.05 8 61.3 7 1.31
Queen9 9 10 | 296 0.07 5 97.8 13 1.99
GCN-10 {0 B Queen8_12 12 | 260 0.10 | 10 139 |7 3.02
| | Queenl1_11 11 | 396 0.10 | 33 213 33 2.54
0 0.5 1 Queenl3_13 13 | 728 0.20 | 42 401 40 3.70

Figure 2: Solved ratio by different Table 2: Results of COLOR dataset by different color-
AC-GNN variations. ing methods.

suitable for training. The results are shown in Figure 2] where the value of each bar represents the
solved ratio, defined as the ratio between the number of edges without introducing conflicts and the
number of total edges. For example, given a graph with 100 edges, if a coloring function colors the
graph with 10 conflicts, then the solved rate is calculated by (100 — 10)/100 = 0.9. “GDN-Train-2”
represents the trainable GDN with a depth of 2. According to the results, we observe the following:
(1) The trainable AC-GNNs, such as GCN and GDN, face a severe performance degradation when
the model becomes deep. The more complex the model is (the larger number of variables the model
has), the more severe the degradation happens; (2) The variant of the simple AC-GNN, GCN, has the
poorest coloring performance, which verifies our theoretical analysis; (3) Our model demonstrates
the best discriminative power with the fewest number of parameters, as expected.

5.2 COMPARISON WITH OTHER GRAPH COLORING METHODS

The comparison with other graph coloring methods is conducted on all collected datasets. The
results are shown in Table |1| and Table [2| where k is the number of available colors and cost is
the number of conflicts in the coloring result. GNN-GCP gives NA if it fails to find a chromatic
number prediction, while Tabucol gives NA if it fails to color the graph within 24 hours. According
to the results, we observe the following: (1) Our model is much more discriminatively powerful than
GNN-GCP, with an acceptable sacrifice of efficiency. (2) Our model, which is designed as a pure
end-to-end network without any heuristic preprocess or post-process methods, shows a competitive
coloring results even compared to the state-of-the-art heuristic algorithm, especially on relatively
large or complex graphs.

6 CONCLUSION

In this paper, we developed theoretical foundations for reasoning about the discriminative power
of GNNs for the graph coloring problem. We further identified the node pairs that a popular class
of GNNs, AC-GNN:ss fail to discriminate and gave conditions on how an AC-GNN can be more
discriminative powerful. Moreover, we analyzed the color equivalence in the graph coloring problem
and proposed a scheme to make AC-GNN color equivalent. Considering the conditions and schemes
that are demonstrated to help enhance the discriminative power theoretically, we designed a simple
variant of AC-GNN for the graph coloring problem. To complete the picture, it would be interesting
to analyze the global terms for the discriminative power of GNNSs.
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A  GRAPH TERMINOLOGY

Here we list the following graph theoretic terms encountered in our work:

Basic graph teminology. LetG = (V,€) and G’ = (V',£’) be graphs on vertex set )V and V', we
define

e isomorphism: we say that a bijection w : V — V' is an isomorphism if any two vertices
u,v € V are adjacent in G if and only if 7(u),7(v) € V' are adjacent in &', ie., {u,v} € &
iff {m(u),7(v)} € &".

e isomorphic nodes: If there exists the isomorphism between G and G’, we say that G and G’ are
isomorphic.

e automorphism: When 7 is an isomorphism of a vertex set onto itself, i.e., V = V', 7 is called an
automorphism of G.

e fopologically equivalent: We say that the node pair {u, v} is topologically equivalent if there is
an automorphism mapping one to the other, i.e., v = w(u).

e equivalent: {u,v} is equivalent if it is topologically equivalent by m and @, = X (., holds for
every w € V, where x,, is the node attribute of node w.

10
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Local graph teminology. For every positive integer r and every node u € V, we define Tg (u, ) as
the depth-r neighborhood of u in G, which is induced by a subtree of height r rooted at u. Consider
two nodes u, v € V, we define

e r-local automorphism: A bijection 7, : V — V is an r-local automorphism mapping u to v.
e r-local topologically equivalent: the node pair {u, v} is r-local topologically equivalent if m, is
an isomorphism from 7g (u, ) to Tg(v, 7).

o r-local equivalent: Similarly, {u, v} is r-local equivalent if it is r-local topologically equivalent
by 7, and &, = (. holds for every w € Tg(u,r).

B PROOF OF PROPOSITION

We first recall the proposition.

Proposition 1. All AC-GNNs cannot discriminate any equivalent node pair.

Proof. Let 7 be the automorphism mapping u to v, here, we propose a stronger proposition:

Proposition 5. Given an AC-GNN and an equivalent node pair {u,v} by m, hi, = h’ ) holds for

7(w
any iteration 1 and any node w € V.

This apparently holds for i = 0 since ., = X (w), Vw € V. Suppose this holds for iteration j, i.e.,
hi =h’, Vw € V. By definition, AC-GNN A produces the feature vector hJ*! of node v in the

m(w)?
(j + 1), iteration as follows:

hUTY = coMUHD (L) AGGUHY ({RY) : e N(v)})). (15)

Since an automorphism 7 remains the set of edges, i.e., {u,v} € & iff {r(u),n(v)} € €&,
the connection relation between two neighbors is preserved after the permutation by 7, that is,
N(x(v)) = {m(u),u € N'(v)} for any v € V. Then, the input of AGGY*Y for 7(v) is given by
{h : u € N(r(v))}, which is {h%) - u € N(v)}. Since hi, = bl Vw € V, the input of

7 (u) ! i
AGGUY™Y for v is equal to the one of AGGUHY) for v, ie., {hm cueNw)} = {hff()u) tu €

m(u)

N (v)} and makes their output equal, i.e., mJ ! = m?*" . Therefore, the input of COMU+1) for v,

m(v)’
(R, mi+1), is also equal to the one of COMU*D) for 7(v), which makes the vector features of v
and 7(v) equal after (j + 1), iteration for any node v € V' and proves the proposition 8] Thus, the
AC-GNN A always produces the same node embeddings for the nodes in the equivalent node pair,
which results in the same color.

O

C PROOF OF PROPOSITION

We first recall the proposition.

Proposition 2. There is a graph in which at least one distinct node pair is not discriminated by any
integrated AC-GNN.

Proof. The proof starts with a simple fact: a classifier CLS(-) always assign two nodes with the
same node embedding to the same category.

Consider the following graph G = (V, ), in which two connected nodes w and v share the same
neighborhood except each other, i.e., N'(u)\{v} = N(v)\{u}. The node pair {u,v} is distinct
since they are connected. It follows that the inputs for the node features of « and v after iteration &
are exactly the same since N (u)U{u} = N (u)\{v}U{u,v} = N (v)\{u}U{u,v} = N(v)U{v}.
Therefore, the outputs are the same, which means that hgf ) — hg,] ) holds for any iteration k and any
aggregation and combine functions AGG(-), COM(+). Combining with the fact that CLS(h,) =
CLS(h,) if h,, = h,, the proof is finished. O

11
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D PROOF OF COROLLARY

We first recall the corollary.

Corollary 1. A local coloring method is non-optimal in the random d-regular graph as d — oo.

Proof. A random d-regular graph G} is a graph with n nodes and each node pair is connected with
a probability d/n. We start the proof from the following non-trivial proposition:

Proposition 6 (Rahman et al.| (2017)). The largest density of factor of i.i.d. independent sets in a
random d-regular graph is asymptotically at most (logd)/d as d — oco. The density of the largest
independent sets in these graphs is asymptotically 2(log d)/d.

The proposition above limits the size of an independent set produced by a local method for the
random d-regular graph with an upper bound, n(logd)/d as d — oo. Given an upper bound of the
independent set, the following corollary on the graph coloring problem is introduced:

Corollary 2. The lower bound of k with a zero conflict constraint obtained by a local coloring
method for the random d-regular graph is d/logd as d — co.

The proof is based on the Proposition [6} if a local coloring method f obtains a smaller ', s.t.
k" < d/logd by coloring G without conflict using &’ colors, all node sets classified by the node
color will be independent sets and the size of the maximum one will be larger than (nlogd)/d, a
contradiction with Proposition [6]

The Corollary [2] reveals the lower bound of k by local methods for a random d-regular graph. An-
other important observation of k£ by |Achlioptas & Naor (2004)) specifies that exact value of the
chromatic number (i.e., the minimum k) of a random d-regular graph. The proposition is described
as follows:

Proposition 7 (Achlioptas & Naor| (2004)). Let tq be the smallest integer t such that d < 2tlogt.
The chromatic number of a random d-regular graph is either ty or ty + 1.

It follows directly from Corollary [2] and Proposition [7 that, we can finish the proof of Corollary I]
by showing that the lower bound of & by local methods is always greater than the exact chromatic
number:

d/logd > tq+ 1 for d — oo. (16)

Let f(t) = 2tlogt and define tg s.t. d = f(to) = 2tglogty. Since t4 is the smallest integer ¢ such
that d < f(t), we have f(t9) = d > f(tq — 1). Since f is monotonically increasing, tg > tq — 1
and thus d/logd—tq—1 > d/log d —to — 2 always holds. Let d = 2t( log to, we further transform
the objective to:

2t010gt0
d/logd—tq—1>d/logd —ty —2 = —————— —tp — 2> 0, for d,typ — oo.
/log d > d/ log 0 log (210 log o) 0 or 000
we first prove that
logto
— > 2/3
log(2tg log to) /

=3logty > 2log(2tg logty)
=3logty > 2(1 + logty + log(logty))
=logty > 2+ 2log(logty) when tg — co.

The above inequality holds obviously. Following the objective, we have:

2t0 IOg to
log(2tg log o)

Therefore, we finish the proof.

4
—t0—2>§t0—t0—2>0 when £ty — oo.

12
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E PROOF OF COROLLARY

We first recall the corollary.
Corollary 2. AC-GNN is a local coloring method.

Proof. Given an AC-GNN A with L layers, let’s consider a L-local equivalent node pair {u, v} in
G by an L-local automorphism 7y, which means that two rooted subtrees 7g(u, L) and Tg(v, L)
are isomorphic and &, = (., holds for every w € Tg(u,r). Since two rooted subtrees are iso-
morphic, the WL test (Weisfeiler & Lehman), [1968)) decides Tg(u, L) and Tg(v, L) are isomorphic
and assigns the same color to w and 77, (w) for any w € Tg(u, L). To connect the WL test with
AC-GNN, the following proposition is used:

Proposition 8 (Morris et al.| (2019); Barcel¢ et al.| (2019); [Xu et al.| (2018))). If the WL test assigns
the same color to two nodes in a graph, then every AC-GNN maps the two nodes into the same node
embedding.

Therefore, A maps the u and v into the same node embedding. It follows that 4 is L-local and thus
local. O

F PROOF OF THEOREM

We first recall the theorem.

Theorem 2. Let A be a simple AC-GNN and both input and output of each layer in A be the
probability distribution h € R* of k colors, A is color equivariant if and only if the following
conditions hold:

e For any layer i, all the off-diagonal elements of C'") are tied together and all the diagonal
elements are equal as well. That is,

COD = \D1 47911 \D ADer 1=11,.., 1T € RE. (17)

e For any layer i, all the off-diagonal elements of A" are also tied together and all the
diagonal elements are equal as well. That is,

AD = X1 40 an) AP AP er 1=11,.., 1) € RF. (18)

e For any layer i, all elements in b are equal. That is,

b =501 g eR 1=11,..,1]7 e R, (19)

Proof. Let AGG™ and COM() be the aggregation and combination functions in the i, layer of
A. Ais color equivalent if and only if all functions in {AGG”,COM" : i € 1,..., L} are color
equivalent. the aggregation function is color equivalent clearly and thus we are left to consider
the color equivalence of combination functions. Considering the definition of color equivalent in
Deﬁnition the color equivalence of combination function COM() = ¢ (xC®) + yA®) + b)) is
given by:

o(xCY +yAD 4 b P = g(xPCY + yPA®D 4 b)), (20)
COM is color equivalent if and only if the equation above holds for any permutation matrix P €
RE¥F and @, 3. We first find three special cases, which correspond to three conditions respectively:

Case 0. When y = 0, we have that o(xC )P = o(2PC®) holds for any P and x. That is,
x(CH P — PC) = ( always holds, which reveals that C) P = PC), C() P = PC holds
for any P follows that Cﬁ,f,?m = ,(f)n and C,(,Qn = ,(,Qn for any m,n € {1, ..., k}. Therefore, all
the off-diagonal elements of C'*) are tied together and all the diagonal elements are equal as well.

Case 1. When = 0, we can prove that all the off-diagonal elements of A(®) are tied together and
all the diagonal elements are equal as well following the similar induction in case 1.

13
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Case 2. When = y = 0, we have that o(b))P = &(b(?)) holds for any P. Therefore, all
elements in b(") are equal.

After proving that these conditions are necessary for a color equivalent A, we proceed to prove that
the conditions are already sufficient. Let C(*) = Ag)I + ’yg)(ll), A0 = )\S)I + ’yg)(ll) and
b = 301, COM® is then calculated by:

COMYP = g(xCY + yAD £ b)) P
o @AVIP + 2 AP + AV IP + 4y (11)P + 5O1P)
= o(@PAIT + Py (11) + yPADT + y Py (11) + 801)
= o(xPCY + yPA® 4+ b)), Q1)
Therefore, COM() is color equivalent if and only if the conditions hold, which completes the proof.

O

G PROOF OF PROPOSITION

We first recall the proposition.

Proposition 4. The cost monotonically decreases under specific parameters /\g) = 1,7(63) =

0,2y = -5,7{ =0.

Proof. Consider the derivatives of the cost function with respect to time ¢. Let C,, ; denote the cost
induced by node v and j.

OF oF, 8h Z Z 8CUJ h,
ot veY ah ot UGVJGN’(v
1
:52 Z hj’ (,%
veEV jEN' (v)
1 v i)y (¢ i) (%
=32 > R[OS = DRy + 48 (A0 R, + mOAG + m05() (11)]
VeV JEN (v)
1 ‘ i 1 i)y (2 i) (i
=5 2 m A = Dho 496 (1A, +mPAL +m{7) (1)) @)
veV

To ensure the function £ to monotonically decrease, a straightforward way is to guarantee the coeffi-
cients of the polynomial above satisfy a set of constraints. Obviously, the choice of )\(é) =1, )\547') =

-0, VC = 'y( D=0 monotonically decreases the cost function. O

H DETAILS ON THE EXPERIMENTAL SETTING AND RESULTS

H.1 MODELS

GDN. We select a depth following the trend of the graph size, as stated in|Loukas|(2019)). Specif-
ically, the layer number is 10 for the layout testing dataset and 100 for other larger datasets. The
trainable GDN is represented by "GDN-train” following a same training strategy with other AC-
GNN variations. If not specified, the result of GDN shown in Section E] stands for the training-free
GDN . The step-rate ¢ is 0.5 and dropedge rate p is 0.5.

GNN-GCP. We trained the GNN-GCP model for 4300 epochs achieving around 70% training
accuracy which showed no significant discrepancies from the results in the original paper, in terms
of chromatic number predictions.

Tabucol. Following the original configuration, the Tabucol algorithm is assigned with iteration

limit of 1000 (or the time limit of 24 hours) and the number of miscolored node pairs is returned if
the algorithm fails to find a perfect coloring assignment within the limit.

14
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Other AC-GNN variations. If not specified, all AC-GNN variations have 2 layers and the hidden
dimension is 64. We trained the models for 200 epochs and the 10-layer GCN is trained for 30
epochs, in which the epoch number is selected as the one with the best validation results. We use
the SGD optimizer with learning rate 0.005 and momentum 0.1 under the layout training dataset.

H.2 DATASETS

Layout. The number of available colors is set to 3. In the comparison with the AC-GNN variations,
80% randomly selected samples is separated into the training dataset (for trainable models) and the
testing dataset contains the remaining samples.

Random graphs. The number of available colors is set from 2 to 5 since it is randomly generated.
The settings to generate the random graphs are: random power-law tree (y=3), Watts- Strogatz
small-world (k = 4, p = 0.25) and Holme and Kim model (m = 4, p = 0.1), To fit the problem
context and prevent miscalculations, we removed all self-loops in the testing graphs and added
duplex connections between connected nodes.

Citation datasets. The number of available colors of Cora, Citeseer, and Pubmed is set to 5, 6 and
8 respectively.

The chromatic numbers of graphs in Random and Citation datasets are obtained from the CSP
Solver?]

*https://developers.google.com/optimization/cp/cp_solver
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