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ABSTRACT

Continual learning focuses on methods that accommodate the change in distribu-
tion and allow model adaptation and evolution while receiving data continuously.
Importance and regularization -based weight update methods that rely on heuris-
tics might not be effective. Recently, enhanced experience replay-based methods
showed promising results but might add to the computational cost. In this paper,
we propose simple parameter-free normalization over groups of distinct neurons
at the penultimate layer of the used neural network and a straightforward experi-
ence replay algorithm. We argue that such normalization enables the network to
balance its capacity for each task, reducing the chances of damaging interference
between tasks and mitigating forgetting. Our evaluation shows that normaliza-
tion over groups of neurons drastically impacts performance. We demonstrate
improved retained accuracy and backward transfer with respect to related state-
of-the-art methods while computationally efficient.

1 INTRODUCTION

Continual learning (CL) studies routines that allow the model to adapt when receiving data con-
tinuously. With the goal to accommodate the changes in the data distribution, the objective is to
enable the model to generalize for unseen data while at the same time preserve performance for
already observed past data. As appealing as continual learning is for computer vision, robotics, and
machine learning applications, efficacy and efficiency are challenging. One of the main reasons is
catastrophic forgetting (Frenchl [1999; McClelland et al., [1995). It pinpoints a failure mode in the
so-called stability-plasticity trade-off (Grossbergl |1980). It occurs when the data used for learn-
ing come sequentially (one after the another) within the different tasks that have distinct mutually
independent probability distributions (Robbins, 2007} |Bottou et al., [2018]).

Many existing CL approaches address forgetting using importance based weight update (Kirkpatrick
et al., 2017; [Zenke et al., [2017; |Aljundi et al., 2018; |[Kolouri et al., [2019; Nguyen et al.,|2017} [Tit-
sias et al.,2019; [Ebrahimi et al.l [2019; Ritter et al., 2018; |Bennani et al., 2020), and replay-based
rehearsal (Farajtabar et al., 2020; Riemer et al.,|2019; Lopez-Paz & Ranzato, 2017;Chaudhry et al.,
2019; Javed & Whitel |2019; |Gupta et al.,[2020). (Srivastava et al.,2013)) show that a biologically in-
spired local winner-take-all (LWTA) neuron activation can help to prevent forgetting. In the forward
propagation, LWTA indices competition between a local subset of neurons over a layer. A fraction
of the units are inactive for each input, utilizing only a subset of the network parameters. In a some-
what related line (Kaushik et al., 2021), show that a network with relevance mapping can learn an
optimized representational overlap that overcomes the problem of catastrophic forgetting at the ex-
pense of adding additional memory. (Sokar et al.||2020; |Abati et al.,|2020) change/extend the neural
network structure, and apply hand-crafted rules to grow the network which can lead to increase in
memory. (Serra et al.l [2018) focus on learning hard attention mask concurrently by using regular-
ization, while the authors in (Wen et al., |2020; Jung et al., 2020) constraints (adaptive/learned or
manually rule-based constructed) by adding additional learning parameters/modules that increases
the learning time. (Goodfellow et al.l 2014} Mirzadeh et al.| [2020), show that a dropout induces
a gating mechanism such that for different tasks, different paths of the network are active. On the
other hand, enhanced experience replay-based methods (Riemer et al., [2019; Lopez-Paz & Ranzato)
2017;|Chaudhry et al.,[2019; Javed & Whitel 2019} |Gupta et al., 2020) showed great potential since
they avoid network growth and do not use importance based heuristics in the weighs update. Such
methods use a small memory, dubbed episodic memory, that stores data samples from past tasks and
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then replay them (Murrel |1992; Lopez-Paz & Ranzato| |2017)) when training for future tasks. They
focus on weights update with minimum interference between i) the gradient using the data from the
current task and ii) the gradient using replayed data from the past tasks, to improve performance on
the current task and avoid catastrophic forgetting.

In the past batch norm (loffe & Szegedy, 2015), group norm (Wu & Hel 2018) and layer norm (Ba
et al.|[2016) were used for prediction tasks, but such normalization mechanisms/techniques (or even
a simpler ones) were not much studied in the context of continual learning. To that end, in this paper,
we propose a very simple normalization over groups of distinct neurons at the penultimate layer of
the neural network and study its impact in a continual learning regime with straightforward expe-
rience replay (Murrel [1992). As a group-wise normalization we use normalization by the {5 norm,
that is computationally efficient and parameter-free (we do not use additional parameters that can in-
crease memory). It results in groups of neurons that have the same strength (unit norm), but different
sparsity levels. As we show in the paper, this induces ”soft” weighing during the back-propagation
and promotes different learning dynamics compared to (Srivastava et al.,[2013)). In LWTA the errors
back-propagate only through the active LWTA neurons. Whereas our normalization induces more
strong weighing in the back-propagation trough the groups of neurons that are more sparse. We
show that the group-wise neuron normalization triggers competition between the subset of weighs
that connect the neurons at the penultimate layer and the layer before in terms of how much learning
they receive (which is different from (Srivastava et al.l [2013)), where the competition is local, i.e.,
within the group). We found that this property is crucial, since subset of network weights that con-
nect to the groups of neurons which are more sparse receive “more learning”. The corresponding
gradients for these subsets of weights have similar sparsity level, but the gradients for the subsets of
network weights that connect to the groups of neurons which are more sparse have higher strength
(higher value of the ¢5-norm for the corresponding gradient), effecting the learning of the network
weights. This seems important since when the learning is more focused on the subset of weights that
directly connect to the corresponding sparse groups of neurons, we have less unwanted interference
and neural network parameters override, since these parameters are considered/assumed to be more
important (Srivastava et al.,|2013)) for the data samples (or batch of samples) during learning.

To verifiy our hypothesis that as we have sparser group of neurons, we have more learning for the
directly connected corresponding subset of weights that affect all network parameters, we preform
extensive empirical evaluation. We evaluate our approach on various benchmarks, including MNIST
(rotation and permutation), CIFAR10, CIFAR100, and TinyImageNet. We empirically experiment
in task-aware (single-pass and multi-pass) and task-agnostic continual learning setups, where we
use NN architectures with convolutional and feed-forward layers. Our empirical results demonstrate
that our simple normalization drastically impacts performance. We demonstrate that it leads and
accommodates balanced use of the network capacity, achieves stable and efficient feature use, allows
to discriminate more between the different representations and enables less forgetting. Differently
than (Srivastava et al., 2013) that uses LWTA at each layer, we show that it is sufficient to use the
normalization only at the penultimate layer. We show that our approach improves performance (or
is on-pair) compared to existing state-of-the-art methods, while computationally efficient.

2 RELATED WORK

In this section, we overview the resent, most closely related and prominent work, without pretending
to be exhaustive. Regularization methods explicitly regularize the model during training so that it
can avoid changes that may degrade the performance for already visited tasks. Commonly, such
approaches include penalty for significant changes of important weights measured using Fisher in-
formation matrix or synaptic importance (Kirkpatrick et al.l 2017; Zenke et al., 2017} |Aljundi et al.,
2018; [Kolour1 et al., 2019). In|Srivastava et al. (2013)), the authors showed that LWTA neuron ac-
tivation helps to prevent catastrophic forgetting. Differently then (Srivastava et al.| [2013), during
learning, our normalization induces “soft” weighting of the back-propagated error. In (Wen et al.,
2020), the authors use out-of-network, task-dependent biasing units to accommodate/fight catas-
trophic forgetting. In (Kaushik et al.| [2021), the authors introduce Relevance Mapping Networks
(RMNs), showing that such network can learn an optimized representational overlap that overcomes
the twin problem of catastrophic forgetting and remembering. In (Goodfellow et all 2014), the
authors empirically investigate the influence of common activation functions and dropout in a CL.
Similarly, in (Mirzadeh et al., 2020), the authors argue that a stable network with dropout learns a
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gating mechanism such that for different tasks, different paths of the network are active. In (Jung
et al., 2020), the authors propose a regularization-based continual learning method where they add
two explicit penalties, one for the task important and the other for the task non-important weights.
In (Serra et al |2018)), the authors propose a task-based hard attention mechanism to preserve pre-
vious tasks information without affecting the current task’s learning. To do so, they learn a hard
attention mask concurrently to every task. Here, we do not use regularization, neither we use any
constraints (adaptively learned or manually rule-based constructed). We also do not add additional
learning parameters/modules that can increase the learning time nor we use dropout. We focus on an
algorithm that uses group-wise non-parametric normalization with experience replay. The authors
in (Sokar et al., |2020), propose a sort of rule based controlled network expansion method referred
as SpaceNet. Our approach focuses on balanced use of the network capacity, but differently than
(Sokar et al.,|2020) we do not use any rules to grow the network. The authors in (Abati et al., 2020)
equip each convolutional layer with task-specific gating modules, and select which filters to apply
on the given input in order to protect and promote important filters while ensuring no loss in the per-
formance. In our approach, we do not change/extend the neural network structure, rather we only
use the group-wise normalization as a special type of activation. Rehearsal techniques have achieved
promising results by mitigating forgetting through replaying a subset of samples from previous tasks.
Some methods in this category store random samples in a memory which are later used to optimize
the model (Robins, [1995; Rebuffi et al., [2017; Lopez-Paz & Ranzatol 2017 |[Rolnick et al., 2018;
Chaudhry et al., |2019)). In pseudo-rehearsal techniques, a generative model is trained alongside the
main model to generate images for tasks seen so far (Shin et al., [2017; |Ayub & Wagner, 2021). In
continual-meta learning, a meta-model is constantly updated over a sequence of tasks, and the goal
is to quickly adapt the previous tasks with minimal optimization steps (He et al., [2019; |[Harrison
et al.| 2019;|Antoniou et al., [2020). In (Riemer et al., [2019), the authors proposed an online version
of meta-continual learning based on the first-order meta-learning algorithm (Nichol et al.| [2018).
The authors in (Gupta et al.|[2020) proposed an online meta-learning approach based on (Finn et al.,
2017) by using a look-ahead mechanism to learn the learning rate. We relay on first-order algorithm
without this is computationally efficient.

3 PRELIMINARIES

We denote the input as x, the target y and the neural network mapping as h(x; #) with parameters
0 containing the respective weighs and biases. We denote the weights connecting layers [ — 1
and [ as W', while the linear mapping as z = W'a!~! and the nonlinear activation as a! =
v(z'). In the past it was shown that linear activation a' = z' is as powerful as a one-layer linear
model (Goodfellow et al., [2016). While when the activation is ReLu, the negative values in z’
are set to zero, Ie., aé = zZ‘-, if zf > 0, and aé = 0, otherwise, (Agarap| [2018). In common
learning setups, not including continual learning, it was shown that ReLu overcomes the vanishing
gradient problem, allowing models to learn faster and perform better (Agarap, |2018). To define the
LWTA activation, we first extract distinct neurons into groups, i.e., z! = [(z})7, (z5)7, ..., (z,))T]T
where z} are linear activation’s that belong to group j. Similarly, a' = [(a})”, (a})”, ..., (a},)T]7,
where we compute the local winner-take-all neuron activation as aé’i = zél,
aé-_’i = 0 otherwise, (Srivastava et al., 2013). A fraction of the units within the group are inactive
depending on the input, and might ufilize only a subset of the network parameter. The authors in (Wu
& Hel |2018), propose generalized form that describes a family of feature normalization methods,
including batch normalization (BN) (loffe & Szegedy), 2015), group normalization (GN) (Wu & He},
2018)), layer normalization (LN) (Ba et al.,2016) and instance normalization (IN) (Ulyanov et al.,
2016). During learning BN, GN, LN and IN normalize neuron activation’s by mean and variance,
and differ depending over which axis (batch, channel, height or width) the mean and variance are
computed (Wu & Hel [2018). Afterwards, BN, GN and LN learn linear transform (scale and shift)
to compensate for the possible lost of representational ability. Regarding continual learning with
experience replay, the authors in (Pham et al., |2022) propose continual normalization (CN) that take
into account the strengths of BN and GN. However, CN might struggle when the normalization
statistics become outdated. The existing normalization techniques used in common learning (iid
regime) |loffe & Szegedy| (2015); [Wu & He| (2018)); Ba et al.| (2016) or continual learning (Pham!
et al.| 2022) use learning parameters in the normalization. The advantage of the our approach is
its simplicity; —we do not use additional learning parameters (scale and shift) and do not require
additional continual learning strategy that might be necessary and could increase computation.
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4 PROPOSED APPROACH GNE
Inspired by (Lopez-Paz & Ranzato, |2017;|Gupta et al., D 'I%Hjﬂ
2020), we consider an online continual learning sce- — = == y

nario, where the learning model continually observes

.. h(.;8)
training data sequences.

We propose parameter-free normalization over groups

of neuron activation’s (we visualize the schematic il- Figure 1: Schematic illustration of an NN
lustration of group-wise normalization at layer L — 1  With the proposed group-wise normaliza-
in Fig. [A). We apply it at the penultimate layer of the tion at the penultimate (L — 1) layer.
neural network. During learning, we use straightforward experience replay characterized by a small
memory (reservoir R), where we store tuples data x; and labels y; from past tasks. We replay the
episodic memory [Murre| (1992) when we train for future tasks. An advantage of experience replay
is that it avoids network growth and does not use importance-based heuristics. In the following, we
describe the proposed group-wise normalization and then present our simple learning algorithm.

4.1 GROUP-WISE NORMALIZATION

Similarly to the LWTA activation, we first extract distinct neurons into groups, i.e., z' =

[(2})", (25)7, ..., (2};)"]", where z| are linear activation’s that belong to group j. We define the

group-wise normalization for zé» as:

l

Ve {l,..,J}, (1)

l l J
a. = v Z:,) = ——————
s = Vgnor(2) 25| + €

where ||z§|| is the £o-norm of zé- and € is small constant (to regularize the denominator in case

z. is the zero-vector). Afterwards, we construct a' as a' = [(a})”, (a})”, ..., (a},)T]". Be-
fore the normalization, we can also apply nonlinear activation, such as ReLu |Agarap| (2018)
1

a; = vgmr(ReLu(z‘lj)) or sparse coding transform (sT) (Ravishankar & Bresler, 2015) a; =

vgnor(sT(zé)), where sT(zé-) = sign(zé-) ©) max(|z§ —);,0), while \; = 1T|Z§»| is a sparsifying
threshold, |z4| denotes the vector of absolute values for z.

The group-wise normalization (gnor) affects the max response (within the hole representation),
so the max neuron activation before and after the normalization might not be at the same neuron
location, which is in contrast to LWTA that has only a local effect within the group locality. After
the normalization all groups of neuron activations have unit norm and differ by their sparsity level.

Without the normalization the sparsity level might be high, but the strength of the activations for the
group of neurons might be low. Thus, the parameters connecting group of neurons at the penulti-
mate layer and the previous layer (as well as the parameters of the network before the penultimate
layer) might miss the required learning. As we describe in the following section, this very simple
normalization seems to impose learning dynamics that surpasses this.

4.2 LEARNING ALGORITHM

We assume that there are T tasks. At each task ¢ the model observes tuples (x:,y:) ~ (X¢, Y¢)
for that task, where x; are the data and y, are the labels. Per each observation, we also sample
the memory reservoir (xp,y5) ~ R. We denote the cross-entropy loss function as L(h(x;0),y),
where x = [x¢,Xp] and y = [y, ¥s) and focus on learning the parameters 6 that minimize it. In our
learning algorithm, at task ¢, per one observation, one iteration with experience-replay consist of the
following gradient-based update (Goodfellow et al., 2016):

OL(Mx;0),y)
oWl

where Mw is the gradient of £(h(x; ), y) with respect to W' using the data observation at
the current task and the data from the memory buffer, and 3> 0 is the learning rate .

w =w!_3 2)

Learning Dynamics. In order to see the influence of gnor, during back-propagation, we are inter-
ested in the gradient of the nonlinear activation at the penultimate layer (! = L — 1) with respect



Under review as a conference paper at ICLR 2023

to its arguments, i.e., GL-1 = g:i:ﬂ In the case when we have linear activation at the penulti-
mate layer, GZ~! is identity matrix. When using ReLu, G'~! is again diagonal, but sparse, with
values defined as follows G5 ™' = 1, if 2/ > 0 and G5~ = 0, otherwise. When we use the
LWTA, then GL~1 is block-diagonal matrix, consisting of .J diagonal matrices GJL ~1. Moreover,

G]L”1 =1, if zL L= max; zJ , and G]L”1 = 0, otherwise. When we use the gnor after lin-

ear activation, we also have block-diagonal matrix G~ consisting of GL ~! symmetric matrices

(GL ! (GL 1)T') that have diagonal (GE 1) and off-diagonal elements (GL LGl e,

7t ik 7,k

L—1\2 L—-1_L-1
GL 1 _ 1 1— (Zjﬂ ) GL—I _ 1 Zjvi Zj:k (3)
L1 L—1\7_ L—1]°Tjik — L—1( L-1\p L1
n sz | (Zj )sz " sz | (Zj )sz
Compared to the gradient of the Linear, the ReLu and the LWTA activation, equation |3| differs
significantly. The main difference is the block-diagonal structure, and the terms with the highest
(=12 1)?

contribution B L —and 1 — l ——47—7. In contrast to ReLu and LWTA, that act as hard ’gating”

I 2 (25" T2y

with values ether 0 or 1, equatlonE] actually acts as a soft gating”.

Interestingly, here the weighting induced by the group-wise normalization is “localized” per group
in the back-propagation. The normalization induces back-propagation weighting with strength in-
versely proportional to the norm of the unnormalized neuron activation in the group. The local
weighting values within the group differ more when the group sparsity is higher. Thus, the nor-
malization is causing a suppression of back-propagation through groups of neurons that have strong
activation’s (before the normalization) but are not sparse. While at the same time the normalization
pronounces back-propagation through groups of neurons that are sparse within the group locality,
regardless of the intensity of the neuron activation before the normalization.

Competition Mechanism. This back-propagation weighting actually translates to competition be-
tween the subset of weights that connect to the corresponding groups. In fact, the weighting induced
by the group of neurons with the highest sparsity causes the directly connected subset of weights to
receive most of the learning”, i.e. win the competition. In our empirical evaluation, we demonstrate
that the group of neurons at the penultimate layer with the highest sparsity induces weighing such
that the directly connected subset of weights has the gradient with highest magnitude among these
subsets of weights. Now, since the computations in the back-propagation at earlier layers depends
on the later layers, the normalization influences not only the update in the network weights that
connect layer L — 1, but also the update for the remaining weights before it.

5 EMPIRICAL EVALUATION

Our empirical evaluation includes ablations, study of the importance of the used components in our
approach and the comparison with the state-of-the-art methods. We performed the evaluation using:
(1) different CL regimes, including task-aware (multi-pass and single-pass) and task-agnostic, (ii) 5
computer vision data sets, (iii) multiple baselines, including 6 basic ones and 12 existing works, and
3 different neural networks.

5.1 DATA SETS, BASELINES AND SETUP

Datasets. We used MNIST Rotations, MNIST Permutations |Lopez-Paz & Ranzato| (2017)), CIFAR-
10, CIFAR-100 [Krizhevsky| (2009) and tinyImageNet |Le & Yang (2015). The MNIST Rotations
comprises of tasks that contain MNIST digits rotated by a different common angle in [0, 180]. The
MNIST Permutations consists of tasks generated by shuffling the image pixels by a fixed random
permutation. Both MNIST Permutation and MNIST Rotation have 20 tasks with 1000 samples
per task. The CIFAR100 dataset Krizhevsky| (2009) contains 60000 color images with dimension
of 32x32. It includes 100, real-life classes. CIFAR10 dataset Krizhevsky| (2009) is similar to CI-
FARI100, but it includes 10 classes. On CIFAR10 and CIFAR100, we use 5 classes per task, having
2 and 20 tasks in total, respectively. The TinyImageNet dataset|Le & Yang| (2015) consists of large

"'We note that g ! appears in the back-propagation. To see this more obviously, we can express equation@
in alternative form (Rumelhart et al.,|1986), details in the Appendix
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number of images and a total of 200 classes. The images are in color and with dimension of 64x64.
On tinyImageNet, we use 5 classes per task, and have 40 tasks in total.

Baselines. We compare our approach with a model trained in iid setup (upper bound baseline),
the iCARL (Rebuffi et al., 2017), ER, MER (Riemer et al., |2019), GEM (Lopez-Paz & Ranzato|
2017), AGEM (Chaudhry et al., [2019), La-MAML (Gupta et al., [2020), META-BGD (Zeno et al.,
2019), LWTA (Srivastava et al., 2013)), BN (loffe & Szegedyl, 2015), GN (Wu & He, 2018)), LN (Ba
et al.|2016) and CN (Pham et al.| |2022) methods. In the evaluation of our approach, we follow the
continual learning setups as proposed by (Javed & White},|2019;Gupta et al.|2020). Weuse https:
//github.com/montrealrobotics/La—-MAML as a code base for some of the baselines,
while we implemented (in pythorch) the remaining baselines and our algorithm.

Continual Learning Setup. We consider a continual learning scenario where we learn by observing
data from a set of sequentially arriving classification tasks. Using the CIFAR10, CIFAR100, and
TinyImagenet, we evaluate task-aware experiments using a multi-headed model with known task
identity. In the task-aware setup, we evaluate our approach under two training regimes. We consider
the challenging (single-pass) regime |(Chaudhry et al.[(2019). It consists of processing incoming data
for every task in only one pass. Once we process the data samples, they are no longer accessible
unless we add them to a replay memory. We also consider the multiple-pass regime, where once
we have access to the data, we can perform offline training until convergence for every task. On
the MNIST data sets (Rotations and Permutations), we use a single-head model and perform task-
agnostic experiments, where the task identity is unknown at training and test-time.

Used Neural Networks and Hyper-parameters. We use three neural network architectures typ-
ically used for vision tasks, widely exploited in this domain. We use 2 layer feed-forward neural
network for the MNIST data set and convolutional neural networks architectures for the CIFAR10,
CIFAR100, and TinyImageNet data sets. The architectures are equivalent to the ones used by (Gupta
et al.l 2020), with the difference that at the penultimate layer, we use sT followed by gnor. We also
experimented with gnor and LWAT applied i) at the penultimate layer of the architecture and ii) at
all feed-forward layers in the architecture. As hyper-parameters, we have a learning rate (LR), batch
size, memory buffer size, memory buffer batch size, the number of groups, and group type. We
validated with LR’s of [.1, .3, .4, .7] and found that a value of .3 and .4 works well. We set the batch
size to be same as the one used in the comparing algorithms for the respective learning setups as
well as run all methods with the same number of epochs for a fair comparison. In the experiments,
we state the used memory buffer size and the memory buffer batch size for each experiment and per
each data set. We present ablation results as well as we show results about the influence when we
vary the size of the local group, the used nonlinearity, and the grouping type.

Performance Metrics and Computing Infrastructure. We use the retained accuracy (RA) metric
to compare various approaches, computed as the average accuracy of the model across tasks at
the end of training. We also report the backward-transfer and interference (BTI) values. The BTI
measures the average change in the accuracy of each task. We define it as the average difference
between i) the accuracy after learning on a single task and ii) the accuracy after learning on all tasks.
A smaller BTT implies lesser forgetting during training. The results provided here are an average of
three runs. As computing hardware, we use 1/5 of the available resources from the NVIDIA DGX2
station with 3.3GHz CPU and 1.5TB RAM, which has a total of 16 1.75GHz GPUs, each with 32GB
memory (using 2 GPUs). Computing all experiments using the proposed algorithm takes 7-8 days,
while it needs additional time for the baselines.

5.2 RESULTS

Why the Normalization Works. We consider continual learning in the single-pass regime using the
CIFAR100 data set. As a model, we experimented with convolution neural network (Gupta et al.,
2020), where we apply gnor at the penultimate layer and use 32 groups of 10 neural activation’s
each. We set the reservoir size to 200 and replay memory batch size to 10.

To see why the method works, we want to understand the connection between (a) the sparsity of
group of neurons at the penultimate layer and (b) the average gradient sparsity and (c) the aver-
age gradient strength for subset of weighs that connect the corresponding group of neurons at the
penultimate layer with the layer before. Therefore, we monitor/analyze such gradients in two se-
tups. In the first setup, we compute the average gradient for the subset of weighs connecting to the
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Table 1: The sparsity of group of neurons at the penultimate layer. The average gradient sparsity
and the average gradient strength for subset of weighs that connect the corresponding group of
neurons at the penultimate layer with the layer before when without (wo) and with (w) group-wise

normalization.
GR SPASR \.933 768 .688 .643 .599 .560 .521 .478 .440 .389 .322

wowom‘ si((AWD)[ 502 502 .504 .502 .502 .503 .502 .502 .502 .502 .502
[AW![2| 4.13 411 4.15 413 4.13 415 4.15 4.14 4.14 4.16 4.17
W NORM ‘sl(Awg) 680 .681 .680 .681 .681 .680 .681 .680 .681 .680 .679

[AWL[| 237 234 231 .231 .229 .228 .227 .226 .224 222 218

TASK ID 1 3 5 7 9 11 13 15 17 19

wo nogy | SIAWD7007 860 818 654 600 475 336 268 247 219
|[AW![2| 1.55 1.13 2.26 3.50 3.35 4.65 4.41 4.65 7.21 8.52
wnory | SIAWT)T650 688690 692 .691 682 .682 .683 .669 .673
IAWL]5| 509 263 244 238 226 211 .180 .156 .202 .186

corresponding group of neurons over all tasks during learning. In the second setup, we compute
the average gradient for the subset of weighs connecting to the corresponding group of neurons but
per task and for all subsets of weights during learning. In the two setups, we considered the cases
where we do continual learning (i) with group-wise normalization and (ii) without group-wise nor-
malization. To show the influence of the sparsity of the group of neurons, we order the groups of
neurons according to their sparsity level. Then compute the average for the sparsity of the gradient
and the average for the strength of the gradient for the subset of the corresponding weighs, but sorted
using the previously computed sort index for the sparsity of the group of neurons. We compute the
sparsity using the method proposed by [Hoyer| (2004). In the following we present the results. In
Tab. (1| on the top, we show the results for the first setup. In the first row, we have the sorted average
sparsity for the groups of neurons. In the second row, we show the average gradient sparsity (or-
dered by the sort index for the sparsity of the group of neurons) for the subsets of the corresponding
weighs that connect the penultimate layer and the layer before. We can see that the sparsity levels
for the gradient of the subsets of the corresponding weighs do not change as the group sparsity level
changes. The gradient strength for the subsets of the corresponding weighs do not change when we
do not use normalization, while the gradient strength is higher for the groups with higher sparsity.
We assume that a sparser activation for a group of neurons represents a more distinctive feature for
the corresponding input sample (or batch of samples). Therefore, our argumentation is that when
the learning is more focused on the subset of weights that directly connect to the corresponding
sparse groups of neurons, we have less unwanted interference and neural network parameters over-
ride, since these parameters are considered/assumed to be more important for that sample (or batch
of samples). On the contrarily when the learning is not focused (in the case when we do not use any
other mechanisms) it might happen that we override parameters that are important for other samples
(tasks). The results in Tab. [T] on the top verifies our hypothesis that as we have sparser group of
neurons, we have more learning for the directly connected corresponding subset of weights. Thus,
our approach with its learning dynamics, benefits CL in avoiding parameter overriding and forget-
ting. In Tab. [T] on the bottom, we show the results for the second setup. The results demonstrate
that in the case when we use only experience replay, the sparsity level of the gradient for the subset
of corresponding weights that connect to the penultimate layer increases, while the average strength
of the same gradient decreases. In the case when we use normalization the average sparsity level of
the gradient for the subset of corresponding weights that connect to the penultimate layer remains
constant, while the average strength decreases.

To further support our claims and further see the impact of Table 2: The override/overlap and the
the gnor, we also run experiments in a setup as the privuis change in the neuron activation at the
experiment for our approach and the baseline without gnor, penultimate layer.

where we measured (i) the mean of the override/overlap be- CIFAR100

tween the representations from different tasks at the penulti- ER ONLY GNOR
mate layer and (ii) the change in the average activation of the =~ OVERLAP | 12.3z184.  3.19 z6.12
representation at the penultimate layer for the task samples =~ CHANGE | 11.5:120  4.30 030
during the continual learning over sequence of tasks. In Tab. [2] we can see that when we use gnor,
we have less change in the representations and less overlap between the representations. We explain
this using similar augmentation as earlier, it seems that it also impacts the override/overlap of the
representations at the penultimate layer.
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Ablations and Impact of gnor. Our ablation includes
continual learning in the single-pass regime using the CI-
FAR100 data set. As a model, we experimented with con-
volution neural network (Gupta et al., |2020), where we

Table 3: Ablation for gnor, we show re-
tained accuracy and backward transfer.

apply gnor at the penultimate layer and use 32 groups of ~—FASELINE | 3 4_l§i0'86 _19]‘3020'02
10 neural activation’s each. We set the reservoir size to0 oLy ER 54742080 -09.18+0.03
200 and replay memory batch size to 50. ONLY GNOR | 55.02z0.91 -05.67:0.36

GNOR+ER 60.21:3.76  -05.81x1.67

In Tab. |3} we show the results for the gnor ablation. We

see that the gnor drastically impacts both performance metrics, giving a huge gain in the retained
accuracy. Our algorithm with only the group-wise normalization (wo er) at the penultimate layer
has better performance than the experience replay-replay based one (wo gn), supporting the claims
about the effectiveness of the used gnor.

Due to space limitations, we leave the results about the in-
fluence of the group size, the used nonlinear activation, and
the grouping type in the appendix, together with the results

Table 4: Comparative results when
using different normalization tech-
niques, we show retained accuracy

about the impact of the replay memory batch size. and backward transfer.

CIFAR100

Comparison with Existing Work (Normalization Tech- NORM RA BTI

niques). In Tab. 4 we show the results in the single-pass WON | 54.74z080 -09.1820.03
regime using the CIFAR100 data set. We use different nor- BN 61.01:908¢ -04.30+319
malization techniques (with/without learning parameters) at GN 59.47+132  -02.20x.026
the penultimate layer in a setup identical as in the experi- LN 60.46:3.76  -02.46%.035
ments above. We use reservoir batch size of 20. In GN, CN CN 00.18+.080  -04.50:2.65
(we used implementation proposed by the authors) and gnor, loo 48.97x1.07  -07.53:0.63
we use 32 groups for fair comparison. In BN, GN, LN and | 56.00:1.00 -08.41:008
CN we found that if we use ReLu activation before normal- ~ ONOR | 61.76:205  -03.99:1.09

ization the average retained accuracy over BN, GN, LN and CN drops by 3%, therefore, we do not
apply non-linearity, whereas in gnor before normalization, we applied sT.

As we can see, despite the fact that
BN, GN, LN and CN learn normaliza-

Table 5: Task-agnostic regime results, we show retained
accuracy and backward transfer.

tion parameters, gnor has slightly bet- MNIST ROTATION ~ MNIST PERMUTATION
ter retained accuracy. This results sug-  METHOD RA BTI RA BTI
gests that it might not be necessary to ~ ONLINE 53.38x1.53 -05.4421.70 55.4220.65 -13.76x1.19
use normalization parameters, mitigat-  ER 76.69:0.35 -08.58:0.4 72.93:0.16 -09.63:0.59
ing the challenges of the "usual” learn- AGEM 61.02:0.15 -24.30:0.5 59.81x0.12 -21.1320.12
ing strategy (coping with outdated mo- ZIFLAML 32.;210.15 'g;';g*("” ;Z'Z?O‘OZ '83'2?*0‘02
L - . +0.11 - . +0.17 . +0.76 - . +0.75
inzlegtsn an(rlafgnts'rtwtltyf ‘;f tgfnnfrmnal; LWTA 79.61:080 -05.99:10 73.73:0.65 -07.37:0.97
ato fpa ; ¢ Sd(Z orge ‘i‘fz' gNOT - 5 ER 40.925226 -45.93:2.55 54.02:2.50 -28.46:2.25
outperforms £1 and £oo NOrMANZalion.  Gyog., | 81.56:0.53 -06.46:0.55 80.01:005 -04.78:0.17

We highlight that with /., we have
strong drop of performance, but there we also do not have group-wise competition, since after the
normalization with £, within each group of neurons, the max magnitude response is 1.

Comparison with Existing Work (Task- ...« 1
agnostic Regime). We used the MNIST- oo . %
rotations and MNIST-permutations data

aware regime, comparative results
when using the CIFAR10 data set.

. . . . MULTI SINGLE

sets in the task-agnostic continual learning  \'priop RA BTI RA BTI

regime. As a model, we used 2 layer feed- ER 75.0716.02 -2.24+1.26 59.30+6.57 -2.11z0.61
forward neural network (Javed & Whitel,  ygr _ _ 63.87+1.76 -2.150.04
2019), but applied group-wise normalization ~ AGEM 73.3242.33 -5.32+038 58.8440.91 -3.64+1.5
at the penultimate layer with configuration  LA-MAML| 77.98:331 -1.5420.12 58.3322.5 -0.41:0.55
Ny x J = 10 x 10. The reservoir size is LWTA 74.32+2.63 -5.01£1.14 58.62+33 -3.4520.02
1000 and we set batch size to 50. In Tab. EL WO ER 79.63+2.60 -2.54+0.08 58.09+3.68 -2.05+5.06
we present the results. In this regime, our ~ GNORio 79.60+2.96 -2.66:0.11 64.23x2.85 -1.07=0.19
approach has relatively gOOd performance GNOR25 80.12:3.83 -2.04+0.66 65.55+1.68 -1.22+0.27

using replay buffer with small size, but we found out that our algorithm achieves better performance
using medium buffer size.



Under review as a conference paper at ICLR 2023

Table 7: Task-aware regime (multi and single pass), comparative results. We show retained accuracy
(RA) and backward transferability (BTI) using the CIFAR100 and TinyImageNet data sets.

CIFAR100 TINYIMAGENET
MULTI SINGLE MULTI SINGLE

METHOD | RA BTI RA BTI RA BTI RA BTI

11D 85.600.40 - - - 77.101.06 - -

ER 59.7020.75 -16.50+1.0547.8820.73 -12.462083 48.23+1.51 -19.86+0.70 39.3820.38 -14.33+0.89
ICARL 60.47+1.09 -15.10+1.04 53.5521.69 -08.03+1.14 54.77+032 -03.9320.5545.79+1.49 -02.73+0.45
GEM 62.8020.55 -17.00£0.26 48.27+1.10 -13.7020.79 50.57x0.61 -20.5020.10 40.56+0.79 -13.53z0.65
AGEM 58.3720.13 -17.0320.72 46.9320.31 -13.40+1.44 46.38+1.34 -19.9620.61 38.9620.47 -13.66+1.73
MER - 51.38+1.05 -12.83+1.44 - - 44 .87+1.43 -12.53z0.58

META-BGD| 65.09:0.77 -14.83x0.40 57.4440.95 -10.60+0.4y - - 50.64+1.98 -06.60+1.73
LA-MAML | 70.08x0.66 -09.3620.47 61.18+1.44 -09.0020.24¢ 66.99+1.65 -09.1320.90 52.59+1.35 -03.70+1.22
LWTA 52.421256 -24.93+1.11 49.722043 -11.18202| 36.71x1.13 -23.852037 47.84+0.24 -9.49+0.91
WO ER 64.5520.18 -14.9110.93 55.0220.91 -05.67203q4 36.47+5.85 -14.35+2.48 52.17+2.29 -06.61+5.40
GNOR1g 71.100.28 -09.38+0.49 60.2410.54 -04.69:0.17 62.51£1.08 -06.6520.32 58.7020.81 -02.71+0.81
GNOR25 72.09:085 -08.84+0.13 61.48:3.15 -04.47:0.65 65.51=081 -05.76:0.17 58.40+1.45 -03.82+1.25
GNOR350 7191357 -08.39:2.03 60.21+3.76 -05.81:1.67 66.00+0.80 -05.97+0.03 58.9620.09 -03.51+0.29

On the MNIST rotations, the algorithm has the second best RA result, while on the MNIST per-
mutation, our approach is on-pair with a very slight gain in RA. We highlight that in comparing
algorithms like la-maml, an effective look-ahead mechanism learns the learning rate, adding %2 in-
crease in memory. In mer was used meta experience replay with extensive per sample meta updates-
based algorithm that helps avoid forgetting but increases the learning time. However, comparing our
approach to mer, it needs significantly less learning time.

Comparison with Existing Work (Task-aware Regime). We used the CIFAR10, CIFAR100, and
TinyImageNet data sets in the single-pass and multi-pass learning regimes. As neural network mod-
els, we used CNNS, equivalent to the ones used in|Gupta et al.[(2020). We apply gnor at the penulti-
mate layer and use configurations 10 x 32, 10 x 32 and 10 x 64, wherein N}, x J, J is the number
of local blocks and IV, its dimension. We set the reservoir size to 200, 200 and 400 for CIFARI10,
CIFAR100, and TinyImageNet, respectively, and experimented with a batch size of 10, 25 and 50.

In Tab. [6] we show comparative results in the single- and multi-pass regime using the CIFAR10 data
set (we use equivalent CNN that was used (Gupta et al.,|2020) for the CIFAR100, with the difference
in the activation at the penultimate layer). All comparing algorithms pass through the data only once
(number of glances equals 1) in the single-pass regime. In gnorz, Z denotes the size of the buffer
that uses the replay memory. As we can see from the results, the proposed algorithm outperforms the
comparing ones by 2.2% (multi-pass) and 2.58% (single-pass) while been computationally efficient.
It is interesting to note that the version with only gnor (no experience replay) is on-pair with the
proposed algorithm in the multi-pass regime. In Tab. [/} we show comparative results in the single-
and multi-pass regime using the CIFAR100 and TinyImageNet data sets. In the single-pass regime,
in our algorithm, we set the number of glances to 1, while we leave the comparing algorithms in
their respective configurations (Gupta et al., [2020). As we can see from the results, gnor on both
setups has high performance. On the CIFAR100 data set, we outperform the comparing ones in the
multi-pass regime, while we are on par in the single-pass regime. On the TinyImageNet data set,
we outperform the comparing ones by a large margin in the single-pass regime, while we are on
par in the multi-pass regime. We note that the variant with only group-wise normalization has solid
performance, outperforming the majority of the algorithms, demonstrating the gnor effectiveness in
avoiding possible forgetting.

6 CONCLUSION

In this paper, we proposed normalization over groups of distinct neurons at the penultimate layer
of the neural network together with a straightforward replay-based algorithm. We showed that such
normalization induces competition between the subset of weights that connect to the penultimate
layer enabling the model to reduce the chances of damaging interference and mitigating forgetting.
Our empirical results demonstrated that group-wise normalization drastically impacts performance,
providing gains compared to the existing methods and having low computational complexity.
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A APPENDIX

In the following, we provide the Appendix as part of the supplementary material to the main paper.

In Appendix Section A., we prove the alternative form for the back-propagation to make more
obvious at which part the gradient of the activation with respect to it arguments comes into use. In
Appendix Section B., we give additional comment about applying group-wise neuron normalization
with nonlinear activation, providing additional results. In Appendix Section C., we prove additional
result regarding performance comparison of existing normalization techniques and our gnor. In
Appendix Section D., we give very simple pythorch code implementation of the proposed group-
wise neuron normalization that induces group-wise neuron competition (gnor).

13



Under review as a conference paper at ICLR 2023

A. BACK-PROPAGATION ALTERNATIVE FORM

In the main text of the paper, we analyzed the influence of gnor that has during back-propagation, so

. . . . . . . R _ L-1
we were interested in the gradient of the activation with respect to its arguments, i.e., g&~! = g‘;,l .

In this appendix section, we give the full derivation of the equivalent form for the back-propagation,

. . L—1
and pinpoint where ?,:Li,l comes to play.

Consider a neural network that maps inputs x € R0 to outputs y € Rz, The forward pass reads

as:

a’ =x,

zl = Wlal~!t + bl le{l,--- L}, 4)
al = o(2!), le{l,---,L}.

Here, W! € RN*Ni-1 jg the weight matrix of layer [ (note that if we have convolution, we can
express it similarly as a matrix product multiplication), b! the corresponding bias vector. Where NN,
denotes the dimension of the layer [. The activation function is denoted by o, it processes the layer’s
weighted sum n' to the layer’s output a’.

Given data set, we define the training process of a neural network as an optimization over an objec-
tive function, usually called loss, that we denote as L. In other word, we want to find the parameters
(weights and biases) that minimize the cost function. The training is commonly done using a gra-
dient based rule. Therefore, the update relies on the gradient of £ with respect to weight W' and
the bias b', that is it relies on Vw £ and VL, respectively. Back-propagation facilitates the com-
putation of these gradients, and makes use of the chain rule to back-propagate the prediction error
through the network (Rumelhart et al.,|1986). We express the error vector at layer [ as:

S =VnLl, (&)
and further use it to express the gradients as

VwiL = a=hHT,

(6)
Vi L = 6"
The output layer’s error is simply given by
dar
5L=vaL/:@az—L, )

where © denotes the Hadamard element-wise product. Subsequent earlier layer’s error are computed
with

1
5= (W) T+ & %7 lef{l,---,L—1}. (8)
Z
where A usual parameter update takes on the form
(Wl)new =W' - BVwiL, 9

where [ is a positive learning rate.

14



Under review as a conference paper at ICLR 2023

B. ADDITIONAL COMMENT ON GROUP-WISE NEURON COMPETITION

B.1. RELEVANCE OF THE ORDER FOR THE OPERATIONS SPARSE CODING AND GNOR

Table 8: Results using the CIFAR100 data set in the single pass continual learning regime. At the
penultimate layer we used two different operating orders (i) gnor followed by sT and (ii) sT followed
by gnor, showing that the difference between the two is negligible.

ST ACTIVATION GNOR FOLLOWED
FOLLOWED BY GNOR BY ST ACTIVATION
RA BTI ‘ RA BTI

61.47x107  -04.34x134 | 61.302056 -04.07+094

Existing Methods (Normalization Followed by Nonlinear Activation). In the existing normaliza-
tion techniques like batch norm (loffe & Szegedy, 2015), group norm (Wu & He,, 2018)) and layer
norm (Ba et al.| 2016), it is common that we first apply the normalization and then the nonlinear
activation, i.e., a' = ReLu(bn(z')), where bn(z') is the batch norm in this example. It turn out
that when we use the existing normalization techniques (Ioffe & Szegedy, |2015; Wu & He, 2018;
Ba et al.,|2016) it makes a big difference whether (i) we first apply the nonlinear activation and then
the apply the normalization, or (ii) we first apply the normalization and then apply the nonlinear
activation. In the later case, using normalization with learnable parameters (loffe & Szegedyl |2015;
Wu & He, 2018; [Ba et al., |[2016), we might have degradation of performance. We mention this in
the paper as well as give additional results in Section C.

gnor. In our approach we found out that it dose not play a role if we first apply the nonlinear
activation (at least in the case of sT) and then the gnor, or the other way around. In the following we
will revisit the definition about gnor and give explanation.

In the main text, we construct a’ as a! = [(a})7, (a})7, ..., (a};,)T]T and define the group-wise
normalization as: l
A

a) = vgnor(z}) = HZ{II Vie{l,..,J}, (10)
J

where z’ are linear activation’s that belong to group j and ||z§|| is the /3-norm of z

L. We also
J J
mentioned that before the normalization, we can apply nonlinear activation, such as ReLu |Agarap
(2018), so we have aé. = vgmr(ReLu(zé»)), or with sparse coding transform sT (Ravishankar &
Bresler, [2015) we have:

) = vgnor (sT(z})). (11)

Note that the group-wise neuron competition is about the max magnitude neuron response that
should lay in the group with the highest sparsity. Therefore, when we apply the sT, we pronounce
the sparsity (ether before or after) within the group of neuron responses, and this should help the
group-wise neuron competition, since we remove (threshold out) some not-relevant “information”.

In Tab. [8] we give results that evaluated the above line of tough. We experimented using the CI-
FAR100 data set in the task-aware single pass regime. We set the reservoir size of 200 and use a
reservoir batch size of 20. As we can see in Tab. [8] the results suggest that the order of these opera-
tion dose not play a role. When we use the sT after the gnor, very slightly we have higher retained
accuracy, while when we use the sT before the gnor, very slightly we have better backward transfer.
So, the difference in results between the two are negligible.
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B.2. SOFT SPARSE CODING TRANSFORM VS HARD SPARSE CODING TRANSFORM

Table 9: Results using the CIFAR100 data set in the single pass continual learning regime. At the
penultimate layer we used two different sparse coding transforms (sT) (i) “hard” sT followed by
gnor and (ii) ”soft” sT followed by gnor.
HARD ST ACTIVATION SOFT ST ACTIVATION
RA BTI ‘ RA BTI
61.47x107  -04.34x134 | 60.86x037 -04.29x018

Hard Sparse Coding Transform. We define the "hard” sparse coding transform (sT) (Ravishankar
& Bresler, [2015)), as,
sT(z!) = zé- © tlj, (12)

J

Lo 1if (s } Lo : e \. — L NN/T s
where t;; = 1if [2},[ > A;, andt;; = Ootherwise, while \; = - >3;711" |2;,] is a spar-

sifying threshold. We have zlj as the linear activation’s that belong to group j € {1,2,...,J},
7' = [(le)Tv (ZZ2)T7 e (Z{])T]T e RN

Soft Sparse Coding Transform. The ”soft” sparse coding transform (sT) is similar to the "hard”
sparse coding transform, i.e.:

sTsoﬁ(zz) = szgn(zi) ) max(|z§-| —X;,0), (13)

where we define the sparsifying threshold as above. The difference between equation [[3]and equa-
tion [I2]is that in equation [I3]in addition to the tresholding to zero the magnitude of the nonzero
values are also reduced by the sparsifying threshold A;.

Although equation|I3]might have better bias/variance properties in classical signal processing appli-
cations, we empirically found out that equation[I2]works better in our continual learning regimes. In
Tab. [9] we verify this and give comparative results between “hard” and "soft” sT. We experimented
using the CIFAR100 data set in the task-aware single pass regime. We set the reservoir size of 200
and use a reservoir batch size of 20. We use sT ("hard” or ’soft”) followed by gnor. As we can see
in Tab. E], the hard” sT has an edge over “’soft” sT, with higher retained accuracy of .6%, while the
backward trasferability score is very similar between the hard” sT and the ”soft” sT.
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C. ADDITIONAL COMPARATIVE RESULTS WITH NORMALIZATION METHODS

Table 10: Results using the CIFAR100 data set in the single pass continual learning regime. We
show the performance when we use BN (loffe & Szegedy, 2015), GN (Wu & Hel [2018)), LN (Ba
et al.,|2016)) and CN (Pham et al.,|2022) at the penultimate layer. We experimented with ReLu before
and after the normalization.

LINEAR RELU NORMALIZATION
ACTIVATION FOLLOWED ACTIVATION FOLLOWED FOLLOWED BY
BY NORMALIZATION BY NORMALIZATION RELU

NORM RA BTI \ RA BTI \ RA BTI
BN 61.01+984 -04.30+319 | 56.90+205 -06.80:052 | 60.65:092 -06.93+0.54
GN 59.47+134 -02.20x.026 | 56.49:050 -04.50+020 | 58.732067 -04.66+2.89
LN 60.46:376  -02.46+.035 | 58.55:058 -05.53:013 | 58.14+1.72  -04.93+2.08
CN 60.18+.080  -04.50+2.65 58.26x0.68 -04.50x020 | 58.88:+165 -07.75:3.08

Table 11: Results using the CIFAR100 data set in the single pass continual learning regime. We
show the performance when we different activation functions.
ACTIVATION FOLLOWED  ACTIVATION WITHOUT
BY GNOR GNOR

fn RA BTI ‘ RA BTI

LIN 60.14:1.80  -06.22:037 | 55.89:038  -08.09:1.06

RELU | 54.61:098 -10.04x0.00 | 53.50:0.05 -09.81:0.37

STsoft | 60.861037  -04.29+0.18 | 53.63z0.75 -09.25:-0.61

ST 61.76:2.03  -03.99:1.00 | 54.74z080 -09.18x0.03

In Tab. [I0] we show the results in the single-pass regime using the CIFAR100 data set. We compare
against existing normalization techniques, including including BN (loffe & Szegedy, [2015), GN
(Wu & He, 2018), LN (Ba et al.,[2016) and CN (Pham et al., 2022). We used equivalent convolution
neural network as in (Gupta et al.| 2020), and we apply the normalization at the penultimate layer.
We use reservoir of size 200 and reservoir batch size of 20. In the GN, CN and gnor, we use 32
groups with 10 neuron activation’s each for fair comparison.

As we can see in Tab. [I0]on the left side on the top, when we do not apply non-linearity, BN, GN, LN
and CN have good performance in both RA and BTI. While when we used ReLu activation followed
by BN, GN, LN or CN we have lower retained accuracy (RA) and backward transferability (BTI).
That is the retained accuracy over BN, GN, LN and CN drops by an average of around 3.5%. In the
case when we preform the operations in the reversed order, that is BN, GN, LN or CN followed by
ReLu the results have a bit higher retained accuracy compared to the previous ones. However, we
still have lower retained accuracy compared to the linear activation by an average of around 2%. We
also observed that when we used a sT activation followed by BN, GN, LN or CN, we had a strong
degradation of performance (during training, the objective value got stuck at a certain value and was
not able to improve/learn for the experimented normalization methods). We also tried out instance
normalization (IN) (Ulyanov et al.,[2016)) in a equivalent setup as before, but similarly as above, we
were not able to make the model to learn.

In Tab. [[2]on the bottom, we show the influence of the used nonlinear activation function before the
gnor. As activation function we experimented with linear, ReLu, and sT. As reported in the main
text, we can see that not all combinations of activation function followed by gnor are useful.

In Tab. [T0] and Tab. [I2] we can also see that our approach with "hard” sT and gnor has the best
performance.

Influence/Impact of Group Size, Nonlinear Activation, and grouping Type. To see the influence
of the local group size for the gnor, we show the results with and without gnor in Tab. [T2} We see that
we achieve better performance when using groups with smaller size under gnor. We conclude that
the used neural network with group size 10 has the highest performance. We contribute this to the
weighting in error propagation induced by the gnor that is more localized. This appears to help avoid
forgetting. In Tab. we show the influence of the used nonlinear activation function before the
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Table 12: Results using the CIFAR100 data set in the single-pass learning regime. Top Left. The
impact on the that local block size IV, in the retained accuracy (RA) and the backward transferability
(BTI). Top Right. The impact of the used grouping that results in non-overlapping blocks. Bottom
Right. The impact of the used non-linearity. Bottom Left. Comparison between gnor and LWTA,
using normalization 1. at the penultimate layer and 2. at at all feed-forward layers.

W NORM WO NORM

NpyxJ RA BTI RA BTI
320x01| 44.33:0.33 -09.54+2.8354.87+0.97 -9.08+0.52 GR. LINEAR NONLINEAR
160x02| 48.95+0.12 -10.09+1.4854.610.50 -9.0220.59 TYPE ‘ RA BTI RA BTI
080x04| 53.2520.17 -09.12:0.2854.76+0.36 -8.942042 REG 60.14+1.80 -6.22:0.37 60.21+3.76 -5.81x1.67
040x08| 57.1321.85 -07.5820.1254.87+2.69 -8.48+1.57 SORT | 60.38+1.27 -5.98+0.26 60.49+4.53 -5.54+1.71
010x32| 60.21+3.76 -05.81+1.6754.74+0.80 -9.18+0.03 RANg | 60.38+3.05 -5.4120.30 37.80+7.30 -4.21+1.17
005x64| 60.18+1.14 -05.05:0.0354.87:0.52 -8.93+0.83 RANgy| 61.21+1.20 -5.1520.11 36.24+0.57 -4.19+0.43

W NORM WO NORM ‘ W NORM WO NORM
fn RA BTI RA BTI RA BTI RA BTI
LIN 60.14+1.80 -06.22+0.3755.89+0.38 -08.09:1.06 LWTA; | 32.70x1.30 -6.482034 50.20+2.17 -10.4620.16
RELU| 54.61:0.98 -10.04+0.0053.500.05 -09.81:0.37 GNOR; | 60.21:3.76 -5.81x1.67 54.74x0.80 -09.18x0.03
LWTA| 32.70:1.30 -06.4820.3450.20:2.17 -10.4620.16 LWTA;z| 29.90<0.21 -4.41s0.11 48.18+0.38 -09.85x0.44
ST 60.21:3.76 -05.81+1.6754.74+0.80 -09.1820.03 GNORy;| 61.43:0.73 -5.2620.00 54.33+1.70 -08.77+1.04

gnor. As activation function we experimented with linear, relu, LWTA and equation The results
show that not all combinations of activation function followed by gnor are useful. Interestingly, we
can achieve good performance even without using any nonlinear activation function, signifying the
role and importance of gnor in combating forgetting for continual learning. The performance drops
when using the LWTA nonlinear activation function with gnor. Since LWTA with gnor neglects the
magnitude of the activation within the local block, putting its value either —1 or 1, which represents
a loss of important information related to the competitive nature. In Tab. we show comparative
results between convolutions neural networks that have sT and gnor on all of the feed-forward layers
and only on the penultimate layer. As comparing nonlinear activation functions, we use LWTA
and equation As we can see from the results, applying the combination of nonlinear activation
function followed by gnor on all feed-forward layers does not lead to big improvement. The identical
network with the same nonlinear activation function and gnor only at the penultimate layer retains
comparable accuracy. This result supports our claim that it is sufficient to have gnor only at the
penultimate layer. In Tab. [I2] we show the impact of the grouping type used to form the local
groups. We apply fixed, regular grouping on non-overlapping groups of equal sizes. In addition, we
compare the grouping into distinct neurons done on the neural activation at the penultimate layer
sorted by their magnitude. We also compare with the grouping done on the neural activation at the
penultimate layer but randomly permuted from their natural order. We apply either one random
permutation at each update to all responses from the batch of data or as many random permutations
as the number of data in the batch (one random permutation for each data response). Interestingly,
we can see that the type of grouping does not play much of a role in achieving high performance.
The group-wise normalization with random grouping achieves the highest RA.

Impact of the Replay Memory Batch Size. In
Tab. [I3] we give results about the impact of the

Table 13: Ablati Its, i t of th 1
used batch size for the replay memory. Chain- e ation results, timpact of the replay

ing the balance between the available data from batgilflze' W NORM WO NORM

the current task and memory does not hurt per- SIZE| RA BTI RA BTI

formance. On the contrary, we can see that 10 60.24+0.54 -4.69+0.17 50.1816.45 -11.716.83
the performance of the algorithm slightly im- 15 | 61.23:2.14 -4.571.03 51.13+1.38 -10.42x0.77
proves‘ The method gives results Wlth Shght 20 61.76+2.03 =3.99+1.09 51.87+2.73 -10.25+2.41
difference and peaks performance in retained 25 61.48+3.15 -4.47+0.65 53.0020.60 -09.18=+0.08
accuracy when using a batch size of 20. On 30 61.43+0.77 -4.33+0.04 52.1420.36 -10.46+1.19
the other hand, when we do not use gnor, as we 35 59.72+0.68 -6.13+0.83 53.09+1.02 -10.01+0.12
. i . ; ’ . 40 60.61+1.27 -5.48+0.41 54.1121.81 -08.70+1.43
increase the batch size, we have an increase in - 45 | 59914937 -6.09:030 54.53+2.95 -08.9521.04
performance, but the results have lower accu- 50 | 60.2123.76 -5.8141.67 54.7420.50 -09.1820.03

racy compared to using the sT activation func-
tion followed by gnor. We assume that this is due to the used group-wise normalization. The update
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of the network parameters is localized so that the strong update component that might lead to strong
parameters overwrite is balanced out.
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D. GROUP-WISE NEURON COMPETITION IMPLEMENTATION

D.1. GROUP-WISE NEURON COMPETITION (GNOR) PYTHORCH IMPLEMENTATION

In the following we prove a pythorch implementation of the group-wise normalization (gnor) that
induces group-wise neuron competition between subsets of weighs.

def gnor(a, group_size, num_of_groups) :
# gnor implementation
# assuming shape_1 group_sizexnum_of_groups
shape_0, shape_1 = a.shape
a = a.reshape (shape_0, group_size, num_of_groups)
a = torch.nn.functional.normalize(a, p=2, dim=1) .reshape (shape_0, shape_1)

return a

We note that before applying the gnor, we also apply “hard” sparse coding transform (sT) (for more
details please see Appendix Section B.2.).

D.2. HARD SPARSE CODING TRANSFORM (ST) PYTHORCH IMPLEMENTATION

In the following, we give the pythorch implementation for the “hard” sparse coding transform.

def st (z, group_size, num_of_groups):
# sT implementation
shape_0, shape_1 = z.shape
# compute the threshold per group of neuron activation

r = z.reshape (shape_0, group_size, num_of_groups ) .detach() .clone/()
tr = torch.abs( r ) >= torch.mean( torch.abs(r), 1) .unsqueeze(l)

# set to zero the components below the threshold

a = z % tr.float () .reshape (shape_0, shape_1)

return a
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