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Abstract

In recent developments in scientific machine learning (SciML), neural surrogate
solvers for partial differential equations (PDEs) have become powerful tools for
accelerating scientific computation for various science and engineering applica-
tions. However, training neural PDE solvers often demands a large amount of
high-fidelity PDE simulation data, which are expensive to generate. Active learning
(AL) offers a promising solution by adaptively selecting training data from the PDE
settings–including parameters, initial and boundary conditions–that are expected to
be most informative to help reduce this data burden. In this work, we introduce
PaPQS, a Plug-and-Play Query Synthesis AL framework that synthesizes infor-
mative PDE settings directly in the continuous design space. PaPQS optimizes
the Expected Information Gain (EIG) while encouraging batch diversity, enabling
model-aware exploration of the design space via backpropagation through the neu-
ral PDE solution trajectories. The framework is applicable to general PDE systems
and surrogate architectures, and can be seamlessly integrated with existing AL
strategies. Extensive experiments across different PDE systems demonstrate that
our AL framework, PaPQS, consistently improves sample efficiency over existing
AL baselines.

1 Introduction

Partial differential equations (PDEs) are fundamental tools for modeling a wide range of physical
phenomena in science and engineering. Traditional numerical solvers, such as finite difference and
finite element methods [1], provide accurate solutions but often entail significant computational costs,
especially when high spatial and temporal resolutions are required. The high computational cost
becomes a critical bottleneck in applications involving fast or extensive evaluations, especially for
consequent uncertainty quantification, optimization, and decision-making [2, 3].

Neural PDE solvers have recently been developed as efficient surrogates to alleviate this cost, enabling
accelerated uncertainty analysis and decision making [4, 5, 6, 7]. Unlike typical supervised learning
tasks, training neural PDE surrogates must account for spatiotemporal complexity and sensitivity to
initial and boundary conditions, particularly in complex systems with chaotic or highly nonlinear
dynamics. Therefore, randomly simulating many high-fidelity trajectories is impractical, given its
prohibitive time and cost. These challenges motivate the development of new active learning (AL)
methods tied to PDE systems, which seek to improve data efficiency by selectively querying the most
informative PDE settings rather than relying on exhaustive data. Recent studies have evaluated AL
for neural PDE surrogates, aiming to reduce the number of expensive simulations while maintaining
neural surrogate model accuracy [8, 9, 10, 11, 12, 13].
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One representative class is adaptive active sampling approaches [10, 14, 15, 16], which prioritize train-
ing points based on PDE residuals estimated over continuous coordinates. However, these methods in-
herently rely on coordinate-based surrogates such as physics-informed neural network (PINN) [17, 18]
and cannot be readily applied to widely used grid-based neural surrogates such as U-Net [7, 19].
Another class typically relies on pool-based selection strategies [8, 13, 20, 21, 22], which are con-
strained by the limited coverage of candidate pools and lack flexibility to explore the continuous
design space. Moreover, since the pool is agnostic to the neural surrogates, these methods cannot
dynamically respond to training progress or the model uncertainties, limiting the ability to refine
queries. Furthermore, predictive variance is commonly used as the acquisition function in scientific
modeling to evaluate data informativeness based on the model’s epistemic uncertainty [8, 12, 21].
But maximizing the variance could lead to chaotic PDE solutions that distort acquisition signals,
particularly under recurrent prediction settings [5, 7, 23]. Meanwhile, feature-based acquisition
methods [13, 24, 25] emphasize input diversity but do not account for the relationship between
PDE settings and model parameters. While recent pool-based methods have explored combining
uncertainty- and diversity-based criteria [26, 27], they often require careful designs and remain
limited to discrete candidate sets. There is a pressing need for a general mechanism that can flexibly
plug into various acquisition strategies and enhance them by enabling continuous and adaptive query
synthesis for the neural PDE solver problem.

To address these limitations, we propose a Plug-and-Play Query Synthesis (PaPQS) active learning
framework for neural PDE solvers that directly synthesizes informative PDE settings in the continuous
design space. Rather than depending on a fixed candidate pool, our framework optimizes a batch
of candidate settings by ascending the expected information gain (EIG) – an acquisition function
that directly interacts with the neural PDE solver and its parameters. By explicitly targeting the
reduction of the posterior uncertainty, our framework dynamically explores high-informative regions
while avoiding instability-prone areas that can mislead traditional uncertainty-based methods. We
also introduce a policy function that incorporates an entropy-based regularization term to balance
informativeness and batch diversity, encouraging wide coverage of the continuous search space and
mitigating mode collapse. Importantly, PaPQS is designed in a plug-in style and can be readily
combined with well-studied active learning strategies to further boost performance. This makes it a
versatile framework that improves both the resolution and flexibility of sample acquisition, ultimately
leading to more efficient training of neural PDE surrogates.

In summary, our main contributions include:
• We propose PaPQS that directly synthesizes informative PDE settings in the continuous search

space, overcoming the rigidity of pool-based strategies. It considers both EIG and batch diversity,
enabling adaptive exploration in the continuous space.

• We introduce an efficient critic-based approach to estimate EIG and its gradient with respect
to the parametrized search space, allowing batch optimization to ascend informativeness. Our
framework is extensible to general PDE systems and neural PDE surrogate architectures.

• Extensive experiments demonstrate that PaPQS generalizes well across diverse PDE systems
and surrogate architectures, achieving consistent gains in sample efficiency and showing strong
compatibility when combined with existing active learning strategies.

2 Background

2.1 Neural PDE surrogates

We focus on PDEs over a spatial domain X and temporal domain [0, T ], with solution u(t,x) ∈ RNc ,
where Nc denotes the number of physical variables or channels. Without loss of generality, the PDE
formula can be written as follows:

∂tu = F (λ, t,x,u, ∂xu, ∂xxu, . . . ), (t,x) ∈ [0, T ]×X (1)

u(0,x) = u0(x), x ∈ X ; B[u](t,x) = 0, (t,x) ∈ [0, T ]× ∂X (2)

Here, B is the boundary condition. In this paper, we restrict our attention to periodic boundary
conditions – the most commonly used setting in SciML studies [28] – for simplicity and in line with
prior benchmarks [13]. λ ∈ Rl denotes the PDE parameters (e.g., viscosity in the Navier–Stokes
equations), and u0 represents the initial state of the system. We define the initial condition (IC),
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ψ = (u0,λ), which includes both initial state and PDE parameters in this paper, could be drawn
from a target input distribution pT (ψ) = pT (u

0)pT (λ). One popular choice for IC generator is that
draws u0 from a superposition of sinusoidal functions with random parameters [28] and samples λ
from a uniform distribution Uniform(a, b). In this paper, we use this method to generate ICs and
select or synthesize ICs via their generative parameters.

The ground-truth PDE solution is traditionally computed using a numerical solver that iteratively
propagates the state forward in time, which is often computation-demanding and time-consuming.
To accelerate such PDE simulations and enable real-time decision-making, neural surrogates have
emerged as efficient alternatives [4, 7, 18, 29] and achieved success in various domains [8, 30, 31]. In
this paper, we discuss the neural PDE solver with an autoregressive setting that predicts the next state
as û(t+∆t, ·) =Mθ(û(t, ·, λ)). The training data consists of input-output pairs (ψ,u), where ψ
is from the IC generator and u is the trajectory simulated by a numerical solver. The model is trained
by minimizing the root mean squared error (RMSE):

LRMSE(u, û) =
1

NtNxNc

Nt∑
i=1

Nx∑
j=1

∥u(ti, xj)− û(ti, xj)∥22,

where û is the predicted solution from the neural surrogate model, Nt and Nx denote the resolution
of the discretized temporal and spatial domains, respectively. While this autoregressive setting serves
as an example, we note that our proposed framework broadly applies to other types of neural PDE
surrogates.

2.2 Expected information gain

The Expected Information Gain (EIG) is a principled acquisition criterion widely used in Bayesian
optimal experimental design (BOED), where the goal is to select experimental conditions that
maximize the information gained about unknown parameters [19]. With the IC input tuple ψ, neural
surrogate model parameters θ, and observed solution fields u, it is formally defined as:

EIG(ψ) ≜ Ep(θ)p(u|θ,ψ)

[
log

p(u|θ,ψ)
p(u|ψ)

]
, (3)

where p(θ) is the prior distribution over surrogate parameters θ, p(u|θ,ψ) is the likelihood function
given a data point u at ψ. This expression captures the expected reduction in posterior uncertainty
and forms the basis of information-theoretic acquisition in BOED and active learning.

2.3 Active learning for neural PDE solvers

We now provide a formal problem definition of our active learning framework for neural PDE solvers.
The goal is to train a more accurate neural PDE solverMθ using fewer labeled data points. Let
Strain denote an initial training dataset, andMθ be the model trained on it. At each AL iteration, we
aim to sample batches of informative ICs, Sitr, query their labels (i.e., solve the numerical solvers),
and augment the training set. This procedure is expected to yield faster convergence compared
to randomly sampled ICs. We then retrain Mθ on the updated dataset Strain ∪ Sitr, and evaluate
performance on a held-out test set with ICs drawn from the target distribution pT (ψ).

A standard practice in active learning for neural PDE solvers is the pool-based methods [8, 13,
21, 22, 32], where a candidate pool Spool is randomly sampled prior to active learning. At each
iteration, a subset of informative ICs Sitr is selected from Spool according to a predefined acquisition
function, labeled using numerical solvers, and added to the training set. The selected samples are
subsequently removed from Spool. For the acquisition function considering interactions between
model and data, the majority of existing studies rely on the predictive variance estimated either by
model ensembles [13, 32] or inferred from the predictive distribution of probabilistic models [8].

3 Method

We now introduce our proposed AL framework PaPQS for neural PDE solvers, illustrated in Fig. 1.
Instead of selecting from a fixed candidate pool, PaPQS operates directly in the continuous space of
ψ = (u0,λ), synthesizing informative ICs by ascending the policy function. This design supports
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Figure 1: Overview of our PaPQS framework, including (a) the active learning pipeline for neural
PDE solvers guided by PaPQS (red part) with (b) iterations of the PaPQS procedure (green part).

higher-resolution surrogate training, greater sampling flexibility, and more efficient data acquisition.
Moreover, we aim for a plug-and-play design that can be readily applied to refine candidate ICs from
existing AL strategies.

Based on this idea, we produce batches of ICs, S∗batch = {ψ1, · · · ,ψNbatch
}, with high informativeness

– which is evaluated by the policy function – and label them for neural PDE surrogate’s training at
each AL iteration. Starting from an initial batch S(0)batch, the IC synthesis process can be formulated as
an optimization objective:

S∗batch = argmax
Sbatch

π(Sbatch) , (4)

where π(·) is the policy function that quantifies the informativeness of a given batch through an
acquisition measure and a diversity term. In our framework, this optimization is performed via a
gradient-based update procedure with explicit control of batch diversity as described in Sec. 3.1. The
acquisition measure in π(·) is defined as the EIG, whose estimation and gradient computation are
detailed in Sec. 3.2.

3.1 Gradient-based operator

The optimization can be further designed to jointly capture individual informativeness and overall
batch diversity. The synthesis of the next IC is guided towards regions of higher acquisition function
scores, thereby improving the utility of individual new samples to acquire. Simultaneously, we impose
a diversity-aware tradeoff to prevent the batch from collapsing into redundant regions, ensuring that
the selected samples remain representative and diverse. This joint consideration enables us to
synthesize training batches that are both informative and well-spread in the design space.

Specifically, we boost individual IC samples ψ via gradient ascent on the acquisition function using
Adam optimizer [33], the single update step is

ψ
(n+1)
i = ψ

(n)
i + α · m̂(n)

√
v̂(n) + ϵ

, (5)

where A denotes the acquisition function that directly determines the gradient direction for ICs
refinement, instantiated as the EIG in this work (see Sec. 3.2), v̂(n) = β2

1−β2
·v(n−1)+(∇

ψ
(n)
i
A(ψ(n)

i )2

and m̂(n) = β1

1−β1
·m(n−1) +∇

ψ
(n)
i
A(ψ(n)

i ) are moment terms, α is the step size determining the
magnitude of IC movement and n ∈ [0 : Nstep] denotes the n-th update step.

Eq. (5) facilitates an adaptive and gradient-based search procedure for active query synthesis in
continuous design space, guiding each sample toward more informative regions while maintaining
numerical stability through moment-based updates. In particular, a larger update step Nstep promotes
broader exploration, allowing the optimizer to escape suboptimal basins and identify regions with
higher expected information gain, while smaller step emphasize local exploitation, refining samples
within high-EIG neighborhoods and maintaining batch-level diversity. This adaptive mechanism
provides a principled trade-off between exploration and exploitation, crucial for efficient active
learning on IC query synthesis.
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To further enhance batch quality and ensure that the transformed samples are both informative and
well-distributed, we introduce an entropy-based diversity regularization term, which is expressed by

H(ψ(n)
i ;Strain,S(n)batch) = log 2Dk(ψ

(n)
i ;Strain,S(n)batch)−

1

d
ψ

(n)
i

𭟋(N
Dk(ψ

(n)
i )

+ 1). (6)

Here, H(·) could be regarded as an batch entropy estimator based on the k-nearest-neighbor and
Kozachenko–Leonenko entropy [34, 35], with Dk(ψ

(n)
i ;Strain,Sbatch) is the distance between ψ(n)

i

and its k-nearest neighbor in the space of Strain ∪ S(n)batch, N
Dk(ψ

(n)
i )

denotes the number of training

points whose distance to ψ(n)
i is less than Dk(ψ

n
i ), dψ(n)

i
is the dimensions of ψ(n)

i , and 𭟋(·) is the
digamma function. This entropy term penalizes samples either densely clustered or located in regions
already sufficiently represented by labeled data.

The policy function π(·) now consists of an acquisition term A(·), which indicates informativeness,
and a diversity regularization termH(·), which measures spatial diversity. At each update step, it is
calculated by

π(ψ
(n)
i ) = A(ψ(n)

i ) + γ · H(ψ(n)
i ;Strain,S(n)batch), (7)

where γ is a hyperparameter balancing each term. Finally, we use this policy score to determine
whether to retain each updated sample, i.e.,

ψ
(n+1)
i =

{
ψ

(n+1)
i if π(ψ(n+1)

i )− π(ψ(n)
i ) > η,

ψ
(n)
i otherwise,

(8)

where η is a threshold that filters out non-contributive updates.

3.2 EIG-based acquisition function and gradient estimation

Previous works on active learning for neural PDE solvers often adopt predictive variance – typically
estimated from ensembles [13, 21] or probabilistic models [8] – as the acquisition criterion. However,
predictive variance can yield misleading acquisition signals in neural PDE settings for two reasons.
First, many PDEs exhibit chaotic or highly sensitive behavior (e.g., the KS equation), where predictive
variance may spike in response to small perturbations, without indicating true informativeness.
Second, neural PDE solvers often adopt recurrent prediction schemes, where small prediction errors
accumulate over time, further amplifying variance and distorting the acquisition signal [5, 7]. These
effects can drive the synthesis toward uncertain yet unstable and uninformative regions of the IC
space, ultimately degrading sample efficiency and model performance.

We adopt EIG (3) as our acquisition function as it effectively quantifies the expected uncertainty
reduction over model parameters on potential observations, justified in Appendix A.1.
Claim 1. Not all uncertainty is epistemically informative. It is therefore crucial to distinguish
whether the observed uncertainty arises from a lack of knowledge about the model parameters
(epistemic) or from intrinsic trajectory instability (aleatoric or chaotic) that cannot be reduced
through learning [36]. Suppose predictive variance is used as the acquisition function. Then,
preferred regions may reflect high prediction uncertainty (formulated as Varθ∼p(θ)[E[u | θ, ψ]]),
which can be dominated by chaotic sensitivity rather than epistemic uncertainty, and thus fail to
provide useful information about θ. In contrast, EIG explicitly quantifies the informativeness of ψ with
respect to updating the model parameters by minimizing posterior uncertainty, thereby prioritizing
epistemically informative regions and supporting robust, data-efficient neural PDE surrogate learning

Estimating EIG requires access to the likelihood function p(u|θ,ψ) [37, 38]. However, since most
neural PDE surrogates are implicit models without tractable likelihoods, we instead estimate the
EIG by leveraging its equivalence to mutual information (MI). Specifically, we employ the MINE-f
estimator as a lower bound on mutual information [39, 40]. This can be expressed as:

EIG(ψ) ≜ MI(u|ψ; θ) = DKL(p(θ,u) ∥ p(θ)p(u))
≥ Ep(θ,u)[Tϕ(θ,u)]− e−1Ep(θ)p(u)[e

Tϕ(θ,u)], (9)

where Tϕ(θ,u) is a neural critic function parameterized by ϕ with neural solver parameters θ and
predictions u as input.
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At each AL iteration, parameters ϕ could be optimized by maximizing (9) over the joint samples
(θi,ui) ∼ p(θ)p(u|θ,ψ) and independent samples θi ∼ p(θ) and ui ∼ p(u|θj ,ψ), where θj is
another sample from p(θ) with j ̸= i. To draw posterior parameter samples after training with the
currently updated p(θ), an easy and popular way is to train an ensemble of surrogate models, where
each model corresponds to a different approximate posterior sample [41]. Instead, we adopt a more
efficient method, SWA-Gaussian (SWAG) [42], since it avoids the time-consuming ensemble training
process, which is important for typical computationally constrained AL settings.

Using SWAG, the posterior samples θi are generated as follows:

θi = θSWA +
1√
2
· Σ

1
2

diagz1,i +
1√

2(K − 1)
Dz2,i, z1,i ∼ N (0, Idθ

), z2,i ∼ N (0, INSWA). (10)

Here, we denote Θ = {θk}k∈[1,NSWA] the trajectory of parameters θ in the last NSWA neural solver
training epochs. Then θSWA is the mean value of Θ. Σdiag is the variance calculated by Σdiag =

diag( 1
NSWA

∑NSWA
k=1 θ

2
k − θ2SWA). D is the deviation matrix comprised of columns Dk = θk − θSWA.

For computational efficiency and to focus uncertainty estimation on the output space, we apply this
sampling procedure solely to the output layer of the neural surrogate, keeping all preceding feature
layers fixed, justified by the following proposition.
Proposition 1. Let nerual PDE surrogate model parameters be partitioned as θ = (θfeat, θout),
where θout is fixed and only θout is sampled. Assume that uncertainty over surrogate predictions u is
dominated by the output layer parameters θout, i.e., p(u | θ, ψ) = p(u | θout,ψ). Then, the expected
information gain (EIG) can be approximated by sampling only θout, i.e., EIG(ψ) = I(θ;u | ψ) =
I(θout;u | ψ). A valid lower bound on the EIG can be estimated by sampling only θout, given by:

EIG(ψ) ≥ Ep(θout,u) [Tϕ(θout,u)]− e−1Ep(θout)p(u)

[
eTϕ(θout,u)

]
. (11)

Proof is provided in Appendix A.2. Posterior sampling can be performed without additional training
cost based on (10), and can be computed inO(NSWAdθ) time. We note that this approach could also be
replaced by other efficient posterior approximation techniques, depending on practical considerations.

As for the sample of u, it corresponds to the predictions derived by the neural PDE solver, given
a sample pair (θi,ψi). Here, we use the ICs ψ ∈ S(0)batch as inputs to get predicted solutions
[u(t,ψ; θ)]

t∈[1:T ],ψ∈S(0)
batch

and form joint samples as (θi,u(t,ψ; θi)). Based on this setting, the
training dataset for optimizing MINE-f is constructed to align the distribution of ICs to be updated, en-
abling it to effectively estimate the EIG during the gradient ascent process. To obtain the independent
samples, we perform a random batch permutation over the set of joint samples.

With the MINE-f serving as a lower-bound estimator, we can now compute the gradient described
in Eq. (5). Besides, we can also estimate the gradient with respect to the critic parameters ϕ, i.e.,
∇ϕA(ψ(n)

i ). We therefore adopt an amortized update strategy [38] that jointly updates both the ICs
ψ and the critic network ϕ, which improves the accuracy and stability of EIG estimation throughout
the gradient ascent process. The gradient at the n-th update step is then calculated as follows:

∇
ψ

(n)
i
A(ψ(n)) = ∇

ψ
(n)
i

(
Ep(θ,u)[Tϕ(θ,u)]− e−1Ep(θ)p(u)[e

Tϕ(θ,u)]
)

≈ 1

Nt

Nt∑
t=1

∇
ψ

(n)
i

Tϕ(θi,ui(t,ψi; θi))−
e−1

Nbatch

Nbatch∑
j=1

eTϕ(θi,uj(t,ψj ;θi))


=

1

Nt

Nt∑
t=1

∇ui
Tϕ(θi,ui(t,ψi; θi)) · ∇ψ(n)

i
ui(t,ψi; θi), (12)

∇ϕA(ψ(n)) ≈ 1

Nt

Nt∑
t=1

∇ϕTϕ(θi,ui(t,ψi; θi))−
e−1

Nbatch

Nbatch∑
j=1

∇ϕe
Tϕ(θi,uj(t,ψj ;θi))

 . (13)

For computational efficiency, we compute gradients only at three prediction steps – {1, ⌊Nt/2⌋, Nt}
– and average them to update the ICs. The complete procedure of our framework is provided in
Appendix B.
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4 Experiments

To discuss the efficacy and efficiency of the proposed PaPQS, we focus on the following research
questions empirically: (1) Performance. Does PaPQS work? Fig. 2 compares PaPQS with state-of-
the-art baselines using four commonlhy tested PDEs; (2) Generalizability. Does it support versatile
neural PDE surrogate architectures? Fig. 3a verifies the adaptability of PaPQS across different models;
(3) Reusability. Does PDE data synthesized by one architecture improve the training performance
of other architectures? Fig. 3b presents a case under the cross-architecture setting; (4) Efficiency.
Does it achieve comparable or superior performance with reduced training time? Figs. 3c and 3d
present an ’accuracy vs. wall-clock time’ analysis to demonstrate the data efficiency of the proposed
PaPQS. (5) Component. How do components work? Figs. 4a and 4b conduct ablation studies to
dissect the influence of each mechanism. (6) Sensitivity. What is the impact of varying parameters?
Fig. 4c offers a sensitivity analysis of the key hyperparameters – the number of gradient update steps.
Additional empirical results and case studies are provided in Appendix E.

4.1 Problem Setup

PDEs, neural surrogates, and baselines. We consider four PDEs with periodic boundary
conditions as studied in a recent AL4PDE benchmark [13]: (1) Burgers’ equation with vis-
cosity [28]: ∂tu + u∂xu =

(
ν
π

)
∂xxu; (2) Kuramoto–Sivashinsky (KS) equation [11]: ∂tu +

u∂xu + ∂xxu + ν∂xxxxu = 0; (3) Combined Equation (CE) [43] with the forcing term δ = 0:
∂tu+ ∂x

(
αu2 − β∂xu+ γ∂xxu

)
= 0; (4) Compressible Navier-Stokes equation [28] in 2D space

(2D-CNS): ∂tρ + ∇ · (ρv) = 0, ρ (∂tv + v · ∇v) = −∇p + η∆v + (ζ + η/3)∇(∇ · v),
∂t
(
ϵ+ ρv2/2

)
+ ∇ ·

[(
p+ ϵ+ ρv2/2

)
v − v · σ′] = 0. We include three neural PDE surro-

gate solvers: (1) a modern U-Net [5] for PDE modeling; (2) SineNet [7] – an improved U-Net that
mitigates feature misalignment by evolving high-resolution features through multiple sequential
waves and achieves the state-of-the-art performance; (3) the Fourier Neural Operator [44] (FNO).
The hyperparameters used for IC generation and neural PDE solvers are aligned with those in
AL4PDE [13], with full details provided in Appendix C.

We compare our proposed AL framework with the following baselines: (1) random sampling and
Latin Hypercube sampling (LHS) as static Design of Experiment (DoE) baselines; (2) pool-based
AL strategies with predictive variance of an ensemble of models as the acquisition function. We
select samples by Top-K and stochastic batch active learning [45] (SBAL) methods; (3) pool-based
strategies with the feature-based input selection, including CoreSet [24] and LCMD [25]; (4) a
hybrid strategy that first aggregates features using LCMD or Core-Set, and then applies BAIT [46] to
minimize the average posterior predictive variance [25] over the aggregated features.

Implementation details. We adopt the same training settings for the neural PDE solvers as those
used in the AL4PDE [13] benchmark. For the hyperparameters in the gradient-based operator (cf.
Eqs. (5)-(8)), we perform ten gradient ascent steps for each batch of ICs, using a step size of α = 0.01
scaled by the range of each parameter’s range. We set the balance hyperparameter γ to 0.5, and the
filter threshold η to the median of the policy score computed in each batch. For EIG estimation, we
record the parameter trajectory of the last 30 training epochs for the SWAG calculation in (10). As for
the architecture of the neural critic function Tϕ(θ,u), we employ a convolutional module to reduce
the dimension of input θ and u, and then fuse them by a 3-layer MLP. Detailed training schedule and
layer information are provided in Appendix D.

4.2 Performance comparison and model analysis

Comparison of AL methods. We report the average root-mean-square-error (RMSE) and 95%
confidence interval in Fig. 2 and Tables E1- E4. Results show that our PaPQS consistently improves
model performance over baseline AL strategies for neural PDE surrogates. Besides, combining
PaPQS with existing AL methods (e.g., SBAL and LCMD) outperforms their stand-alone counterparts.
For example for the Burgers’ equations, our method reduces the average RMSE across iterations
by 48.7%, 15.3%, and 7.4% when applied to candidate ICs obtained by random sampling, SBAL,
and LCMD methods. This indicates that PaPQS provides the most benefit when paired with less
informed strategies such as random sampling, with diminishing but consistent gains when combined
with stronger baselines. This validates its strength as a general-purpose refinement module that
enhances sample informativeness across diverse acquisition methods. The varying gains across
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Figure 2: Error of U-Net over the number of trajectories in the training set. The shaded area represents
the 95% confidence interval of the mean estimation calculated over multiple seeds.
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Figure 3: (a) RMSE on 2D-CNS equation: solid and dashed lines denote the random and ran-
dom+PaPQS strategies. (b) RMSE on Burgers’ equation: U-Net is used as the evaluation model,
with either U-Net or FNO as the acquisition model. (c) RMSE on Burgers’ equation over time. (d)
Runtime of each part of our PaPQS in the “temporal behavior” example.

PDEs can be attributed to differences in temporal and spatial complexity. For 2D-CNS equations,
the improvement is moderate, which may be due to the system’s complex, multi-variable coupling
that makes informative IC optimization more challenging. Nevertheless, our method consistently
provides stable performance improvement. With the results on Burgers’ equations, characterized
by simpler dynamics, showing pronounced benefits, the adaptability of our PaPQS framework has
been demonstrated across diverse regimes including all these four PDE systems. We further evaluate
our framework by changing the neural surrogate architecture. As shown in Fig.3a, PaPQS steadily
reduces RMSE across all tested architectures, demonstrating its robustness and versatility.

Data reusability. We evaluate data reusability by testing whether a dataset synthesized using one
neural surrogate architecture can benefit the training of another. Specifically, we train an FNO model
to estimate the EIG and corresponding gradients, while retaining a U-Net as the evaluation model.
Results are shown in Fig. 3b. Both U-Net and FNO-guided synthesis significantly outperform random
sampling in downstream evaluation, even when the evaluation model (U-Net) differs from the model
used for acquisition (FNO). This highlights the strong reusability and cross-model generalization of
our IC synthesis, demonstrating the plug-and-play nature of our framework.

Temporal behavior. We evaluate the temporal behavior by tracking model performance over data
generation time, which, for PaPQS, includes the total time consumption on training an acquisition
model for EIG and related gradient estimations, training the neural critic function, gradient ascent,
and simulation. Here, we estimate the acquisition function with an FNO with 30 training epochs,
including 10 SWAG epochs for uncertainty estimation, and evaluate the performance with a U-Net
model. Results in Fig. 3c indicate that PaPQS yields substantially lower RMSE than random sampling
for the same data generation time budget. Although PaPQS introduces additional computations, these
components account for less than 1/15 of the total runtime compared to simulation, as shown in
Fig. 3d. The enhanced IC quality resulting from PaPQS leads to faster surrogate training convergence,
underscoring its strong practical efficiency.

Different acquisition functions. We assess the impact of the acquisition function used in gradient
ascent updates. While PaPQS employs EIG by default, we substitute it with predictive variance
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Figure 4: (a) RMSE and runtime for updating a batch of ICs on the Burgers’ equation under different
acquisition functions. (b) RMSE and queried PDE parameter (viscosity) distributions with and without
diversity regularization on the Burgers’ equation. (c) RMSE on the Burgers’ and KS equations under
different update step settings.

estimated from an ensemble of neural PDE solvers. The results are shown in Fig. 4a. Overall,
both acquisition functions achieve comparable performance across all dataset sizes, consistently
outperforming the random baseline. Notably, in some iterations, the predictive variance method
exhibits slightly wider confidence intervals, suggesting it may introduce instability in AL. More
importantly, our EIG method offers significantly lower computational cost. This stems from the
gradient structure: EIG estimation in PaPQS relies on a contrastive formulation where gradients from
negative samples can be safely truncated, since their trajectories are independent of the target IC (cf.
Eq. (12)). In contrast, predictive variance requires multiple forward and backward passes for the same
IC under different parameters, all of which contribute non-zero gradients. Consequently, optimizing
variance incurs higher memory and runtime overhead, making EIG a more efficient choice for query
synthesis.

Effect of diversity regularization. We evaluate the effectiveness of the proposed diversity reg-
ularization term in (6), with results presented in Fig. 4b. Incorporating the entropy-based term,
PaPQS achieves 10% improvement in RMSE over its non-diversity counterpart during the first two
iterations, while maintaining comparable performance in the latter two stages. This reflects the
utility of the diversity term in scenarios with limited computational resources, where only a small
number of labeled PDE simulations can be acquired and each query must be highly informative. As
shown in the bottom panel of Fig. 4b, removing the diversity term causes the acquisition function to
concentrate samples near the boundaries of the viscosity space – regions that typically exhibit high
epistemic uncertainty but yield limited incremental information. This sampling bias results in poor
coverage of the parameter space and hampers surrogate model training. In contrast, the proposed
entropy-based regularization encourages broader and more balanced exploration across the viscosity
domain, facilitating the acquisition of diverse dynamics and reducing redundancy in the training data.
This leads to more sample-efficient learning and faster generalization with fewer labeled simulations.

Effect of update steps. We conduct a parameter sensitivity analysis to investigate how varying the
number of gradient update steps Nstep affects the performance of our PaPQS framework. As shown
in Fig. 4c, increasing the number of update steps from 10 to 50 yields minor improvements in RMSE
on both the Burgers’ and KS equations. This indicates that a small number of steps (e.g., Nstep = 10)
already achieves strong performance. Notably, the time complexity of the gradient operator scales
linearly with the number of update steps. In practice, this parameter’s setting can be flexibly adjusted
based on computational resources and target performance, enabling a practical trade-off between
efficiency and efficacy.

5 Conclusion

We present PaPQS, a plug-and-play active learning framework that synthesizes informative PDE
settings through flexible exploration in continuous design space, different from existing pool-based AL
methods for neural PDE solvers. By jointly optimizing expected information gain and batch diversity,
PaPQS enables uncertainty-aware, adaptive query synthesis instead of relying on fixed candidate
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pools, accelerating the training of neural PDE solvers. Experiments across diverse PDE systems
and surrogate architectures show that PaPQS consistently improves data efficiency, generalizes
across acquisition strategies, and achieves consistent gains in performance and runtime. While
PaPQS performs well on simpler PDEs (e.g., Burgers’ equation), its benefit is more modest on tightly
coupled multi-field systems (e.g., 2D compressible Navier–Stokes). Future work may explore refined
update strategies (e.g., adaptive step sizes or physics-informed regularization) to further improve such
complex dynamics and extend active learning strategies to the temporal domain.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly present the motivation, proposed PaPQS
framework, and key contributions.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We explicitly discuss the limitations of PaPQS and directions for future work
in Sec. 5
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: We clearly stated the assumption of the proposed proposition. We also provided
a detailed theoretical analysis in Appendix A.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper describes all implementation details, including framework procedure,
model architectures, training configurations, and data generation. Relevant descriptions are
specified in Sec. 4, Appendix C and D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the code and script in the supplementary material and will publish
it after accept.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper includes all experimental details. Relevant descriptions are specified
in Sec. 4, Appendix C and D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We conduct multiple runs with different random seeds and report the 95%
confidence interval.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We record the required computational resources and runtime in Sec. 4 and
Appendix E.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research strictly adheres to the NeurIPS Code of Ethics. No ethical
concerns arise in data usage, model development, or experimentation.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work focuses on improving data efficiency for training neural PDE solvers.
It does not directly lead to societal applications.

Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our work does not involve the release of high-risk models or data with potential
for misuse. It focuses on scientific surrogate modeling and does not pose safety concerns.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We use the AL4PDE benchmark [13], which is released under the MIT License.
We have credited the authors and respected the license terms accordingly.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We introduce a new implementation of the PaPQS framework and will release
the codebase along with documentation.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our work does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not include any experiments involving human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This research does not involve the use of large language models as an original,
important, or non-standard component.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Theoretical Analysis

A.1 Claim 1

Suppose predictive variance is used as the acquisition function. Then, preferred regions may reflect
high prediction uncertainty, suffering from strong chaos without necessarily providing information
about θ. In contrast, EIG explicitly quantifies the informativeness of ψ with respect to updating
the model parameters, thereby better supporting robust and data-efficient neural PDE surrogate
learning.

Theoretical insight on linear case. To provide analytical intuition, we consider a simplified linear
surrogate model

ut+1 = ψw + ϵ,

where ψ denotes the design variable (e.g., initial condition), w ∼ N (0,Σw) represents the model
parameters, and ϵ ∼ N (0, σ2) is the additive noise capturing aleatoric or measurement uncertainty.

The expected information gain is defined as the mutual information between u and w given ψ:

EIG(ψ) = I(w;u | ψ) = H(u | ψ)−H(u | w,ψ).
Under the linear model, we have

u | w,ψ ∼ N (ψw, σ2), w ∼ N (0,Σw),

which implies the marginal distribution

u | ψ ∼ N (0, ψΣwψ
⊤ + σ2).

Hence, the conditional entropies can be computed as

H(u | w,ψ) = 1
2 log

(
2πeσ2

)
, H(u | ψ) = 1

2 log
(
2πe(ψΣwψ

⊤ + σ2)
)
.

Subtracting the two gives

EIG(ψ) = H(u | ψ)−H(u | w,ψ)
= 1

2 log
(
2πe(ψΣwψ

⊤ + σ2)
)
− 1

2 log
(
2πeσ2

)
= 1

2 log

(
ψΣwψ

⊤ + σ2

σ2

)
= 1

2 log
(
1 + ψΣwψ

⊤

σ2

)
.

This closed form shows that EIG(ψ) depends purely on the epistemic uncertainty term ψΣwψ
⊤,

while the additive noise variance σ2 only acts as a normalization constant in the logarithmic term.

Similarly, the predictive variance can be expressed as

V [u | ψ] = Vw[ψw] + Vϵ[ϵ] = ψΣwψ
⊤ + σ2.

Unlike EIG(ψ), the predictive variance includes both epistemic and aleatoric contributions, and can
therefore be inflated by stochastic noise unrelated to model learnability. This distinction clarifies why
EIG serves as a more principled acquisition objective for active learning—it explicitly measures the
expected reduction in parameter uncertainty. In contrast, predictive variance may overemphasize
chaotic or noisy regions.

As for the optimization property, since Σw ≻ 0 ensures that the quadratic form ψΣwψ
⊤ is convex

and the outer function log(1+x) is strictly concave and monotonic, the compositionEIG(ψ) defines
a concave objective. Thus, maximizing EIG(ψ) corresponds to a convex optimization problem
(maximization of a concave function), for which gradient ascent guarantees convergence to the global
optimum in this linear regime.

Although the exact closed-form EIG is intractable in nonlinear PDE surrogates, this linear analysis
provides theoretical support for the gradient-based optimization strategy adopted in PaPQS. It also
explains why the EIG-based critic naturally filters out uninformative, noise-dominated regions and
promotes robust and data-efficient query synthesis in complex PDE settings.
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Illustrative example. To support our claim that the expected information gain (EIG) is more re-
liable than predictive variance in selecting informative samples under chaotic PDE dynamics, we
present both visual and quantitative evidence based on an active learning case study of the Ku-
ramoto–Sivashinsky (KS) equation. The detailed settings are as follows:

• PDE: we consider the 1D KS equation, a canonical model exhibiting spatiotemporal chaotic
dynamics, defined as ∂u

∂t + u∂u
∂x + ∂2u

∂x2 + ν ∂4u
∂x4 = 0. The equation is solved under periodic

boundary conditions on a spatial domain of length L = 64, discretized using Nx = 256
spatial grid points. Time integration is performed over Nt = 800 steps with a fixed time
step size ∆t = 0.01;

• Initial Condition (IC) ψ: the viscosity parameter ν is sampled from the range [0.05, 0.1].
u0 is constructed as a sum of random sinusoidal modes to induce variability and richness
in dynamical behavior, which could be formulated as u0 =

∑Nw

i=1Ai sin (2πkix/L+ ϕi).
Here, Nw is the wavenumber, Ai is the amplitude ranging from [−1, 1], ki is the frequency
sampled from [1, 10], and ϕi is the phase from [0, 2π]. We perform uniform sampling for all
parameters to determine initial conditions;

• Surrogate modelMθ: We adopt a probabilistic autoregressive neural network as the surro-
gate model to learn the evolution dynamics of the KS equation. Given the state ut at time
step t, the model predicts the distribution of the next state ut+1 by outputting the mean
and log-variance of a Gaussian distribution, i.e., pθ(ut+1|ut) = N (µθ(ut), diag(σ

2
θ(ut))),

where both µθ(·) and log σ2
θ(·) are parameterized by a shared multilayer perceptron (MLP)

with two hidden layers and dropout regularization. The model is trained with a Gaussian
negative log-likelihood (NLL) loss:

LNLL =
1

2

Nx∑
i=1

Nt∑
t=1

[
logσ2(t+ 1, i) +

(u(t+ 1, i)− µ(t+ 1, i))2

σ2(t+ 1, i)

]
. (14)

To reduce computational cost while preserving temporal dynamics, we train the model to
predict an up-sampled trajectory by selecting every 40 frames from the original simulation,
resulting in 20 autoregressive prediction steps.

To directly compare the difference between two acquisition functions, we consider a pool-based
active learning scheme, which follows the steps below:

1. We randomly sample 30 trajectories from the PDE simulator to form an initial labeled set.
10 trajectories are used to train the surrogate model, and another 20 trajectories are held as
the test set;

2. Next, we construct a candidate pool of 200 unlabeled samples by varying the ICs within the
prescribed design space;

3. Each candidate is scored using one of the two acquisition functions – predictive variance or
EIG – and the top 10 samples are selected and added to the training set. Their estimation
methods are provided in Algorithms A1 and A2;

4. The surrogate model is then fine-tuned on the augmented dataset, and its performance is
evaluated on the test set.

This single-round selection process enables a direct and fair comparison of the informativeness of the
two acquisition strategies under identical conditions.

We repeat this experiment 10 times with different random seeds and report the RMSE and 95%
confidence interval after training on the selected PDE data. The variance-based method yields an
RMSE of 4.748±0.116, while the EIG-based selection achieves a lower RMSE of 4.688±0.092.
The EIG-guided AL achieves lower errors, indicating more effective sample selection for model
improvement. We further visualize ground-truth PDE trajectories selected by predictive variance
and EIG-based acquisition functions in Fig. A1 to investigate the types of dynamics favored by each
method. We observe that predictive variance tends to select highly chaotic trajectories characterized
by rapidly changing modes, spatial discontinuities, and temporal irregularities (e.g., samples 19,
141, and 42). This is expected, as predictive variance reacts strongly to output variability, which
is amplified in chaotic regions. However, such samples – despite their high uncertainty – may be
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Algorithm A1 Predictive Variance Estimation via Dropout Sampling

Input: Initial condition ψ, surrogate modelMθ with dropout, number of samples Ns, prediction
horizon Nt

Output: Predictive variance estimate σ2
total

1: for s ∈ [1, Ns] do
2: Randomly sample a modelM(s)

θ by Dropout
3: Get mean and variance predictions {µ(s)(t, x),σ(s)2(t, x)}t∈[1,Nt] via autoregressive rollout
4: end for
5: Get epistemic variance by computing the empirical variance of mean predictions, i.e., σ2

epistemic ←
Vars

[
{µ(s)}

]
s∈[1,Ns]

6: Get aleatoric variance by averaging the variance prediction, i.e., σ2
aleatoric ← Es[{σ(s)2}s∈[1,Ns]

7: Get total variance by adding the epistemic and aleatoric variance: σ2
total ← σ2

epistemic + σ
2
aleatoric

8: return σ2
total

Algorithm A2 Expected Information Gain Estimation via Nested Monte Carlo

Input: Initial condition ψ, surrogate modelMθ with dropout, number of outer samples Ns, number
of inner samples Nm, prediction horizon Nt

Output: Estimated expected information gain EIG(ψ)
1: Initialize total EIG estimate EIG← 0
2: for s ∈ [1, Ns] do
3: Sample a modelM(s,0)

θ by Dropout
4: Get mean and variance predictions {µ(s,0)(t, x),σ(s,0)2(t, x)}t∈[1,Nt] via autoregressive roll-

out
5: Sample a trajectory u(s) from N (µ(s,0),σ(s,0)2)

6: Compute log-likelihood via log p(u(s)|θs,0)← logN (u(s);µ(s,0),σ(s,0)2)
7: for m ∈ [1, Nm] do
8: Sample another modelM(s,m)

θ by Dropout
9: Get mean and variance predictions {µ(s,m)(t, x),σ(s,m)2(t, x)}t∈[1,Nt] via autoregressive

rollout
10: Compute log-likelihood via log p(u(s)|θs,m)← logN (u(s);µ(s,m),σ(s,m)2)
11: end for
12: Estimate marginal log-likelihood by log p(u(s))← 1

M

∑M
m=1 p(u

(s) | θs,m)
13: end for
14: Estimate the EIG by EIG(ψ)← 1

Ns

∑Ns

s=1
log p(u(s)|θs,0)

log p(u(s))

15: return EIG(ψ)

less informative for model training due to their intrinsic unpredictability. In contrast, EIG tends
to prioritize relatively stable trajectories that are still dynamically rich but exhibit more learnable
patterns, avoiding excessively chaotic regions that may hinder learning. This allows the surrogate
model to extract more meaningful gradients, leading to faster convergence under a limited sample
budget.

A.2 Proposition 1

Let neural PDE surrogate model parameters be partitioned as θ = (θfeat, θout), where θout is fixed
and only θout is sampled. Assume that the dominant sources of epistemic uncertainty of the model can
be captured by θout [47]. Then, a valid lower bound on the EIG can be estimated by sampling only
θout, given by: EIG(ψ) ≥ Ep(θout,u) [Tϕ(θout,u)]− e−1Ep(θout)p(u)

[
eTϕ(θout,u)

]
,

Proof. We start from the definition of expected information gain (EIG) under the full model parameter
space θ = (θfeat, θout). Given input condition ψ and model prediction u, EIG is defined as:

EIG(ψ) = Eθ∼p(θ) [KL (p(u | θ,ψ) ∥ p(u | ψ))] ,
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(a) Predictive variance selection (b) EIG selection

Figure A1: The visualization of ground-truth PDE trajectories selected by different acquisition
functions.

where p(u | ψ) =
∫
p(θ)p(u | θ,ψ)dθ is the marginal predictive distribution.

Now, we assume that the feature extractor parameters θfeat are fixed to some constant θ∗feat. This
implies that the prior over parameters becomes:

p(θfeat, θout) = δ(θfeat − θ∗feat) · p(θout), (15)

and the predictive distribution simplifies accordingly:

p(u | θ,ψ) = p(u | θ∗feat, θout,ψ) := p(u | θout,ψ). (16)
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Substituting this into the definition of EIG, we obtain:

EIG(ψ) = E(θfeat,θout)∼p(θ) [KL (p(u | θfeat, θout,ψ) ∥ p(u | ψ))]

=

∫ ∫
δ(θfeat − θ∗feat) · p(θout) ·KL (p(u | θfeat, θout,ψ) ∥ p(u | ψ)) dθout dθfeat

=

∫
p(θout) ·KL (p(u | θ∗feat, θout,ψ) ∥ p(u | ψ)) dθout

=

∫
p(θout) ·KL (p(u | θout,ψ) ∥ p(u | ψ)) dθout

= Eθout∼p(θout) [KL (p(u | θout,ψ) ∥ p(u | ψ))]
= Mutual-Information(θout,u | ψ)
≥ Ep(θout,u)[Tϕ(θout,u)]− e−1Ep(θout)p(u)[e

Tϕ(θout,u)]. (17)

This completes the proof.

B Algorithm of PaPQS

The complete algorithm of the proposed PaPQS is provided in Algorithm B1.

Algorithm B1 The proposed PaPQS active learning framework.

1: Randomly sample Ninitial IC batches and simulate their PDE solutions to build the cold-start
training dataset Strain.

2: Train neural surrogateMθ with Strain by SWAG to update surrogate parameter distribution p(θ)
3: for itr ∈ active learning iteration do
4: Obtain 2itr−1 ×Ninitial batches of ICs S(0)batch = {ψ1, · · · ,ψNbatch

}.
5: Obtain the samples of θ by Eq. (10) and joint samples {(θi,u(ψi, t; θi)) | θi ∼ p(θ),ψi ∈

S(0)batch, t ∈ [1 : Nt]}. Permute joint samples to get independent samples.
6: Train neural critic function Tϕ(·) by maximizing Eq. (9).
7: for each Sbatch do
8: for n ∈ total update steps Nsteps do
9: for each t ∈ [1 : Nt] do

10: Predict u(ψbatch, t; θ) and estimate EIG by Eq. (9).
11: if t ∈ {1, ⌊Nt/2⌋, Nt} then
12: Calculate the gradient by Eqs. (12)-(13)
13: end if
14: end for
15: Average the gradients across time steps.
16: Conduct the gradient ascent as by Eq. (5)
17: Calculate the policy score by Eq. (7) and determine whether to retain each update.
18: end for
19: end for
20: Simulate all updated batches of ICs to get the ground truth and add them to Strain
21: Train neural surrogateMθ with Strain by SWAG to update parameter distribution p(θ)
22: end for

C Details of PDEs and Neural Surrogates

In this section, we describe the neural PDE solvers evaluated in our study in Sec. 4 of the main text,
along with the procedures used to generate their initial conditions and corresponding hyperparameters.
We note that our settings are aligned with the AL4PDE benchmark1 [13] for consistency and fair
comparison.

1https://github.com/dmusekamp/al4pde
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C.1 PDEs and their parameters

Burgers’ equation. We consider the one-dimensional (1D) viscous Burgers’ equation, a canonical
nonlinear PDE used to model wave propagation and shock formation:

∂tu+ u ∂xu =
ν

π
∂xxu, (18)

where u denotes the velocity field, and ν > 0 is the viscosity coefficient. The equation is equipped
with periodic boundary conditions and initialized by a prescribed function u(x, 0). Following
previous benchmarks [13, 23, 28], we sample PDE parameters on a logarithmic scale. Specifically,
each parameter λi is first uniformly sampled from [0, 1) and then transformed to its domain [a, b) via

λi = ai exp

(
log

(
bi
ai

)
λi

)
. (19)

Kuramoto-Sivashinsky (KS) equation. The KS equation is a nonlinear fourth-order PDE that
models spatiotemporal chaos in systems such as flame fronts and thin film flows. In one dimension, it
takes the form:

∂tu+ u ∂xu+ ∂xxu+ ν ∂xxxxu = 0, (20)
where u denotes the scalar field over space and time, and ν > 0 controls the strength of the
fourth-order dissipative term. The KS equation exhibits complex nonlinear dynamics and serves
as a canonical testbed for studying spatiotemporal chaos and instability-driven pattern formation.
Following the AL4PDE [13] configuration, the dissipation coefficient ν is treated as a varying
parameter, sampled uniformly from the range ν ∈ [0.5, 4).

Combined equation (CE). The CE is a nonlinear conservation law that generalizes several classical
PDEs by combining nonlinear advection, diffusion, and dispersion [43]. It is formulated by:

∂tu+ ∂x
(
αu2 − β ∂xu+ γ ∂xxu

)
= 0, (21)

where u denotes the scalar field, and α, β, and γ are scalar coefficients. By choosing different tuples
(α, β, γ), this formulation recovers well-known equations such as the Heat equation with (0, 1, 0),
Burgers’ equation with (0.5, 1, 0), and Korteweg-de-Vries equation with (3, 0, 1). We follow the
standard setup adopted in AL4PDE [13] that (α, β, γ) are sampled uniformly from their respective
ranges, with α ∈ [0, 3), β ∈ [0, 0.4), and γ ∈ [0, 1).

Compressible Navier-Stokes (CNS) equation. The CNS equations govern the evolution of a
compressible viscous fluid by conserving mass, momentum, and energy [28]. It can be written in the
non-conservative form as:

∂tρ+∇ · (ρv) = 0, (22)

ρ (∂tv + v · ∇v) = −∇p+ η∆v +
(
ζ +

η

3

)
∇(∇ · v), (23)

∂t

(
ϵ+

1

2
ρ∥v∥2

)
+∇ ·

[(
p+ ϵ+

1

2
ρ∥v∥2

)
v − v · σ′

]
= 0. (24)

Here, the equation has four fields for a 2D system, ρ denotes the density, v is the velocity vector
including two components, and p is the pressure. The viscosity terms involve shear viscosity η and
bulk viscosity ζ, and σ′ denotes the viscous stress tensor. We follow AL4PDE [13] and sample PDE
parameters η and ζ independently from a log-uniform distribution in the range [10−4, 10−1).

C.2 Initial conditions

Initial conditions are generated using the force density method (FDM) based JAX simulator and
the IC generator from PDEBench [28]. Each initial condition is constructed as a superposition of
sinusoidal waves:

u0(x) =

Nw∑
i=1

Ai sin

(
2πkix

L
+ φi

)
, (25)

where Nw denotes the number of wave components, L is the spatial domain length, and Ai, ki, and
φi represent the amplitude, wave number, and phase of the i-th component, respectively.
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For the Burgers’ equation, we set Nw = 2. The amplitudes Ai and phases φi are sampled uniformly
from [0, 1) and [0, 2π), respectively, while the wave numbers ki are integers sampled from [1, 5). In
addition, we apply a windowing operation by setting all values outside the interval [xL, xR] to zero
with a probability of 10%. Here, xL is sampled uniformly from [0.1, 0.45] and xR from [0.55, 0.9].
Furthermore, the sign of u0 is flipped randomly with a probability of 10%.

For the KS equation, we set Nw = 10. The amplitudes Ai and phases φi are sampled uniformly from
[−1, 1) and [0, 2π), respectively, while the wave numbers ki are integers sampled from [1, 10).

For the CE, we setNw = 5. The amplitudesAi and phases φi are sampled uniformly from [−0.4, 0.4)
and [0, 2π), respectively, while the wave numbers ki are integers sampled from [1, 3).

For the 2D-CNS equation, the initial condition of each physical field (velocity, density, and pressure)
is constructed as a superposition of 2D sinusoidal modes:

u0 = v0(x, y), ρ0(x, y), p0(x, y) =
∑

(kx,ky)∈K

Akx,ky sin
(
2π(kxx+ kyy) + φkx,ky

)
, (26)

where K = [−ktot, ktot] × [−ktot, ktot] \ {(kx, ky) | kx = 0 or ky = 0}. We set ktot = 4. For each

mode, the amplitude is set deterministically as Akx,ky = 1/ 4

√
k2x + k2y. The corresponding phases

φkx,ky
are uniformly sampled in the range [0, 2π). After summing over all modes, the velocity

magnitude is normalized to match a sampled target Mach number from [0.1, 1). Then, we enforce the
positivity of the density and pressure channels. The raw density field ρ0(x, y) is rescaled to a positive
field as

ρ0(x, y) = ρ̄

(
1 + ∆ρ

ρ0(x, y)

maxx,y |ρ0(x, y)|

)
, (27)

where ρ̄ is the base density sampled from [0.1, 10) and ∆ρ from [0.013, 0.26). The pressure field
p0(x, y) is transformed analogously using its own scale ∆p sampled from [0.04, 0.8), and offset
p̄ = T̄ ρ̄, where T̄ is sampled from [0.1, 10). Finally, we apply a windowing operation by setting all
values outside the interval [0, 1] to zero with a probability of 50%.

C.3 Grids

We consider neural PDE solvers that require discretizing both the spatial and temporal domains. The
domain length and grid resolution configurations for each PDE are summarized in Table C1.

Table C1: Domain lengths and resolution configurations for each PDE. Simulation Res. denotes
the resolution settings used in the numerical simulations, while Neural Surrogate Res. refers to the
resolution settings used during neural PDE surrogate training.

PDE Temporal Domain Spatial Domain Simulation Res. Neural Surrogate Res.

Nt (Nx, [Ny]) Nt (Nx, [Ny])

Burgers [0, 2] [0, 1] 201 (1024) 41 (256)
KS [0, 40] [0, [0.1,100)] 801 (512) 41 (256)
CE [0, 4] [0, 16] 501 (64) 51 (64)

2D-CNS [0, 1] [0, 1] × [0, 1] 21 (128, 128) 21 (64, 64)

C.4 Neural surrogates

U-Net. We employ an enhanced U-Net architecture [5] as one of the neural PDE surrogates. This
architecture improves the traditional U-Net architecture [48] by incorporating recently developed
components with improved performances in computer vision tasks, including Wide ResNet-style
convolutional blocks [49], group normalization [50], and spatial attention mechanisms [51]. It
additionally replaces max-pooling with downsampling layers to improve multi-scale feature extraction.
To further enhance its capacity for modeling complex physical dynamics, it introduces a Fourier U-
Net variant, which integrates Fourier Neural Operator layers [44] into the deeper encoder and decoder
blocks. This hybrid design allows the model to efficiently capture both global and local spatial
dependencies via fast Fourier transforms and mode-specific weight multiplication. Compared to
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standard U-Nets, this architecture leverages Fourier representations to effectively capture multi-scale
PDE dynamics, enabling generalized modeling across diverse physical systems.

Fourier Neural Operator (FNO). We employ FNO [44] as a neural PDE surrogate due to its
efficiency and widespread adoption in scientific machine learning. FNO is designed to learn mappings
between infinite-dimensional function spaces, enabling efficient solutions as surrogate modeling
of complex PDEs. Unlike conventional neural networks, FNO operates in the Fourier space by
parameterizing the integral kernel and applying transformations via the Fast Fourier Transform
(FFT), allowing efficient modeling of global spatial dependencies with quasi-linear complexity.
Its architecture lifts input functions to high-dimensional spaces, processes them through Fourier
layers and nonlinear activations, and projects them back to the output domain. FNO supports mesh
invariance, resolution generalization, and efficient inference, making it well-suited for modeling
complex PDEs across a wide range of scientific applications.

SineNet. We employ SineNet [7] as another neural PDE surrogate. Conventional U-Nets, while
effective for multi-scale spatial processing, suffer from temporal misalignment in skip connections
for latent feature evolution across time. SineNet mitigates this issue by stacking multiple U-shaped
network blocks – called waves – each advancing the solution over a small temporal interval. This
multi-stage design reduces misalignment and improves modeling accuracy. Each wave combines
sequential and parallel multi-scale processing through disentangled block residuals, enhancing
expressiveness while maintaining parameter efficiency via adaptive channel widths. Its ability to
capture complex temporal dynamics and support variable time steps makes SineNet a robust choice
for scientific modeling.

Hyperparameters. We follow the settings provided in the AL4PDE benchmark [13]. For U-Net, we
use the GELU activation function [52] and Fourier-based conditioning [51], with a channel multiplier
of [1, 2, 2, 4] and 16 hidden channels, resulting in 3.38M and 9.18M parameters for 1D and 2D
versions, respectively. The implementation of FNO also adopts the GELU activation but uses an
additional input channel for conditioning. It consists of 4 layers, with a width of 64 in 1D and 32 in
2D cases, respectively. The number of Fourier modes is set to 20. The parameter counts are 0.68M
(1D) and 6.56M (2D). Lastly, for SineNet, we apply the GELU activation and Fourier conditioning,
with 32 hidden channels and four sequential U-Net “waves”. The 2D version of SineNet contains
approximately 5.02M parameters.

D Further implementation details of the proposed PaPQS

D.1 Initial condition search space

To enable gradient-based optimization, we restrict our search space to be continuous and differentiable.
The search space includes all PDE parameters and continuous scalar parameters used in constructing
the initial states. Discrete or non-differentiable parameters (e.g., wave numbers and spatial windowing
bounds) are excluded from the optimization process. For the Burgers’ equation, we include viscosity
v, amplitudes A, and phase φ. For the KS equation, we include viscosity v, domain length L,
amplitudes A, and phase φ. For the CE, we include coefficients α, β, and γ, amplitudes A, and phase
φ. For the 2D-CNS equation, we include shear viscosity η, bulk viscosity ζ, phase φ, Mach number,
base density ρ̄ and its scale ∆ρ, as well as base pressure and its scale ∆p.

D.2 Neural critic function

We design a neural critic function Tϕ(θ,u(t, ψ)) based on the Mutual Information Neural Estimation
(MINE) framework [39] to estimate mutual information (equivalent to EIG as discussed in the main
text) between the last-layer parameters of neural surrogates and trajectory predictions. The critic
function learns to assign a score to paired samples (θ,u(t, ψ)) by approximating their log-density
ratio. It consists of two input branches: a parameter encoder for θ ∈ Rdθ and a trajectory encoder for
u(t, ψ) ∈ RX×Nc , where X is 1D or 2D spatial grid coordinates in our study and Nc is the number
of physical fields.

The θ-branch is a multilayer perceptron (MLP) composed of two linear layers with the ReLU
activation functions that projects the input into a compact latent representation. The u-branch
employs either a 1D or 2D convolutional encoder depending on the dimensionality of the input.
They both apply three successive convolutional layers followed by the ReLU activations to extract
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hierarchical features from frames of PDE trajectories. The resulting features are flattened and passed
through a dense projection head to match the dimensionality of the θ-branch output. The outputs of
both branches are concatenated and passed through a fusion MLP that outputs a scalar critic score.
The detailed layer information and hyperparameters are summarized in Table D1.

The entire critic neural network is trained by minimizing the following objective:

−
(
Ep(θ,u)[Tϕ(θ,u)]− e−1Ep(θ)p(u)[e

Tϕ(θ,u)]
)
. (28)

We train this neural critic function using mini-batch stochastic optimization on a set of joint samples
(θ,u). The full sample set is randomly split into 80% training and 20% validation subsets. We
use the Adam optimizer [33] with standard settings to minimize the MINE loss. At each active
learning iteration, the neural critic function is trained for a maximum of 500 epochs. To prevent
from overfitting and reduce computational cost, we employ early stopping, terminating training if the
validation loss fails to improve for 20 consecutive epochs.

Table D1: Overview and hyperparameter configuration of the neural critic function. We set dh = 128
in our study and ks refers to the kernel size of the convolutional layer.

Component Layer Type #Hidden Channels Output Dim

θ Branch Linear + ReLU dθ → dh dh
Linear + ReLU dh → dh/2 dh/2

u Branch (1D)
Conv1D + ReLU ks=3, stride=2, Nc → dh/64 (dh/64, dx/2)
Conv1D + ReLU ks=3, stride=2, dh//64 → dh/32 (dh/32, dx/4)
Conv1D + ReLU ks=3, stride=2, dh//32 → dh/16 (dh/16, dx/8)

u Branch (2D)
Conv2D + ReLU ks=(3,3), stride=2, Nc → dh/32 (dh/32, dx/2, dy/2)
Conv2D + ReLU ks=(3,3), stride=2, dh/32 → dh/32 (dh/32, dx/4, dy/4)
Conv2D + ReLU ks=(3,3), stride=2, dh/32 → dh/16 (dh/16, dx/8, dy/8)

u Flatten Layer
Linear + ReLU flatten size → flatten size/4 flatten size /4
Linear + ReLU flatten size/4 → dh dh
Linear + ReLU dh → dh/2 dh/2

Fusion MLP
Linear + ReLU dh → dh dh
Linear + ReLU dh → dh/4 dh/4
Linear dh/4 → 1 1

D.3 Hardware and Platform

All experiments are conducted on a single GPU node of a high-performance computing cluster.
The node is equipped with an Intel Xeon 6248R CPU and an NVIDIA A100 GPU with 40 GB of
VRAM. Simulating, training, and evaluation are performed using Jax and PyTorch frameworks on a
Linux-based operating system.

E Additional empirical results

E.1 Detailed results in Fig. 2 of the main text

In Tables E1- E4, we provide all the RMSE and standard deviation values at different quantiles by
neural PDE surrogates for different PDE systems, which have been used to prepare for Fig. 2 in the
main text. For the Burgers’ equation, each method was evaluated over 10 independent runs with
different random seeds, while for the other systems, results are obtained over 5 runs. Again, it is
clear that applying PaPQS can consistently achieve the best or second best approximation to the
ground-truth PDE solutions across nearly all tested PDE systems.

E.2 Exemplar neural PDE solution approximations

We present several representative case studies to illustrate the effectiveness of our PaPQS active
learning framework. Specifically, we compare prediction results with and without PaPQS on two
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PDE systems: the KS and the 2D-CNS equations. These systems are selected due to their complex
dynamics, chaotic behavior, and high nonlinearities, which pose significant challenges for neural
surrogate modeling. The visual comparisons in Figs. E1- E4 highlight how PaPQS improves prediction
accuracy and stability in these scenarios through gradient-guided query synthesis iterations.

Table E1: Error metrics on Burgers’ equation.

Iteration 1 2 3 4 5
RMSE ×10−2

Random 3.684±1.203 3.278±2.107 1.607±0.485 1.062±0.614 0.552±0.133
SBAL 3.684±1.203 1.179±0.223 0.586±0.106 0.400±0.075 0.259±0.028
LCMD 3.684±1.203 0.808±0.053 0.521±0.052 0.394±0.043 0.269±0.014

Core-Set 3.684±1.203 1.021±0.160 0.659±0.100 0.476±0.134 0.292±0.015
Top-K 3.684±1.203 1.494±0.250 0.964±0.258 0.477±0.044 0.360±0.096
BAIT 3.684±1.203 0.903±0.138 0.537±0.030 0.392±0.035 0.266±0.024
LHS 3.441±1.708 1.930±0.300 1.354±0.529 1.057±0.539 0.521±0.117

Random+PaPQS 3.684±1.203 1.316±0.712 0.808±0.123 0.531±0.112 0.358±0.115
SBAL+PaPQS 3.684±1.203 0.908±0.342 0.515±0.088 0.334±0.042 0.231±0.022
LCMD+PaPQS 3.684±1.203 0.757±0.226 0.469±0.107 0.379±0.101 0.235±0.018

50% Quantile ×10−2

Random 0.182±0.015 0.122±0.015 0.083±0.010 0.058±0.005 0.044±0.007
SBAL 0.182±0.015 0.178±0.032 0.105±0.011 0.078±0.011 0.054±0.006
LCMD 0.182±0.015 0.129±0.014 0.101±0.015 0.068±0.008 0.050±0.006

Core-Set 0.182±0.015 0.169±0.017 0.133±0.013 0.094±0.014 0.063±0.008
Top-K 0.182±0.015 0.197±0.020 0.176±0.024 0.109±0.010 0.078±0.012
BAIT 0.182±0.015 0.150±0.014 0.115±0.011 0.079±0.006 0.058±0.008
LHS 0.174±0.014 0.116±0.014 0.081±0.009 0.062±0.007 0.054±0.011

Random+PaPQS 0.182±0.015 0.119±0.010 0.072±0.007 0.054±0.008 0.043±0.008
SBAL+PaPQS 0.182±0.015 0.163±0.031 0.099±0.017 0.078±0.008 0.059±0.008
LCMD+PaPQS 0.182±0.015 0.129±0.038 0.106±0.019 0.094±0.022 0.052±0.007

95% Quantile ×10−2

Random 1.468±0.136 0.834±0.125 0.502±0.037 0.343±0.014 0.255±0.025
SBAL 1.468±0.136 1.054±0.248 0.544±0.065 0.409±0.064 0.269±0.026
LCMD 1.468±0.136 0.669±0.069 0.526±0.064 0.347±0.030 0.259±0.032

Core-Set 1.468±0.136 0.865±0.123 0.662±0.090 0.503±0.113 0.259±0.020
Top-K 1.468±0.136 1.273±0.177 1.045±0.200 0.575±0.064 0.449±0.077
BAIT 1.468±0.136 0.800±0.160 0.532±0.045 0.378±0.021 0.274±0.026
LHS 1.390±0.142 0.803±0.114 0.474±0.038 0.344±0.027 0.246±0.024

Random+PaPQS 1.468±0.136 0.762±0.075 0.473±0.083 0.324±0.073 0.265±0.039
SBAL+PaPQS 1.468±0.136 0.889±0.178 0.503±0.095 0.396±0.073 0.277±0.045
LCMD+PaPQS 1.468±0.136 0.683±0.189 0.495±0.117 0.456±0.107 0.261±0.026

99% Quantile ×10−2

Random 6.315±0.838 3.327±0.724 1.653±0.111 0.968±0.046 0.649±0.027
SBAL 6.315±0.838 3.169±0.945 1.360±0.213 0.987±0.239 0.599±0.056
LCMD 6.315±0.838 1.802±0.157 1.223±0.237 0.819±0.108 0.573±0.041

Core-Set 6.315±0.838 2.461±0.500 1.756±0.360 1.153±0.295 0.703±0.056
Top-K 6.315±0.838 4.456±1.685 3.251±1.039 1.347±0.129 1.048±0.326
BAIT 6.315±0.838 2.371±0.718 1.255±0.108 0.853±0.065 0.612±0.055
LHS 6.215±1.012 3.017±0.476 1.515±0.109 0.963±0.046 0.650±0.047

Random+PaPQS 6.315±0.838 2.756±1.141 1.573±0.387 0.943±0.146 0.631±0.125
SBAL+PaPQS 6.315±0.838 2.182±0.774 1.177±0.232 0.867±0.262 0.606±0.045
LCMD+PaPQS 6.315±0.838 1.779±0.376 1.114±0.164 1.024±0.241 0.571±0.038
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Table E2: Error metrics on KS
Iteration 1 2 3 4 5

RMSE

Random 0.452±0.026 0.370±0.012 0.312±0.013 0.272±0.010 0.229±0.010
SBAL 0.452±0.026 0.347±0.020 0.281±0.010 0.236±0.008 0.200±0.012
LCMD 0.452±0.026 0.370±0.009 0.315±0.013 0.266±0.019 0.219±0.018

Core-Set 0.452±0.026 0.389±0.011 0.335±0.013 0.278±0.006 0.235±0.020
Top-K 0.452±0.026 0.378±0.018 0.305±0.011 0.264±0.014 0.225±0.015
BAIT 0.452±0.026 0.368±0.017 0.294±0.016 0.240±0.009 0.205±0.011
LHS 0.439±0.008 0.369±0.024 0.316±0.011 0.270±0.009 0.222±0.012

Random+PaPQS 0.452±0.026 0.344±0.019 0.298±0.012 0.246±0.009 0.203±0.007
SBAL+PaPQS 0.452±0.026 0.313±0.017 0.261±0.006 0.221±0.008 0.183±0.009
LCMD+PaPQS 0.452±0.026 0.354±0.011 0.315±0.009 0.247±0.019 0.201±0.010

50% Quantile

Random 0.021±0.005 0.011±0.002 0.008±0.001 0.005±0.001 0.003±0.001
SBAL 0.021±0.005 0.016±0.004 0.013±0.003 0.008±0.001 0.006±0.001
LCMD 0.021±0.005 0.020±0.003 0.016±0.003 0.009±0.003 0.006±0.001

Core-Set 0.021±0.005 0.020±0.003 0.016±0.003 0.009±0.003 0.009±0.002
Top-K 0.021±0.005 0.020±0.003 0.018±0.002 0.012±0.003 0.010±0.002
BAIT 0.021±0.005 0.020±0.003 0.015±0.003 0.008±0.001 0.005±0.001
LHS 0.019±0.001 0.011±0.002 0.007±0.001 0.005±0.001 0.003±0.001

Random+PaPQS 0.021±0.005 0.010±0.001 0.007±0.001 0.005±0.001 0.003±0.001
SBAL+PaPQS 0.021±0.005 0.014±0.003 0.012±0.001 0.008±0.001 0.006±0.001
LCMD+PaPQS 0.021±0.005 0.017±0.002 0.014±0.002 0.008±0.008 0.006±0.001

95% Quantile

Random 0.603±0.106 0.363±0.020 0.231±0.024 0.143±0.011 0.094±0.006
SBAL 0.603±0.106 0.376±0.060 0.255±0.031 0.163±0.022 0.119±0.018
LCMD 0.603±0.106 0.458±0.024 0.344±0.024 0.230±0.035 0.140±0.223

Core-Set 0.603±0.106 0.501±0.025 0.425±0.034 0.295±0.021 0.213±0.053
Top-K 0.603±0.106 0.458±0.017 0.340±0.026 0.257±0.039 0.188±0.016
BAIT 0.603±0.106 0.450±0.051 0.269±0.043 0.163±0.020 0.100±0.012
LHS 0.572±0.020 0.352±0.065 0.238±0.027 0.148±0.016 0.091±0.006

Random+PaPQS 0.603±0.106 0.321±0.021 0.216±0.030 0.135±0.009 0.085±0.006
SBAL+PaPQS 0.603±0.106 0.317±0.031 0.221±0.011 0.157±0.019 0.105±0.009
LCMD+PaPQS 0.603±0.106 0.426±0.050 0.331±0.033 0.198±0.023 0.132±0.017

99% Quantile

Random 2.368±0.153 1.844±0.105 1.382±0.117 1.040±0.092 0.708±0.048
SBAL 2.368±0.153 1.655±0.137 1.177±0.100 0.844±0.103 0.619±0.093
LCMD 2.368±0.153 1.811±0.056 1.440±0.097 1.151±0.123 0.802±0.149

Core-Set 2.368±0.153 1.920±0.077 1.571±0.090 1.230±0.046 0.982±0.202
Top-K 2.368±0.153 1.860±0.126 1.356±0.092 1.138±0.086 0.873±0.119
BAIT 2.368±0.153 1.782±0.112 1.265±0.131 0.863±0.051 0.607±0.055
LHS 2.296±0.053 1.844±0.160 1.426±0.089 1.036±0.082 0.667±0.058

Random+PaPQS 2.368±0.153 1.686±0.173 1.337±0.104 0.918±0.081 0.607±0.040
SBAL+PaPQS 2.368±0.153 1.422±0.150 1.046±0.061 0.778±0.088 0.545±0.066
LCMD+PaPQS 2.368±0.153 1.714±0.097 1.470±0.038 1.011±0.142 0.701±0.052
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Table E3: Error metrics on CE.
Iteration 1 2 3 4 5

RMSE ×10−2

Random 4.651±1.293 3.814±1.121 2.609±0.466 1.630±0.257 1.108±0.117
SBAL 4.651±1.293 1.597±0.083 0.931±0.125 0.496±0.087 0.318±0.048
LCMD 4.651±1.293 1.528±0.121 0.957±0.114 0.609±0.107 0.338±0.041

Core-Set 4.651±1.293 1.596±0.235 1.033±0.076 0.761±0.230 0.424±0.053
Top-K 4.651±1.293 1.678±0.099 0.904±0.101 0.529±0.103 0.373±0.077
BAIT 4.651±1.293 1.415±0.187 0.900±0.102 0.660±0.159 0.424±0.124
LHS 5.130±0.808 3.626±1.011 2.668±0.383 1.852±0.301 1.312±0.144

Random+PaPQS 4.651±1.293 3.332±1.170 2.113±0.278 1.334±0.199 0.916±0.088
SBAL+PaPQS 4.651±1.293 1.333±0.092 0.759±0.092 0.451±0.067 0.295±0.060
LCMD+PaPQS 4.651±1.293 1.485±0.110 0.885±0.073 0.536±0.117 0.316±0.078

50% Quantile ×10−2

Random 0.238±0.025 0.166±0.036 0.125±0.021 0.083±0.005 0.065±0.004
SBAL 0.238±0.025 0.200±0.024 0.125±0.009 0.076±0.008 0.052±0.004
LCMD 0.238±0.025 0.171±0.007 0.128±0.015 0.083±0.008 0.054±0.004

Core-Set 0.238±0.025 0.224±0.070 0.168±0.020 0.143±0.059 0.083±0.009
Top-K 0.238±0.025 0.211±0.019 0.155±0.016 0.111±0.015 0.073±0.006
BAIT 0.238±0.025 0.186±0.018 0.146±0.011 0.108±0.011 0.080±0.006
LHS 0.249±0.030 0.145±0.022 0.117±0.019 0.085±0.011 0.066±0.003

Random+PaPQS 0.238±0.025 0.173±0.020 0.118±0.010 0.085±0.004 0.063±0.003
SBAL+PaPQS 0.238±0.025 0.185±0.029 0.123±0.022 0.077±0.009 0.052±0.003
LCMD+PaPQS 0.249±0.030 0.186±0.013 0.131±0.005 0.079±0.005 0.058±0.004

95% Quantile ×10−2

Random 2.373±0.220 1.619±0.222 1.090±0.050 0.695±0.039 0.516±0.019
SBAL 2.373±0.220 1.723±0.126 0.980±0.070 0.510±0.036 0.313±0.014
LCMD 2.373±0.220 1.485±0.121 1.038±0.087 0.609±0.061 0.361±0.020

Core-Set 2.373±0.220 1.902±0.379 1.389±0.126 1.102±0.469 0.598±0.095
Top-K 2.373±0.220 1.586±0.101 1.236±0.099 0.739±0.151 0.489±0.048
BAIT 2.373±0.220 1.567±0.152 1.038±0.085 0.581±0.070 0.405±0.051
LHS 2.537±0.213 1.516±0.098 1.080±0.098 0.709±0.057 0.530±0.013

Random+PaPQS 2.373±0.220 1.676±0.214 1.016±0.152 0.717±0.132 0.505±0.013
SBAL+PaPQS 2.373±0.220 1.588±0.187 0.919±0.099 0.515±0.048 0.303±0.015
LCMD+PaPQS 2.373±0.220 1.495±0.110 0.992±0.073 0.566±0.015 0.371±0.010

99% Quantile ×10−2

Random 10.192±1.523 7.260±1.226 4.741±0.281 2.893±0.227 1.870±0.099
SBAL 10.192±1.523 4.756±0.215 2.701±0.251 1.433±0.170 0.896±0.053
LCMD 10.192±1.523 4.198±1.015 2.787±0.291 1.571±0.212 1.036±0.066

Core-Set 10.192±1.523 5.056±0.827 3.526±0.276 2.638±1.068 1.446±0.292
Top-K 10.192±1.523 5.382±0.373 3.174±0.181 1.756±0.448 0.972±0.092
BAIT 10.192±1.523 4.290±0.307 2.896±0.141 1.939±0.172 1.301±0.104
LHS 10.785±1.740 6.863±0.578 4.778±0.272 3.090±0.546 1.874±0.056

Random+PaPQS 10.192±1.523 6.959±1.364 4.305±0.642 2.747±0.187 1.781±0.047
SBAL+PaPQS 10.192±1.523 4.463±0.583 2.485±0.182 1.424±0.073 0.866±0.049
LCMD+PaPQS 10.192±1.523 4.364±0.204 2.727±0.163 1.568±0.102 1.025±0.022
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Table E4: Error metrics on 2D CNS.
Iteration 1 2 3 4 5

RMSE

Random 2.662±0.339 2.162±0.029 1.856±0.106 1.572±0.072 1.362±0.065
SBAL 2.662±0.339 1.979±0.226 1.790±0.203 1.458±0.140 1.205±0.027
LCMD 2.662±0.339 1.991±0.293 1.734±0.189 1.356±0.081 1.277±0.083

Core-Set 2.662±0.339 2.322±0.350 1.731±0.168 1.613±0.202 1.343±0.186
Top-K 2.662±0.339 2.169±1.129 2.070±0.368 1.623±0.524 1.313±0.106
BAIT 2.662±0.339 2.167±0.164 1.715±0.269 1.426±0.209 1.234±0.126
LHS 2.459±0.081 2.134±0.148 1.829±0.098 1.514±0.059 1.344±0.038

Random+PaPQS 2.662±0.339 2.104±0.144 1.780±0.073 1.541±0.081 1.313±0.070
SBAL+PaPQS 2.662±0.339 1.899±0.149 1.621±0.151 1.408±0.136 1.174±0.041
LCMD+PaPQS 2.662±0.339 1.943±0.258 1.645±0.136 1.318±0.203 1.235±0.084

50% Quantile

Random 0.506±0.119 0.447±0.156 0.356±0.111 0.266±0.087 0.209±0.034
SBAL 0.506±0.119 0.480±0.116 0.543±0.344 0.336±0.063 0.295±0.053
LCMD 0.506±0.119 0.574±0.361 0.412±0.234 0.317±0.065 0.312±0.085

Core-Set 0.506±0.119 0.562±0.154 0.411±0.085 0.433±0.191 0.408±0.120
Top-K 0.506±0.119 0.653±0.165 0.521±0.133 0.483±0.174 0.400±0.065
BAIT 0.506±0.119 0.637±0.336 0.392±0.076 0.335±0.069 0.311±0.093
LHS 0.553±0.132 0.503±0.068 0.304±0.035 0.264±0.066 0.233±0.041

Random+PaPQS 0.506±0.119 0.429±0.092 0.322±0.039 0.253±0.040 0.220±0.061
SBAL+PaPQS 0.506±0.119 0.461±0.115 0.341±0.074 0.265±0.046 0.259±0.080
LCMD+PaPQS 0.506±0.119 0.567±0.142 0.375±0.231 0.267±0.072 0.268±0.103

95% Quantile

Random 4.421±0.630 3.491±0.154 2.828±0.314 2.317±0.207 1.927±0.170
SBAL 4.421±0.630 3.308±0.550 2.936±0.370 2.310±0.349 1.821±0.128
LCMD 4.421±0.630 3.263±0.561 2.758±0.351 2.025±0.177 2.003±0.326

Core-Set 4.421±0.630 4.235±0.899 2.952±0.375 2.690±0.396 2.189±0.437
Top-K 4.421±0.630 5.009±2.402 3.891±0.921 2.911±1.392 2.238±0.289
BAIT 4.421±0.630 3.700±0.263 2.783±0.547 2.238±0.404 1.900±0.273
LHS 4.173±0.299 3.283±0.240 2.840±0.230 2.250±0.102 1.926±0.087

Random+PaPQS 4.421±0.630 3.479±0.156 2.797±0.281 2.267±0.167 1.932±0.186
SBAL+PaPQS 4.421±0.630 3.216±0.449 2.518±0.432 2.150±0.403 1.809±0.203
LCMD+PaPQS 4.421±0.630 3.361±0.347 2.640±0.333 1.961±0.245 1.905±0.183

99% Quantile

Random 11.378±1.863 9.135±0.253 7.754±0.507 6.620±0.340 5.735±0.320
SBAL 11.378±1.863 8.295±1.062 7.195±0.786 6.058±0.573 4.933±0.112
LCMD 11.378±1.863 8.196±0.926 7.229±0.609 5.569±0.362 5.265±0.399

Core-Set 11.378±1.863 9.739±1.416 7.263±0.707 6.646±0.794 5.404±0.722
Top-K 11.378±1.863 11.424±5.585 8.531±1.478 6.466±2.101 5.237±0.417
BAIT 11.378±1.863 8.948±0.487 7.140±1.168 5.923±0.922 5.059±0.598
LHS 10.422±0.367 8.800±0.769 7.727±0.531 6.374±0.198 5.611±0.132

Random+PaPQS 11.378±1.863 8.851±0.798 7.732±0.423 6.689±0.364 5.916±0.370
SBAL+PaPQS 11.378±1.863 8.275±0.722 6.911±0.750 5.985±0.879 4.859±0.857
LCMD+PaPQS 11.378±1.863 7.944±1.581 6.992±0.582 5.235±0.403 5.156±0.443
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Figure E1: Neural PDE solution examples on the KS equation. The left, center, and right columns
display the ground truth, model prediction, and absolute error, respectively. The x-axis represents
time, while the y-axis corresponds to the spatial domain.
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Figure E2: Neural PDE solution examples on the KS equation. The left, center, and right columns
display the ground truth, model prediction, and absolute error, respectively. The x-axis represents
time, while the y-axis corresponds to the spatial domain.
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Figure E3: Neural PDE solution examples on the 2D-CNS equation. Each column displays snapshots
at time steps t = 0, 5, 10, 15, 20. For each example, the first row shows the ground truth. The
second and third rows compare neural surrogate approximations by the models trained with random
sampling and PaPQS, respectively. The fourth and fifth rows compare the corresponding absolute
approximation error.
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param: [0.070046, 0.003489]  Random MSE: 3.8726    Random+PaPQS MSE: 1.0257
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param: [0.088633, 0.027022]  Random MSE: 0.8153    Random+PaPQS MSE: 0.4454

Figure E4: Neural PDE solution examples on the 2D-CNS equation. Each column displays snapshots
at time steps t = 0, 5, 10, 15, 20. For each example, the first row shows the ground truth. The
second and third rows compare neural surrogate approximations by the models trained with random
sampling and PaPQS, respectively. The fourth and fifth rows compare the corresponding absolute
approximation error.
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