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ABSTRACT

This study introduces the Exo-Spacetimeformer, an innovative adaptation of the
Spacetimeformer model, designed to enhance PM2.5 air quality forecasting by
incorporating external factors such as weather conditions, traffic intensity, and
air-water-soil temperature differences into its decoder input. Through attention
heatmap analysis and performance comparison across different time intervals, the
Exo-Spacetimeformer demonstrates improved predictive accuracy over the orig-
inal model, offering a promising tool for more reliable and comprehensive air
pollution forecasting.

1 INTRODUCTION

In urban areas, air pollution is a serious prob-
lem, particularly in cities surrounded by mountains,
where geographical conditions can increase pollu-
tion levels. This issue becomes more pronounced
in colder temperatures. During the winter, there is
a higher demand for heating homes, which often
leads to the increased use of solid fuels like coal and
wood. During combustion, these fuels release sig-
nificant amounts of PM2.'|and other pollutants into
the air (Glojek et al., 2022). At the same time, ve- Figure 1: Accumulation of particulate mat-
hicle emissions, especially from older, less environ- ters in urban environments

mentally friendly vehicles, contribute to air pollution

(Wang et al., 2022a). The combined effect of traffic and domestic heating emissions creates a dense
concentration of contaminants. The surrounding mountains near cities act as a natural barrier, trap-
ping these particles and leading to a phenomenon known as temperature inversion (Glojek et al.|
2022). This inversion layer prevents the release of particles, causing them to accumulate near the
ground level, seriously affecting air quality and posing health risks to the city’s inhabitants. Fore-
casting PM2.5 concentrations in mountain-enclosed cities during the winter is crucial for public
health planning, enabling timely warnings and interventions to mitigate the adverse effects of air
pollution on residents’ health.

In this context, deep learning models have emerged as powerful tools to process large datasets and
identify complex patterns. CNNs (Kow et al., 2020), RNNs (Athira et al., 2018), LSTM (Gao &
Li,2021) and transformers (Wang et al., 2022b) are examples of common deep learning-based fore-
cast models. Among these forecast models, recent studies have explored various transformer-based
models for PM2.5 prediction. In recent years, transformer-based models have been widely used
in air quality predictions. Wavelet-Transformer (Xu et al., 2023)) is one of the methods to predict
PM2.5 and PM10 in Guilin, China. Spatiotemporal Transformer (Yu et al.,[2023)) has been used to
predict PM2.5 in wildfire-prone areas in Los Angeles, U.S. Combining Transformer with mecha-
nisms for sparse attention and temporal embedding led to the development of Informer (Zhou et al.,
20215 |Al-qaness et al., 2023 Zhou & Yang,|[2022)). As mentioned in (Feng et al.| 2023), air quality
data not only has temporal correlation features but also has spatial correlation features. Consider-
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Table 1: Loss value on test dataset for 6, 24, and 48 hours intervals
Model 6h 24h 48h

Exo-Spacetimeformer 0.1974  0.2727 0.4504
Spacetimeformer 0.2104 0.3464 0.5796

ing this, Spatiotemporal Informer (Feng et al.,[2023)) suggests a new spatiotemporal embedding and
spatiotemporal attention to improving forecast accuracy.

2 THE EXO-SPACETIMEFORMER

Sreoder vt becoder ) As the introduction explains, the PM2.5 concentration de-
A pends on many external factors, like weather, traffic in-

[ Lo ) tensity, and air-water-soil temperature differences. There-

Ve[ 7 [ 7 I fore, we cannot effectively predict pollution without hav-
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ing a reliable forecast for these values. To overcome
this problem, we propose the Exo-Spacetimeformer: a
— spacetimeformer-based model incorporating forecast val-
ues from external models in its decoder input. We alter
the Spacetimeformer model (Grigsby et al.| [2023) to in-
Figure 2: Incorporating exo-forecasts clude external target values as a known future context,
into the decoder such as wind speed, air temperature, water temperature,

and traffic estimation. The values are provided to the de-
coder input, as shown in figure 2] Refer to Figure 3 from the original paper by (Grigsby et al.| 2023)
for more information.
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Once we perform a complete training of the Exo-Spacetimeformer, Air temperature
we can visualize the cross-attention of all four heads in a heatmap to Wind gusts
discover which input features are the most important for pollution Wind direction
prediction. An example visualization is shown in Figure [3 where, Wl:d ?Zﬁ’ed
un)surprisingly, we see that the attention heads highlight the pri- umidity
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mary mechanisms for pollution accumulation: difference in air and
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water temperature (Attn h0), wind speed (Attn hl), traffic and hu- | .07 4 o
midity (Attn h2), and precipitation and wind gusts (Attn h3). The PM 2.5
attention given to the PM 2.5 value is minimal because this is our

hidden column that needs to be forecasted. Figure 3: Attention heatmap

As a next step, we compare the performance of our method to the for PM 2.5 forecasting
original Spacetimeformer model for predicting the PM 2.5 concen-

tration for various long intervals, namely 6, 24, and 48 hours. Table

[]presents the loss values over the test set after performing identical training iterations and using the
means square error for loss calculation. More details about the experiments’ reproducibility can be
found in the appendix.

4 CONCLUSION

The proposed Exo-Spacetimeformer model significantly enhances PM2.5 concentration predictions
by integrating key external factors into its decoder input. This approach, modifying the original
Spacetimeformer model, highlights crucial environmental and anthropogenic influences on air qual-
ity. Our findings, particularly through attention heatmap analysis, demonstrate the model’s effec-
tiveness in capturing vital variables like temperature differences and traffic. Compared to the orig-
inal model, the Exo-Spacetimeformer shows superior performance in various forecasting intervals,
promising more accurate air quality forecasting.
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A  DATASET CONSTRUCTION

The training and validation dataset for our model was sourced from Sensor.Community, a well-
known contributor-driven network (https://sensor.community/) and was paired to weather data from
stormglass.io. The dataset comprises filtered and aggregated data from Sofia, the capital of Bulgaria:
a city with more than 1.2M inhabitants, notably impacted by air pollution, a condition exacerbated
by its unique geographical setting. Large and encircled by towering mountains, it faces additional
environmental challenges due to the widespread use of hard fuels for household heating and the
prevalence of older vehicles on its roads. This combination of factors makes it an ideal case study
for our research. The dataset was constructed from over 500 million records gathered over three
years, ensuring a comprehensive and robust data foundation for analysis.

B EXPERIMENTAL SETUP

To complete the experiments, we used the standard code for the Spacetimeformer (Grigsby et al.,
2023) and the proposed transformer: Exo-Spacetimeformer. The training has been executed with a
batch size of 512 records, 50 epoch iterations, and a learning rate of 0.001. The loss function has
been fixed to mean square error. As an input to the model, we have used a context of 12 records and
a forecasted output of 6, 24, and 48 records, respectively. Both models have an encoder and decoder
with one NN layer. The dimensions of the model and the feed-forward network are 100, resulting in
a transformer with a total of 2.1M trainable parameters.

C EXPERIMENT INSIGHTS

To further visualize our experiments figures [] - [7] provide the validation loss during the training
process as well as prediction results for 24h and 48h predictions.
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Figure 6: Sample prediction of PM 2.5 val- Figure 7: Sample prediction of PM 2.5 val-
ues for 24h by Exo-Spacetimeformer ues for 48h by Exo-Spacetimeformer
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