
Integrating Deep Metric Learning with Coreset for
Active Learning in 3D Segmentation

Arvind Murari Vepa
UCLA

amvepa@ucla.edu

Zukang Yang
UC Berkeley

zukangy@berkeley.edu

Andrew Choi
UCLA

asjchoi@ucla.edu

Jungseock Joo
UCLA

jjoo@comm.ucla.edu

Fabien Scalzo
UCLA

fab@cs.ucla.edu

Yizhou Sun
UCLA

yzsun@cs.ucla.edu

Abstract

Deep learning has seen remarkable advancements in machine learning, yet it
often demands extensive annotated data. Tasks like 3D semantic segmentation
impose a substantial annotation burden, especially in domains like medicine, where
expert annotations drive up the cost. Active learning (AL) holds great potential
to alleviate this annotation burden in 3D medical segmentation. The majority of
existing AL methods, however, are not tailored to the medical domain. While
weakly-supervised methods have been explored to reduce annotation burden, the
fusion of AL with weak supervision remains unexplored, despite its potential
to significantly reduce annotation costs. Additionally, there is little focus on
slice-based AL for 3D segmentation, which can also significantly reduce costs in
comparison to conventional volume-based AL. This paper introduces a novel metric
learning method for Coreset to perform slice-based active learning in 3D medical
segmentation. By merging contrastive learning with inherent data groupings in
medical imaging, we learn a metric that emphasizes the relevant differences in
samples for training 3D medical segmentation models. We perform comprehensive
evaluations using both weak and full annotations across four datasets (medical
and non-medical). Our findings demonstrate that our approach surpasses existing
active learning techniques on both weak and full annotations and obtains superior
performance with low-annotation budgets which is crucial in medical imaging.
Source code for this project is available in the supplementary materials and on
GitHub: https://github.com/arvindmvepa/al-seg.

1 Introduction

In the field of 3D medical segmentation, manual annotation of entire volumes, despite being laborious
and time-consuming, has been the gold standard. Annotating a single 2D image can take minutes
to hours depending on the complexity of the image (75; 73; 15; 71; 6), and a 3D medical volume,
containing up to 200 slices, can require a significant amount of expert labor. Annotating a full dataset
not only imposes a significant time burden on medical experts but also incurs high costs. Therefore,
active learning (AL) is urgently needed to optimize annotation efforts.

Surprisingly, the potential of AL in the context of 3D medical segmentation has not been extensively
explored. Traditional AL techniques typically focus on either diversity or model uncertainty, often
neglecting relevant groupings within the data. For example, slices from the same patient or volume
tend to show consistent characteristics. We propose a deep metric learning strategy that identifies and
utilizes these similarities to better highlight diversity in the active learning process. Diverse samples
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help the model learn a wide variety of patterns and features, which can be crucial for generalization.
While medical imaging has natural groupings which we can leverage, our approach extends to a wide
range of real-world datasets, including video segmentation.

Several other strategies may also help in reducing costs. Most current AL approaches use volume-
based AL (39) rather than slice-based AL for 3D segmentation, which tends to be more costly and less
efficient. Alternatively, weakly supervised methods, which require simpler annotations like scribbles
(34; 29; 11), bounding boxes (13; 83), points (82), or semi-automated techniques (5; 44; 62; 56), have
been shown to perform comparably to fully supervised methods (72; 40; 54; 13; 26; 59). However,
combining AL with weak supervision, especially in medical settings, remains unexplored. In our
research, we explore both slice-based AL and the integration of AL with weak supervision as potential
cost-reducing measures.

In this paper, we present our contributions to AL for 3D medical segmentation:

1. The first work to integrate deep metric learning with Coreset during active learning for
3D medical segmentation. Our approach shows superior performance across four datasets
(medical and non-medical) with low annotation budgets.

2. The first work to comprehensively compare new and existing algorithms for slice-based
active learning for 3D medical segmentation utilizing both weak and full annotations.

2 Related work

Active learning AL methods can be broadly classified into 1) uncertainty-based and 2) diversity-
based methods (76). Uncertainty-based methods include deep bayesian methods (21; 45; 38; 65),
deep ensembles (3; 14; 52; 32; 20), contrastive learning methods (85; 41; 87; 36), and geometry-based
methods (19). Diversity-based methods include coreset-based methods (64; 7), clustering-based
methods (23), variational adversarial learning methods (66; 37), and random sampling methods (48).
A limitation of previous methods is that they are too general and fail to utilize common data groupings
found in real-world datasets. Prior methods (67; 9; 69) have tried to incorporate groupings but do
not utilize domain information to generate them, which can be suboptimal. Recent research has
started integrating domain-specific data groupings into AL algorithms with some success(28; 79), but
these methods are designed for specific uses and lack broad applicability. While other methods have
adapted Coreset (31; 30), they are not specifically tailored to 3D medical segmentation as our method
is.

Deep metric learning Metric learning is focused on developing methods to measure similarity
between data points and used in many applications. Recently, metric learning has focused on deep
learning-based feature representations for data points (46). Contrastive losses are popular for metric
learning, including Triplet Loss (63) and NT-Xent loss (67). Several non-contrastive approaches have
been proposed based on center loss (77; 17; 16), proxy-based methods (47; 70; 27), and LLM guidance
(61). One interesting approach is ensemble deep metric learning which combines embeddings from
an ensemble of encoders (1; 43; 53; 60; 80). Recent work has improved on ensemble-based methods
by factorizing the network training based on differerent objectives (74). However, these approaches
can be computationally expensive and narrowly tailored to specific applications. Additionally, non-
contrastive approaches often require class supervision to perform well. While some non-contrastive
approaches do not (88; 18), they are also narrowly tailored to specific applications.

In contrast, contrastive learning is often used in self-supervised settings in diverse applications
(10; 2; 55). The NT-Xent loss specifically outperformed other contrastive losses in self-supervised
zero-shot image classification and outperformed fully-supervised ResNet-50 (12). However, prior
work (including in active learning (85; 23; 39)) does not leverage any inherent data groupings in the
contrastive loss, which can be useful weak supervision. Additionally, recent work in active learning
can be computationally expensive because they retrain the feature encoder after each active learning
round (85).

Active learning in medical segmentation There has been some notable research on AL in medical
segmentation. Earlier work utilized bootstrapping to estimate sample uncertainty (81). In another
work, the researchers built a mutual information-based metric between the labeled and unlabeled
pools to improve diversity (49). However, both of these approaches are computationally expensive
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Figure 1: Overview of our active learning pipeline

and not scalable for large datasets. There were also inefficiencies in previous studies, such as choosing
whole volumes instead of individual slices in 3D segmentation, which increased costs (39). Random
sampling proved effective in some cases (6) and calculating uncertainty using stochastic batches was
also effective (20). None of the prior approaches leverage the data groupings inherent in medical 3D
data and also do not focus on active learning with weak annotations (e.g., scribbles). While another
method also utilizes groupings in medical data (86), their groupings are assumed to be quite large
and it’s unclear how they would extend their group classification approach to when there are a large
number of patients, volumes, and adjacent slice groups like with our datasets.

3 Methodology

3.1 Problem Formulation

In this section, we formally describe the problem of active learning for 3D segmentation. Let
X ⊂ Rh×w×d be the set of 3D volumes and Y ⊂ {0, 1}h×w×d×k be the set of 3D masks where
h,w, d correspond to the height, width, and depth (number of slices) of a 3D volume and k refers to
the number of classes. In 3D segmentation, we learn a mapping F : X → Y .

Consider a loss function L : F × Y → R where F is the range of model prediction probabilities
(F = [0, 1]h×w×d×k). We consider the dataset D a large collection of data points which are sampled
i.i.d. over the space Z = X × Y as {xi,yi}i∈[n] ∼ pZ . We additionally consider a partially labeled
subset s ⊂ D. Thus, active learning for 3D segmentation can be formulated as follows:

argmin
∆s⊂D,|∆s|≤k

Ex,y∼pZ [L(ŷ,y)] (1)

where ŷ are the model predictions F (V ) (where V = [slice1, ..., sliced] is the volume), ∆s is the
optimal requested labeled set, k is the active learning budget, and F is the deep learning method
learned from s∪∆s. The Coreset approach is one method of solving Equation 1 (64). However, there
are two distinguishing factors in our current work: 1) slice-based active learning for 3D segmentation
and 2) deep metric learning. In slice-based 3D segmentation, we learn a mapping f from X ′ → Y ′

where X ′ ⊂ Rh×w, Y ′ ⊂ {0, 1}h×w×k, and F (V ) = [f(slice1), ..., f(sliced)]. Additionally, D is a
collection of slices which are sampled i.i.d. over the space Z ′ = X ′ × Y ′ as {xi,yi}i∈[n] ∼ pZ′ .

In the original Coreset paper (64), s∪∆s is the set cover of D with radius δ. However, the Euclidean
metric used to calculate the radius does not utilize task-relevant information and may be sub-optimal.
This motivates us to consider deep metric learning to utilize more task-relevant information, where
dϕ(x1, x2) is some parameterized metric. In the the original paper (64), the authors provide a theorem
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which bounds the loss from Equation 1 based on the radius δ. We show a very similar bound where
δ = max

x1∈D
min

x2∈s∪∆s
dϕ(x1, x2) (we defer the precise bound and proof to the Appendix B). This leads

to our Coreset optimization formulation:

argmin
∆s⊂D,|∆s|≤k

max
x1∈D

min
x2∈s∪∆s

dϕ(x1, x2) (2)

The above formulation can be intuitively defined as follows; choose k additional center points such
that the largest distance between a data point and its nearest center is minimized (64).

3.2 Metric learning

The parameterized metric dϕ(x1, x2) is defined as:

dϕ(x1, x2) = ℓ2(gϕ(x1), gϕ(x2)) (3)

where ℓ2 is the Euclidean metric. Our goal is to learn gϕ, or a feature representation, that emphasizes
task-relevant similarities and differences in the data for selecting diverse samples for Coreset. We do
this by training a contrastive learning-based encoder with a unique Group-based Contrastive Learning
(GCL) which utilizes inherent data groupings specific to medical imaging to generate the feature
representation. dϕ is then used by the Coreset algorithm to select the optimal set of slices. A flow
chart illustrating our pipeline can be seen in Figure 1. The annotations for the collected slices are
then used to train a segmentation model.

3.2.1 Group-based Contrastive Learning for feature representation in metric learning

While there may be several task-relevant groupings in 3D medical imaging, it is not immediately
apparent which of these would be useful for feature representation for metric learning for Coreset.
For the ACDC dataset, we note the mean pairwise absolute deviation of the normalized training slice
pixel values within different groups averaged over the dataset: 0.217 over the entire dataset, 0.159
within patient groups, 0.166 within volume groups, and 0.115 within adjacent slice groups. Note that
the volume groups and the adjacent slice groups are the most and least diverse respectively. While
intuitively the most diverse group would have the most important features for diversity, this does not
necessarily indicate what combinations of groups would be helpful as well.

Instead, we propose a general group contrastive loss based on NT-Xent loss (67). The NT-Xent
loss focuses on generating and comparing embeddings for image pairs and their augmentations.
It promotes similarity in embeddings for the same image and its augmentation while encouraging
dissimilarity for different images. In the same vein, in our group-based loss, we promote similar
embeddings for slices from the same group and dissimilar embeddings for slices from different
groups, enhancing group-level representation. We define “group” as a set of 2D slices associated with
one patient. The formula is as follows:

Lgroup = − 1

NG

N∑
i=1

N∑
j ̸=i,gj=gi

log
exp(sim(zi, zj)/τ)∑2N

k=1 1[(k ̸=i)∧((gk=gi)∨(pk ̸=pi))] exp(sim(zi, zk)/τ)
(4)

in which i ∈ {1, 2, ..., N} are the indices for the standard batch slices, j ∈ {N + 1, N + 2, ..., 2N}
are the indices for the augmented batch slices, gi refers to the group associated with slice i in the
batch, pi refers to the patient associated with slice i in the batch, G represents the average number of
slices per group (calculated as the total number of unaugmented slices divided by the total number
of groups), z is the embedding for a slice in the batch, τ is a temperature parameter, and sim is a
similarity function which was cosine similarity in this study. The formula shares similarities with
NT-Xent loss but introduces some modifications:

1. There are two summations which reflects all the group slices for a particular data point.
2. In the numerator of the logarithmic term, all the group slices for particular data point are

considered similar, encouraging the development of similar embeddings for these slices.
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3. The denominator excludes patient slices for a particular data point that are not part of the
same group

Excluding non-group patient slices ensures that the model does not promote dissimilarity between
non-group slices from the same patient. This ensures that we can sum multiple group losses together
without counteracting their effects. In our study, we considered patient, volume, adjacent slice group
contrastive losses in addition to NT-Xent loss. Our overall loss formulation is as follows:

Lcontrastive = LNT-Xent + λ1Lpatient group + λ2Lvolume group + λ3Lslice group (5)

where Lpatient group,Lvolume group,Lslice group are the group contrastive losses associated with patient,
volume, and adjacent slice groups respectively and {λ1, λ2, λ3} are constants. The summation of
different contrastive losses in our overall loss Lcontrastive is the focus of the ablation study in Section
4.6.

Batch sampler We employ Lcontrastive to train a SimCLR network (35) using a ResNet-18 encoder
(24), which is our gϕ. In practice, standard random data loading would yield minimal impact from
Lcontrastive due to the low probability of randomly selecting two slices from the same group (e.g.,
same patient, same volume, or adjacent slices) within a batch. To address this, we introduce a batch
sampler designed to increase their occurrence. The batch sampling process can be summarized as
follows: 1. create a singular slice group for all the dataset slices, 2. for each group, randomly include
a slice from the same patient for each of the groupings used (e.g., patient and volume), 3. combine
groups from different patients to form a batch. An epoch consists of all the dataset groups: thus,
more contrastive loss groups result in larger epochs. The batch sampler would be reset every epoch to
ensure randomness during training. Please see Appendix C for more details.

Training the SimCLR network with this batch sampler eliminates the need for complex algorithmic
adjustments to accommodate multiple contrastive loss groups, a challenge in other AL contrastive
learning methodologies (85). We conduct the training over 100 epochs using an ADAM optimizer,
with a learning rate of 3e-4, a weight decay of 1.0e-6, and a batch size of 8 for one or three groups
and 9 for two groups.

3.2.2 Segmentation model training

Once we have gϕ, we can calculate dϕ and collect annotations for unlabeled slices to train our
segmentation model. Our AL evaluation consists of several rounds of annotation collection from
an oracle. After each round of annotation collection, we train five segmentation models and record
the model’s test score with the highest validation score. We repeat the AL experiment five times for
each algorithm, each time with a different random seed, and report the average model test score per
round. For weakly-supervised segmentation, we train a Dual-Branch Network with Dynamically
Mixed Pseudo Labels Supervision (DMPLS) (40), which reported strong metrics on the ACDC
dataset using weak supervision. For full supervision, we train UNet (58) which is a frequently used
fully-supervised segmentation baseline model. We calculate the 3D DICE score on each 3D volume
and report the average on all the volumes in the test set. For full supervision, we also provide results
using a pre-trained segmentation model with a ResNet-50 backbone (42) (pre-trained on medical
images (42) for medical datasets and ImageNetV2 for non-medical datasets). We do not report
weakly-supervised results on pre-trained architectures because the weakly-supervised architectures
cannot easily utilize pre-trained backbones.

4 Experiments

4.1 Datasets

ACDC (Automated Cardiac Diagnosis Challenge) The ACDC dataset (4) consists of 200 short-
axis cine-MRI scans from 100 patients in the training set and 100 scans from 50 patients in the test
set. Acquired data was fully anonymized and handled within the regulations set by the local ethical
committee of the Hospital of Dijon (France). Each patient has two annotated end-diastolic (ED) and
end-systolic (ES) phase scans. Annotations are available for three structures: the right ventricle (RV),
myocardium (Myo), and left ventricle (LV). Additionally, scribble annotations have been provided
for each scan by a previous study (72). The training set size consists of 1448 slices.
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CHAOS (Combined Healthy Abdominal Organ Segmentation) The CHAOS dataset (33) com-
prises of abdominal CT images from 20 subjects in the training set, primarily used for liver and vessel
segmentation. The anonymized dataset was collected from the Department of Radiology, Dokuz
Eylul University Hospital, Izmir, Turkey and the study was approved by the Institutional Review
Board of Dokuz Eylul University. Each patient’s CT scans contains approximately 144 slices. Binary
segmentation masks for the liver are provided. We resampled, cropped, and normalized the images,
following the process described in a previous study (72). We partitioned the training set into training
(75%), validation (10%), and test (15%) subsets. The training set size consists of 2351 slices.

MS-CMR (Multi-sequence Cardiac MR Segmentation Challenge) The MS-CMR dataset (22;
89; 78) contains late gadolinium enhancement (LEG) MRI images from 45 patients who underwent
cardiomyopathy. The data has been collected from Shanghai Renji hospital with institutional ethics
approval and has been anonymized. These images were multi-slice, acquired in the ventricular
short-axis views. We obtained realistic and manual scribble annotations from a prior study (84).
Similar to this study (84), we split the data such that 25 patients were assigned to train, 5 to validation,
and 20 to test, resulting in 382 slices in the training set. For data processing, we resampled the images
into a resolution of 1.37x1.37 mm, and then they were cropped or padded to a fixed size of 212 x 212
pixels. During training, the image pixel values were normalized to zero mean and unit variance.

DAVIS (Densely Annotated Video Segmentation) The DAVIS dataset (50; 51) is a densely
annotated video dataset associated with the 2016 DAVIS and 2017 DAVIS Challenge. The dataset
collection was partially funded by SNF and human subject data was collected ethically, to the best
of our knowledge. In our study, we utilized the train and val sets associated with the 2016 DAVIS
Challenge which contained 30 and 20 videos respectively and all frames with 480p resolution. While
we used the 2016 DAVIS train set, we created the val and test set by further splitting the 2016 DAVIS
val set into 5 and 15 videos respectively. Our train set consisted of 2079 densely annotated frames.

For additional generalizability of our approach, we evaluated our methodology on both weak and
full supervision, depending on data availability. Because the CHAOS, MS-CMR, and DAVIS dataset
do not contain any hierarchical organization of multiple volumes/videos, we did not use the patient
group loss. For video segmentation, in our contrastive loss we treated each video as a "volume" and
each video frame as a "slice"; thus, we considered both the volume and adjacent slice group loss.

4.2 Experimental settings

When conducting experiments with pre-trained segmentation models, for ACDC, CHAOS, and
MS-CMR we collect annotations in cumulative increments of 2%, 3%, 4%, 5%, 10%, 15%, 20%, and
40% in each round. Because segmentation networks require more training data for natural images,
for the DAVIS dataset we collect annotations in cumulative increments of 10%, 20% , 30%, and 40%
in each round. When conducting experiments with pre-trained segmentation models, because of the
benefit of prior pre-training, we collect annotations in cumulative increments of 1%, 2%, 3%, 4%,
and 5% in each round.

Because solving the Coreset problem is NP-Hard, we utilized the K-Center Greedy algorithm for
our Coreset implementation (48), which is a 2−OPT solution (64) and produces very competitive
results in comparison to other more computationally-intensive solutions. We compared our approach
to vanilla Coreset (K-Center Greedy) (64), Random Sampling, CoreGCN (7), TypiClust (23; 39),
Stochastic Batches (using Deep Ensembles with Entropy) (20), VAAL (66), Deep Ensembles (utilizing
Variance Ratio scoring) (3), and Bayesian Deep Learning (utilizing the BALD score) (21). To ensure
a fair comparison, all approaches were evaluated using the same experimental settings.

All of our experiments were primarily conducted with a single Tesla V100 GPU on an internal cluster.
Our contrastive learning-based encoder and segmentation models consumed approximately 3 GB
of GPU memory while training. The contrastive encoder’s training speed was approximately 40
slices/second which resulted in a training time of 100 minutes, 200 minutes, and 300 minutes on
ACDC for one, two, and three group losses respectively. One single AL experiment for our method
on ACDC (eight rounds with five models trained per round) took approximately 24 hours and used
about 400 MB of storage.
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Table 1: DICE scores for ACDC, MS-CMR, and CHAOS

Weakly-supervised Fully-supervised

2% 3% 4% 5% 40% 2% 3% 4% 5% 40%
ACDC

BALD (21) 44.8 54.8 61.4 66.2 86.4 53.8 66.0 67.9 71.7 89.3
Variance Ratio (3) 43.3 45.0 54.2 61.4 85.9 52.6 62.2 66.6 69.1 86.9
Random (48) 44.9 45.7 59.2 66.9 86.8 66.3 76.9 79.3 80.1 90.2
VAAL (66) 41.8 47.8 66.1 72.1 86.4 63.2 75.2 79.5 81.3 89.9
Coreset (64) 45.2 49.8 68.7 70.1 86.9 58.9 69.3 75.7 81.9 90.2
TypiClust (23; 39) 44.8 45.6 67.6 73.1 85.7 66.6 75.8 79.5 81.7 89.5
Stochastic Batches (20) 36.9 39.5 53.7 57.4 85.8 60.3 69.8 74.1 75.4 89.3
CoreGCN (7) 40.8 49.3 69.1 74.1 86.3 67.7 74.9 79.0 80.7 89.6
Ours 52.3 59.8 73.3 76.1 86.4 70.9 77.4 81.6 82.5 90.2

Weakly-supervised Fully-supervised

2% 3% 4% 5% 40% 2% 3% 4% 5% 40%
MS-CMR CHAOS

BALD 37.0 48.9 57.4 60.0 85.8 79.6 80.7 80.4 81.1 95.8
Variance Ratio 41.3 46.8 52.8 55.3 84.3 74.9 72.9 76.6 76.2 92.8
Random 39.7 55.0 61.0 61.5 85.7 80.7 81.7 84.2 85.1 96.2
Coreset 28.7 53.6 56.9 58.7 86.7 80.0 80.4 81.2 88.1 96.5
Stochastic Batches 38.5 56.2 59.8 60.5 86.2 77.2 82.9 83.8 84.7 96.1
CoreGCN 27.0 48.7 57.1 57.2 85.5 67.8 77.7 77.8 74.4 94.3
Ours 44.3 53.3 63.4 63.5 86.3 80.5 82.5 85.9 90.3 96.3

Table 2: DICE scores for DAVIS

Fully-supervised

10% 20% 30% 40% Mean

BALD 43.6 42.0 43.4 43.8 43.1
Variance Ratio 36.1 31.2 34.9 40.7 35.6
Random 39.6 40.5 47.4 48.5 45.5
Coreset 31.7 39.4 42.2 42.1 41.2
Stochastic Batches 40.3 41.5 45.1 47.6 44.7
Ours 42.8 45.2 45.5 46.6 45.8

4.3 Results

Tables 1 and 2 summarize the results from our experiments on weak and full annotations for the
ACDC, MS-CMR, CHAOS, and DAVIS datasets when trained from scratch. Our method excels in
low annotation budget scenarios (2%-5%) on the ACDC dataset, outperforming other methods by
up to 10% in some cases. This advantage is vital in the medical field where annotation costs are
often high. On the MS-CMR, CHAOS, and DAVIS datasets, our method remains highly competitive,

Table 3: Mean DICE scores over all annotation datapoints with pre-trained weights

Fully-supervised

ACDC CHAOS DAVIS

Random 78.4 94.9 74.9
Stochastic Batches 77.3 95.0 75.1
Coreset 78.6 95.1 74.6
Ours 79.5 95.2 75.1
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Figure 2: Describes the relationship between model performance and annotation time for our method
utilizing weakly and fully-supervised 2D slices and random sampling of fully-supervised 3D volumes
on the ACDC dataset. Annotation % is measured as the percentage of the fully-labeled ACDC
training data. For weak supervision, we extrapolate the percentage of fully-labeled data based on
equivalent annotation time (we follow prior work which assumes that annotators annotate scribbles
15x as fast as the full masks (72)). The dashed green line represents the performance of our method
using weakly-supervised 2D slices with 40% of the ACDC training data.

Our method

CoreGCN

2% 3% 4% 5%

Coreset

Figure 3: Qualitative comparison of our method, CoreGCN, and Coreset. Blue indicates agreement
between model predictions and groundtruth masks and red indicates disagreement.

consistently achieving the highest or close to the highest performance for a particular annotation
level.

Additionally, our algorithm consistently demonstrates superior performance in both weak and full
annotation scenarios, unlike other top-performing methods which struggle in one of these settings.
Compared to other algorithms, our method shows superior performance on different datasets as well.

We note that clinically acceptable DICE scores for similar medical segmentation tasks range from
0.5-0.9, depending on the task (68; 25; 75; 8). However, even lower DICE scores can be clinically
useful, especially for particular volumes with higher scores or in conjunction with semi-automated
segmentation methods (57).
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Table 4: Ablation study based on the mean DICE scores for the 2-5% weak annotation datapoint
Coreset NT-Xent Patient Volume Slice mDICE

✓ 58.5
✓ ✓ 59.5
✓ ✓ 60.0
✓ ✓ 60.7
✓ ✓ 58.1
✓ ✓ ✓ 61.5
✓ ✓ ✓ 60.9
✓ ✓ ✓ 62.6
✓ ✓ ✓ ✓ 65.4
✓ ✓ ✓ ✓ 64.1
✓ ✓ ✓ ✓ ✓ 61.1

(a) NT-Xent Loss (b) Our Loss

Figure 4: t-SNE visualization of dataset clusters generated by different gϕ

Our fully-supervised experiments with pre-trained models are in Table 3. We saw improvements with
our method in comparison to the best performing comparison methods. Please refer to Appendix D
for comprehensive results across all datasets, including calculated bootstrapping standard errors.

4.4 Relationship between model performance and annotation time

In Figure 2 we provided a graph which describes the relationship between model performance and
annotation time for our method utilizing weakly and fully-supervised 2D slices and random sampling
of fully-supervised 3D volumes on the ACDC dataset. To ensure a fair comparison between the
different methods, we do not incorporate any of the results from the pre-trained segmentation models.
For the 3D results, similar to the 2D U-Net, we train a 3D U-Net from scratch. Given comparable
annotation time, our methods trained on both weakly and fully-supervised 2D slices far exceed the
performance of random sampling of 3D volumes and achieve 3D volume maximum performance
(with the given budget) with much less annotation time.

4.5 Comparison with related work

Of the diversity-based comparison methods (Coreset, VAAL, TypiClust, Random), the performance
for these three are generally worse than our method. For example, our method achieves the best
performance on 21 out of 27 comparison points (Tables 1, 2, 3). The next closest is Random sampling,
which achieves the best performance on 5 out of 27 comparison points. Of the entropy-based methods
(BALD, Variance Ratio, Stochastic Batches), Stochastic Batches achieves the best performance on 4
out of 27 comparison points, the best out of the group.
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Coreset and CoreGCN share similarities with our method. However, on almost all the comparison
points, they perform much worse. In Figure 3, there is a qualitative comparison of our method,
CoreGCN, and Coreset on a difficult slice in the volume after several weak annotation rounds. With
more requested annotations, our method is able to reduce errors even in difficult slices. With 5% weak
annotation, while Coreset and CoreGCN still retain large error artifacts, our method has minimally
visible errors.

4.6 Ablation study

In Table 4, we see our ablation experiments. The first three sections represent our experiments with
one, two, and three or more contrastive losses respectively. We note that all the contrastive loss
experiments perform better than vanilla Coreset. Additionally, generally the larger combination of
losses tend to outperform the smaller combination of losses. The best loss combination involves the
volume group loss, patient group loss, and NT-Xent.

One interesting observation is that the loss associated with the volume group — the most diverse
group — tends to produce the best additive performance and the loss associated with the the adjacent
slice group — the least diverse group — tends to have the worst additive performance. We see this
trend in the one loss experiments as well in the two loss and three or more loss experiments, where the
combinations with the volume group loss tend to produce the best performance and the combinations
with the adjacent slice group loss tends to produce the worst performance.

In order to visualize how effective the learned gϕ trained with different losses are for Coreset, we
applied k-means clustering to the generated dataset features with a contrastive encoder trained with
NT-Xent and trained with our optimal loss and visualized the quality of cluster labels using a t-SNE
plot, which can be seen in Figure 4. We note that the clusters from our loss show good cohesion
(tightly grouped), separation between clusters, and are easy to differentiate. However, the clusters
from NT-Xent show much less cohesion (points are spread over more space) and the separation is
less defined. Higher quality clustering emphasizes points are well separated which leads to better
performance when trying to find representative points using Coreset.

5 Conclusion

In our research, we introduced a novel metric learning method for Coreset to perform slice-based
active learning in 3D medical segmentation. By leveraging diverse data groups in our feature
representation, we were able to learn a metric that promoted diversity and our Coreset implementation
was able to outperform all existing methods on medical and non-medical datasets in weak and full
annotation scenarios with a low annotation budget. Due to limited computational resources, we
restricted the number of experiment runs and models we trained. We also acknowledge that we did
not fully consider training set bias which can result in unfair outcomes for underrepresented groups.
In future work, we hope to remedy some of these issues and focus more robustly on the applications
of our approach in diverse domains.
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A Loss weights

In our experiments and ablation study, a 1.0 weight was applied whenever the NT-Xent loss was
used. Additionally, a 1.0 weight was applied if only one group contrastive loss was used. In the
ablation study on the ACDC dataset, for the experiments with multiple group contrastive losses, we
tried different combinations of weights for the group contrastive losses and reported the best results.
We will utilize the formulation from Equation 5 for the loss weights and report them as a four-tuple
(a, b, c, d) which corresponds to (λ0, λ1, λ2, λ3) (in which λ0 is 1 if the NT-Xent loss was used and
0 if it is not). The combinations we tried are as follow (with the best bolded):

• patient and volume group loss without NT-Xent loss: (0, 0.125, 0.875, 0), (0, 0.50, 0.50, 0)
• volume and slice group loss without NT-Xent loss: (0, 0, 0.125, 0.875), (0, 0, 0.50, 0.50)
• patient and volume group loss with NT-Xent loss: (1,0. 10 , 0.35, 0), (1, 0.117, 0.233, 0), (1,

0.05, 0.35, 0)
• patient, volume, and slice group loss without NT-Xent loss: (0, 0.05, 0.25, 0.7), (0, 0.33,

0.33, 0.33)
• patient, volume, and slice group loss with NT-Xent loss: (1, 0.10, 0.20, 0.05), (1, 0.05, 0.35,

0.025)

We utilized the best loss/weight combination for our ACDC experiments. For the CHAOS, MSCMR,
and DAVIS datasets, because there is only one volume per patient and thus no difference between the
patient and volume loss, we tested two loss/weight combinations:

• volume loss with weight 0.35 with NT-Xent loss
• volume loss with weight 0.10 and slice loss with weight 0.30 with NT-Xent loss

Both weight combinations performed better than other comparison methods though volume loss with
weight 0.35 with NT-Xent loss performed slightly better than the other combination.

For the pre-trained weights, we found that best results were obtained on the ACDC dataset with just
the patient group without the NT-Xent loss. We tested different combinations of groups but found the
results were worse. We used the same weight setting for CHAOS and DAVIS

B Theoretical bounds for loss

First, we assume that the expectation over the data distribution of the volume-based loss and slice-
based loss are equivalent. Formally, this is described as follows:

Ex,y∼pZ [Lvolume(y, ŷ)] = Ex′,y′∼pZ′ [Lslice(y
′, ŷ′)]

where Lvolume : X × Y → R and Lslice : X ′ × Y ′ → R are the volume-based and slice-based
loss respectively. For the rest of the proof, Lslice(·) is referred to by L(·). Following the derivation
provided in the original Coreset paper (64) we have:

Ex′,y′∼pZ′ [L(y
′, ŷ′)] ≤

∣∣∣∣∣∣Ex′,y′∼pZ′ [L(y
′, ŷ′)]− 1

n

∑
i∈[n]

L(y′, ŷ′)

∣∣∣∣∣∣︸ ︷︷ ︸
Generalization Error

+
1

|s|
∑
j∈s

L(y′, ŷ′)︸ ︷︷ ︸
Training Error

+

∣∣∣∣∣∣ 1n
∑
i∈[n]

L(y′, ŷ′)− 1

|s|
∑
j∈s

L(y′, ŷ′),

∣∣∣∣∣∣︸ ︷︷ ︸
Core-Set Loss

≤

∣∣∣∣∣∣ 1n
∑
i∈[n]

L(y′, ŷ′)− 1

|s|
∑
j∈s

L(y′, ŷ′),

∣∣∣∣∣∣︸ ︷︷ ︸
Core-Set Loss
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We get the last line of the inequality because we assume the Training Error is zero and, similar to the
original Coreset paper, we assume the Generalization Error is zero, (which is a reasonable assumption
because most CNNs have very small generalization error) (64).

Thus, our active learning objective can be re-defined as:

argmin
s1⊂D,|s1|≤k

1

n

∑
i∈[n]

L(y′, ŷ′)− 1

|s|
∑
j∈s

L(y′, ŷ′) (6)

We will now present the following theorem:

Theorem 1. Given n i.i.d. samples drawn from pZ′ as {xi,yi}i∈[n], and set of points s. If loss
function L(ŷ,y) is λl-Lipschitz continuous for all ŷ,y and bounded by L, segmentation function
ηc(x) = p(y = c|x) is λη-Lipshitz continuous for all x ∈ Ω and c ∈ Y , s is δ cover of {xi,yi}i∈[n],
and l(ŷs(j),ys(j)) = 0 ∀j ∈ [m]; with probability at least 1− γ,

1

n

∑
i∈[n]

L(y′, ŷ′)− 1

|s|
∑
j∈s

L(y′, ŷ′) ≤ δ(λl + ληL2hwdk) +

√
L2 log(1/γ)

2n
.

Similar to (64), we can start our proof with bounding Eyi∼η(xi)L(ŷi,yi). Following a similar
approach to (64), we get:

Eyi∼η(xi)L(ŷi,yi) ≤ δ(λl + ληL2hwdk)

Again, following (64), we can use the Hoeffding’s Bound to conclude the rest of the proof.

C Batch sampler

The pseudocode for the batch sampler can be seen in Algorithm 1. This implementation assumes the
use of all three group contrastive losses. If the adjacent slice group is removed, then remove line 6. If
the volume group is removed, then remove line 7. If the patient group is removed, then remove line 8.
An illustration on how the batch sampler works can be seen in Figure 5

Phase 1: Group CreationDataset Phase 2: Batch Creation

Group 1
Batch 1

Batch M

Group N

1

2

2

3

4

4

4

2

1

Patient 1

1 2 3 4

21 3 4

Volume 2

Volume 1

2

4

2

2

2 3 4 4

1 2 4 2

3

Patient 2

1 2 3 4

1 2 3 4

4

4

1 2 4 2

2 3 4 4

Figure 5: Overview of the batch sampler for Group-based Contrastive Learning
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Algorithm 1 Batch sampler for one epoch
Input: List of patient groups P1, P2, ..., PL. Each patient group i contains a list of volume

groups V i
1 , V

i
2 , ..., V

i
K . Each volume group j for patient i contains a list of slices sij1 , s

ij
2 , ..., s

ij
T .

Batch size is M .
1: PG← list()
2: for all P1, P2, ..., PL do
3: groups← ()
4: for all V i

1 , V
i
2 , ..., V

i
K do

5: for all sij1 , s
ij
2 , ..., s

ij
T do

6: s← RandomChoice(sijk−1, s
ij
k+1)

7: v ← RandomChoice(∪t̸=ks
ij
t )

8: p← RandomChoice(∪V ∈Pi:s∈V s/{sijj })
9: group← [sijk , s, v, p]

10: Add group to groups
11: end for
12: end for
13: Add groups to PG
14: end for
15: batches← ()
16: while |PG| ≥M do
17: batch← list()
18: S ← ()
19: while |batch| < M do
20: groups← RandomChoice(∪g∈PG∧g/∈S)
21: group← RandomChoice(groups)
22: groups← groups\group
23: if |groups| = 0 then
24: PG← PG\groups
25: else
26: Add groups to S
27: end if
28: Extend batch with group
29: end while
30: Add batch to batches
31: end while
32: return batches

D Additional results

We have included all collected results on all the datasets. We also report twice the bootstrap standard
error for the means over the different experiment runs. Our process is as follows. We generate 1000
bootstraps. For each bootstrap, we generate a resampling with replacement of the test set volumes and
generate the mean of the test set metrics (average 3D Dice score over the test set) over the different
experiment runs at the desired evaluation point. We then calculate the sample standard deviation of
the bootstrapped means and multiply by two.

Because the CHAOS and DAVIS have fewer volumes (and the bootstrapping errors are artifically
inflated), rather generating a resampling with replacement on the test set volumes, we generate a
resampling over the slices.
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Table 5: DICE scores for ACDC

Weakly-supervised

2% 3% 4% 5%

BALD 44.8±1.9 54.8±1.9 61.4±1.8 66.2±1.6
Variance Ratio 43.3±2.1 45.0±2.2 54.2±2.4 61.4±2.1
Random 44.9±2.3 45.7±2.2 59.2±2.1 66.9±1.9
VAAL 41.8±2.3 47.8±2.2 66.1±2.1 72.1±1.9
Coreset 45.2±2.1 49.8±2.0 68.7±2.0 70.1±1.8
TypiClust 44.8±2.2 45.6±2.0 67.6±1.8 73.1±1.6
Stochastic Batches 36.9±2.2 39.5±2.0 53.7±1.8 57.4±1.5
CoreGCN 40.8±2.2 49.3±2.0 69.1±1.9 74.1±1.7
Ours 55.6±2.1 61.4±1.9 73.7±2.2 77.5±1.6

10% 15% 20% 40%

BALD 77.7±1.3 81.6±1.2 83.3±1.1 86.4±0.9
Variance Ratio 74.3±1.9 83.2±1.5 84.4±1.2 85.9±0.9
Random 76.5±1.4 83.0±1.3 84.1±1.1 86.7±0.9
VAAL 79.6±1.4 82.4±1.2 84.4±1.1 86.4±0.9
Coreset 80.3±1.3 83.6±1.2 85.3±1.1 86.9±1.0
TypiClust 77.7±1.4 82.0±1.3 83.6±1.3 85.7±1.2
Stochastic Batches 69.2±1.4 78.5±1.3 81.9±1.2 85.8±1.1
CoreGCN 78.4±1.3 82.9±1.3 83.9±1.1 86.3±0.9
Ours 80.1±1.4 83.8±1.3 84.3±1.2 86.4±1.0

Fully-supervised

2% 3% 4% 5%

BALD 53.8±3.7 66.0±2.7 67.9±2.5 71.7±2.2
Variance Ratio 52.6±3.3 62.2±3.2 66.6±3.6 69.1±3.3
Random 66.3±3.2 76.9±3.0 79.3±2.4 80.1±1.8
VAAL 63.2±2.6 75.2±2.3 79.5±2.1 81.3±1.8
Coreset 58.9±3.7 69.3±3.3 75.7±3.6 81.9±2.7
TypiClust 66.6±3.4 75.8±3.1 79.5±2.4 81.7±2.1
Stochastic Batches 60.3±3.0 69.8±2.8 74.1±2.6 75.4±2.5
CoreGCN 67.7±2.6 74.9±2.4 79.0±2.2 80.7±2.1
Ours 70.9±2.7 77.4±2.4 81.6±2.2 82.5±2.1

10% 15% 20% 40%

BALD 81.6±1.8 85.5±1.2 85.9±1.0 89.3±0.9
Variance Ratio 76.4±3.2 80.7±3.0 83.6±2.4 86.9±1.3
Random 86.8±1.6 88.1±1.3 88.3±1.1 90.2±0.9
VAAL 85.9±1.4 88.0±1.3 87.9±1.2 89.9±1.1
Coreset 85.8±2.2 87.7±1.3 88.8±1.1 90.2±1.0
TypiClust 85.9±1.3 87.1±1.2 88.0±1.0 89.5±0.9
Stochastic Batches 81.6±2.4 84.6±1.4 86.5±1.3 89.3±1.1
CoreGCN 85.9±1.3 87.9±1.2 88.5±1.2 89.6±1.0
Ours 86.8±1.8 87.5±1.4 88.5±1.3 90.2±1.0
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Table 6: DICE scores for MSCMR

Weakly-supervised

2% 3% 4% 5%

BALD 37.0±2.8 48.9±2.9 57.4±2.7 60.0±3.0
Variance Ratio 41.3±5.0 46.8±5.1 52.8±5.5 55.3±3.8
Random 39.7±3.7 55.0±4.0 61.0±4.1 61.5±3.1
Coreset 28.7±5.0 53.6±4.5 56.9±4.1 58.7±3.6
Stochastic Batches 38.5±5.6 56.2±4.2 59.8±4.6 60.5±3.6
CoreGCN 27.0±5.6 48.7±5.3 57.1±5.2 57.2±3.6
Ours 44.3±5.2 53.3±4.9 63.4±5.4 63.5±4.5

10% 15% 20% 40%

BALD 77.0±2.8 79.5±3.2 80.1±3.0 85.8±2.3
Variance Ratio 65.8±3.3 72.9±3.1 78.4±2.9 84.3±2.6
Random 76.0±2.9 82.4±3.1 83.2±3.0 85.7±2.8
Coreset 74.4±2.8 81.4±2.1 83.1±2.5 86.7±1.9
Stochastic Batches 76.1±3.2 80.6±2.8 83.1±2.2 86.2±1.9
CoreGCN 71.0±3.6 80.9±3.7 83.0±3.8 85.5±3.8
Ours 77.2±2.9 82.4±2.3 83.6±2.1 86.3±2.3

Table 7: DICE scores for CHAOS

Fully-supervised

2% 3% 4% 5%

BALD 79.6±1.8 80.7±1.8 80.4±1.8 81.1±1.9
Variance Ratio 74.9±2.5 72.9±2.7 76.6±2.6 76.2±2.6
Random 80.7±1.9 81.7±1.7 84.2±1.5 85.1±1.3
Coreset 80.0±1.8 80.4±2.0 81.2±1.9 88.1±1.0
Stochastic Batches 77.2±2.3 82.9±1.9 83.8±1.8 84.7±2.0
CoreGCN 67.8±2.1 77.7±2.1 77.8±1.2 74.4±1.5
Ours 80.5±1.8 82.5±1.5 85.9±0.8 90.3±1.3

10% 15% 20% 40%

BALD 92.6±0.6 94.5±0.5 94.9±0.5 95.8±0.4
Variance Ratio 82.6±2.4 85.1±2.0 87.2±1.9 92.8±1.2
Random 92.7±0.8 94.3±0.6 94.8±0.6 96.2±0.3
Coreset 92.2±0.9 94.9±0.5 95.8±0.4 96.5±0.2
Stochastic Batches 92.1±1.1 93.0±1.0 94.1±0.7 96.1±0.3
CoreGCN 85.9±1.0 93.3±0.6 94.1±0.5 94.3±0.3
Ours 92.5±0.7 94.4±0.7 95.6±0.5 96.3±0.3

Table 8: DICE scores for DAVIS

Fully-supervised

10% 20% 30% 40%

BALD 43.6±0.6 42.0±0.5 43.4±0.4 43.8±0.6
Variance Ratio 36.1±0.5 31.2±0.4 34.9±0.6 40.7±0.3
Random 39.6±0.6 40.5±0.7 47.4±0.7 48.5±0.5
Coreset 31.7±0.7 39.4±0.6 42.2±0.6 42.1±0.5
Stochastic Batches 40.3±0.6 41.5±0.8 45.1±0.6 47.6±0.6
Ours 42.8±0.7 45.2±0.6 45.5±0.7 46.6±0.7
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Table 9: DICE scores for ACDC (pretrained)

Fully-supervised

1% 2% 3% 4% 5%

Random 61.9±1.8 77.8±1.4 81.9±1.2 85.0±0.9 85.6±0.9
Stochastic Batches 55.2±1.7 79.3±1.3 82.5±1.2 83.4±1.0 86.4±1.0
Coreset 64.0±1.5 78.3±1.4 81.7±1.3 83.7±1.1 84.0±1.2
Ours 66.1±1.9 79.4±1.4 82.0±1.3 84.3±1.0 85.9±1.0

Table 10: DICE scores for CHAOS (pretrained)

Fully-supervised

1% 2% 3% 4% 5%

Random 91.8±0.5 94.6±0.4 95.9±0.3 96.2±0.2 96.4±0.2
Stochastic Batches 92.4±0.5 94.5±0.3 95.5±0.3 95.9±0.3 96.3±0.3
Coreset 92.3±0.8 94.8±0.4 95.7±0.2 96.3±0.2 96.4±0.2
Ours 93.4±0.3 95.1±0.3 95.4±0.2 96.1±0.2 96.1±0.2

Table 11: DICE scores for DAVIS (pretrained)

Fully-supervised

1% 2% 3% 4% 5%

Random 71.0±0.5 71.2±0.5 76.7±0.6 76.2±0.7 79.3±0.7
Stochastic Batches 69.1±0.6 73.5±0.7 76.9±0.7 76.8±0.7 78.9±0.6
Coreset 68.5±0.6 73.2±0.6 76.9±0.6 76.9±0.7 77.4±0.6
Ours 71.1±0.6 73.5±0.7 76.4±0.6 77.2±0.7 77.2±0.5
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Yes they do.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Experimental limitations are discussed in Section 5. Computational require-
ments are discussed in Section 4.2.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We provide a full set of assumptions and complete proof in Appendix B.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All implementation and experiment details are discussed in Section 3.2.1, ??,
and 4.2 and Appendix. We have also provided our code in the supplementary materials and
the data is publicly available. We will also post our code to Github.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have provided code and links to data in the supplementary materials. The
code will also be posted to Github.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, this information is provided in Section 3.2.1 and 4.2, Appendix, and can
also be viewed in the code in the supplementary materials.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Yes, we report bootstrapping standard errors for our results and describe our
approach in Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

We discuss this in Section 4.2.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Because we used existing datasets with human subjects, in Section 4.1 we
discussed whether the dataset owners followed data collection regulations and whether
human consent was obtained.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: While positive social impacts are discussed throughout the paper (especially in
the introduction), we also briefly discussed that we did not consider issues of bias which can
have unfair outcomes for underrepresented groups in Section 5.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our models do not have a high risk of misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [No]

Justification: For the datasets we used, no license information was available and we were
unable to reach out to the asset creators. However, we have properly credited the original
owners of all the datasets and followed all the owners’ directions for research use of
the datasets. The license and terms of use for the segmentation model repository are
both followed and provided within the wsl4mis subdirectory in the code submitted in the
supplementary materials.

Guidelines:

• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The only assets we are providing is our code, which will be anonymized and
provided in the supplementary materials. The license information as well as documentation
on how to use the code is provided in the code directory. Other relevant details can also be
referenced in the paper.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [No]
Justification: We used existing datasets that contain human subject data. As mentioned
before, in Section 4.1 we discussed whether the dataset owners followed data collection
regulations and whether human consent was obtained.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [No]
Justification: We used existing datasets that contain human subject data. While we were
not able to obtain all of this information, as mentioned before in Section 4.1 we discussed
whether the dataset owners followed data collection regulations and whether human consent
was obtained.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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