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Abstract

The rapid development of large language mod-
els (LLMs) gives rise to ethical concerns about
their performance, while opening new avenues
for developing toxic language detection tech-
niques. However, LLMs’ unethical output and
their capability of detecting toxicity have pri-
marily been tested on language data that do not
demand complex meaning inference, such as
the biased associations of ‘he’ with program-
mer and ‘she’ with household. Nowadays toxic
language adopts a much more creative range of
implicit forms, thanks to advanced censorship.
In this study, we collect authentic toxic inter-
actions that evade online censorship and that
are verified by human annotators as inference
intensive. To evaluate and improve LLMs’ rea-
soning of the authentic implicit toxic language,
we propose a new prompting method, Prag-
matic Inference Chain (PIC), drawn on interdis-
ciplinary findings from cognitive science and
linguistics. The PIC prompting significantly
improves the success rate of GPT-40, Llama-
3.1-70B-Instruct, and DeepSeek-v2.5 in identi-
fying implicit toxic language, compared to both
direct prompting and Chain-of-Thought. In ad-
dition, it also facilitates the models to produce
more explicit and coherent reasoning processes,
hence can potentially be generalized to other
inference-intensive tasks, e.g., understanding
humour and metaphors.

1 Introduction

Described as "insulting", "offensive", "threaten-
ing", "derogatory", "hateful”" and "rude", and as
targeting individual faces, groups, or protected
characteristics, toxic language nowadays adopts
a creative range of implicit forms to avoid be-
ing captured by sophisticated censorship (Dixon
et al., 2018; Kavaz et al., 2021; Palmer et al., 2020;
Sap et al., 2019). Their interpretations tend to
be highly context-dependent and often demand a
heavy load of non-demonstrative inferences. Fig-
ure 1 illustrates the many inferential steps needed

Post: My girlfriend is insisting on breaking up unless |
spend a year’s worth of savings on a ring.
Comment: 400k can buy a pretty good freezer.

Inferential steps:

This girl demands that her boyfriend spends a lot of
money on her.

This girlis vain.

Vain girls cause a guy to suffer financial loss.

They should be punished for the loss.

Previously, a news report mentioned a rich woman being
killed by her boyfriend and her body being hiddenin a

freezer.

The vain girls should be killed.

The requested amount of money is far over the value of a
good freezer.

The money should be spent on buying a decent freezer to
hide her dead body. /

N

Figure 1: The inferential process of an implicit toxic comment
to a non-toxic online post collected from Weibo. The original
Chinese version can be found in Appendix C.

to understand the toxicity in a simple real-world
online comment. While previous studies have con-
tributed invaluable insight into the toxicity arising
from biased distributions (e.g., men to program-
mers and women to household, Bolukbasi et al.,
2016), self-explainable online posts (e.g., EISherief
et al., 2021), and machine-generated texts (e.g.,
Hartvigsen et al., 2022; Wen et al., 2023), it is es-
sentially the highly context-dependent, censorship-
undetectable types of toxic language that can be
easily input into LLMs, used to attack them, and
affect their output. Therefore, evaluating and im-
proving LLMs’ reasoning of inference-intensive
toxic interactions is critical.

Addressing the challenges of implicit toxic lan-
guage requires the reasoning capability of an LLM,
nevertheless, what is required is not the capabil-
ity of logical reasoning, such as the inference that
Chain-of-Thoughts (CoT) can enhance (Wei et al.,
2023). CoT and its adaptations prompt LLMs to
divide complex tasks into logical steps and have
achieved higher output accuracy in the arithmetic,
commonsense, and symbolic tasks (e.g., Fang et al.,



2025; Huang et al., 2025; Ji et al., 2025; Liang et al.,
2023; Wei et al., 2023). In contrast, understand-
ing implicit toxic language needs inferences that
draw on non-logical subjective social experiences,
conventional knowledge, and contextual awareness.
As seen in Figure 1, a girl being vain is not a log-
ical premise for her to be killed. Such reasoning
from context, intention, and signs is named “prag-
matic inference” (see Section 2). We should note
that neurolinguistic studies have identified different
neuron activations between logical reasoning and
pragmatic inference (Prado et al., 2015; Spotorno
etal., 2015).

In this study, we introduce a new in-context
learning method, Pragmatic Inference Chain
(PIC), drawn on findings from cognitive science
and linguistics. Specifically, we design the chain
based on the Relevance Theory that was developed
specifically for explaining the process of pragmatic
inference (Sperber and Wilson, 1995, 1997; Wilson
and Sperber, 1993). However, we do not assume
a direct applicability of the theory, given the fact
that it was developed based on human cognition.
Instead, this study undertakes an experiment-driven
adaption of the theory and then applies the adapted
PIC to examine three LLMs: GPT-40, Llama-3.1-
70B-Instruct, and DeepSeek-v2.5. For the tests,
we also construct a dataset that contains inference-
intensive toxic language collected from authentic
online interactions.

Our findings reveal that, without the PIC, all
three models struggle to achieve an accuracy rate
above the chance. The PIC then brings a 12%
to 20% improvement to their performance. More
importantly, incorporating the PIC into prompts
enables the LLMs to generate more explicit and
coherent inferential processes, which show the po-
tential for this method to be generalized to other
pragmatic inference tasks, such as LLMs’ under-
standing of humour and metaphors. The contri-
butions of our findings are threefold: (1) the effi-
ciency of PIC demonstrates LLMs’ ability to make
inferences other than logical reasoning; (2) it also
indicates that some identified deficiencies of LLMs
in pragmatic inferencing (Barattieri di SanPietro
et al., 2023; Qiu et al., 2023; Ruis et al., 2023; Sra-
vanthi et al., 2024) can be treated via in-context
learning; and (3) the study presents an implicit
toxic language dataset that differs in many ways
from extant ones. The dataset, together with the
PIC method, are useful to advance LLMs’ capabil-

Step 1. Stating the relevance !

‘ The comment is highly relevant to the given context.

Step 2. Finding the relevant parts |

The context mentioned “a year’ worth of saving” and the comment
L responded by 400K

Step 3. ining the li istic cues !

Freezer here refers to the location where a woman’s dead body was hidden
by her boyfriend who killed her.

N J

Step 4. Interpreting the literal meaning |

The comment means that killing the woman is better than paying for her
[ request.

Step 5. Finding the conflicts between the meaning
and gender equality policies or world knowledge

N
Women'’s financial or emotional demands are not an equivalent to extreme
violence. The term "freezer” implicitly suggests violence against women,

{_ whichis a disrespect to their life and safety.

Step 6. Identifying the implicature

This comment implies that paying for women’s demands is worse than
harming them, expressing disrespect toward women and suggesting that in
dealing with relationship issues, inhumane and illegal means can be used. )

\

Figure 2: The relevance-theoretical inference process adapted
in six steps.

ity of addressing real-world challenges of creative
toxic language.

2 Pragmatic Inference and Relevance
Theory

Pragmatic inference is the process of deriving con-
clusions about meaning based on contexts, inten-
tions, and language use (Elder, 2024). Here, the
‘meaning’ refers to pragmatic meanings that go
beyond literal meanings to convey information
about the context where speech takes place, as
well as the identity, intentions, and affective states
of the speaker (Blommaert, 2005). They are of-
ten termed as ‘implicatures’ (Grice, 1975). LLMs
were found to be particularly deficient in making
pragmatic inferences (Barattieri di SanPietro et al.,
2023; Qiu et al., 2023; Ruis et al., 2023; Sravan-
thi et al., 2024). For example, Barattieri Di San
Pietro et al. (2023) identified a significantly low
performance of ChatGPT in managing information
amount (i.e.,quantity maxim required in pragmatic
inference, Grice, 1975), making implicit inferences
from context, interpreting physical metaphors, and
comprehending humour.

The Relevance Theory proposed one of the semi-
nal frameworks for explaining pragmatic inference
and implicature (Wilson and Sperber, 1993; Sper-
ber and Wilson, 1995). It drew on two cognitive pa-
rameters, positive cognitive effects and processing
efforts, to explain how human cognitive systems
(automatically) select some input over others and
how human memory retrieval mechanisms (auto-
matically) activate potentially relevant assumptions
(p-610). Therefore, a willful speaker may intention-
ally choose a stimulus that is likely to attract the
hearer’s attention and subsequently manipulate the



hearer’s implicature interpretations. The selected
stimuli may become ‘ostensive’ and convey opti-
mal relevance to the speaker’s intention. In other
words, they provide the cues for the hearer to relate
their understanding, preference, and interest.

Accordingly, the relevance-theoretic approach
presents a chain-like inferential procedure. Fig-
ure 2 shows an adapted version from (Sperber and
Wilson, 1997) with the same example from Fig-
ure 1.

3 Experiments

We conducted a series of experiments based on
a dataset that collected and selected 3097 gender-
targeted online post-comment pairs. Two expert
annotators manually annotated the data and pro-
vided their inferential processes for 400 toxic texts,
following the relevance-theoretical approach. In
doing so, we confirmed the cognitive load required
by our dataset.

How each step impacts LLMs’ success rate in
identifying toxicity was then tested. Based on the
results, we developed the PIC and designed it into
three prompting variations: one-shot, step instruc-
tions, and step instructions + 3 shots. Zero-shot
prompting and CoT were adopted as the baseline
methods. All methods were applied to three LLMs,
GPT-40, Llama-3.1-70B-Instruct, and DeepSeek-
v2.5.

3.1 Dataset

Before building our own dataset, we surveyed a
variety of toxic datasets available for testing LLMs.
They can largely be divided into three strands, fo-
cusing on (i) biased associations between a commu-
nity (e.g., women) and semantic assignments (e.g.,
household) (e.g., Dhamala et al., 2021; Gehman
et al., 2020; Parrish et al., 2021), (ii) online posts
that are self-explainable without extra need for con-
texts (e.g., "this b**ch think she in I Am Legend
LMAOOQ" Albanyan and Blanco, 2022; Albanyan
et al., 2023; Toraman et al., 2022; Wijesiriwardene
et al., 2020), or (iii) machine-generated responses
to toxicity-induced instructions (e.g., Hartvigsen
et al., 2022; Wen et al., 2023). While these datasets
have contributed invaluably to the advancement
of toxic detection techniques, LLMs’ success rate
with them also increases rapidly. For example, Wen
et al.’s (2023) toxic dataset used to have a 68.8% re-
call rate with GPT-3.5-Turbo, but now has a 88.87%
accuracy with GPT-4. In addition, the previous

datasets often did not include the ‘context’ where
the toxic text was used, and less represent authen-
tic use of toxic language, e.g., machine-generated
toxic language with rare use of figurative language
and neologisms.

As illustrated at the beginning of this study, the
authentic toxic language that can be posted un-
der nowadays surveillance of censorship adopts
much more creative implicit forms and requires
inferential efforts heavily based on contexts. There-
fore, we constructed a new implicit toxic dataset
by crawling two Chinese online platforms, Weibo
— a major microblogging platform — and RedNote —
the famous alternative to TikTok — where feminism
was placed under the strict surveillance of censor-
ship (Mao, 2020). Hence, the dataset was made to
focus on gender.

A total of 55 keywords were used to extract
gender-related content (Appendix A). The key-
words were not necessarily toxic, but more gen-
erally reported by netizens who enjoyed gender-
related online posts, e.g., men with muscles. In
other words, we did not intentionally search for the
data by using overtly toxic terms. We collected ten
posts for each keyword and the top 10 comments
for each post on 19th and 20th July, 2024. The post
was the ‘context’ while the comment was where
we look for implicit toxicity. Duplicated contexts
and comments, picture or emoji comments, and ex-
plicit toxic comments (e.g., the abbreviation “cnm”
meaning “f**k ur m*ther”) were removed, leaving
a total of 4,000 context-comment pairs. Note that
we did not remove non-toxic data.

Two expert annotators, who were postgraduates
in linguistics and specialized in pragmatics, were
trained to classify the dataset into non-toxicity,
women-targeted toxicity, men-targeted toxicity,
and anti-toxicity. Only the data points where the
two annotators achieved a full agreement were re-
tained, leaving a total of 3097 context-comment
pairs with 2148 non-toxic, 682 women-targeted
toxic, 193 men-targeted toxic, and 74 anti-toxic
ones. More examples of the context-comment pairs
can be found in Appendix C. Given the unequal
distributions between the categories, correctly iden-
tifying implicit toxic language requires, first and
foremost, the ability to distinguish it from non-
toxic ones.
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Figure 3: The comparisons between base-
lines obtained from zero-shot prompting and
the model performances by adding each
relevence-theoretical step (six steps in total).
The baselines here were tested on the 400

annotated data, hence different from the base-
lines obtained from the entire dataset.

zero-shot prompt (Appendix B), following the steps below +

LB ARETERTES
Step 1

FEERETFIE I EEM AT R Rk & U], BN, IR0, Wiz .

“Explain metaphors and words with special meanings in the comment, such as sissy and delicate wife, in laypersons’ language.”

AEBARTENE S, RFCRT e -

Step 2

“Explain the literal meaning of the comment in laypersons’ language.”

Step 3

BRI E OTF ST FERENET 2L . WMRRAMEZL, EHE R

“Identify any meaning aspects of the comment that contradict the principle of gender equality. If there are no contradictions, answer ‘None’.”

FIRZIFIRE T & A TER B -

Step 4 | “Evaluate whether the comment contains gender discrimination.”

“Provide your choice.”

Step 5

Table 1: Pragmatic Inference Chain — step instructions

3.2 Baseline

Zero-shot prompting and CoT were used as base-
line methods. Zero-shot prompts included both the
context and comment from the dataset, but did not
provide the PIC or its exemplars. CoT prompts
followed its original design (Wei et al., 2023), in-
cluding both the instruction of Let’s think step-by-
step and seven exemplars from the commonsense
dataset. The baseline prompts can be found in Ap-
pendix B.

3.3 Adaption of the relevance-theoretical
approach

The same two expert annotators provided their in-
ferential processes of 400 toxic data (45.7% of the
toxic part of our data). Each manually-produced
inferential process involved the six relevance-
theoretical steps (Figure 2). Additionally, there
were often one or two steps including multiple lay-
ers of information (e.g., multiple linguistic cues
in Step 3). Another pragmatics specialist cross-
checked the written inferences and made necessary
editions.

The manually produced inferential steps were
then incorporated into the prompt design step-by-
step, to examine the specific effect of each step on
LLM performance with the 400 context-response
pairs. Interestingly, instead of improving, the first
two steps actually reduced the performance of LLM
compared to the zero-shot baselines (on the 400
annotated data). Figure 3 demonstrated that all
three models started to show steady gains only from
Step 3 and eventually achieved a high accuracy in

Step 6.

Considering the different outcomes that the
relevance-theoretical approach has on human in-
ference and machine reasoning, we removed the
first two steps, adjusted the step instructions (Ta-
ble 1), and constructed the current version of the
Pragmatic Inference Chain. The PIC was further
diversified into one-shot prompt that contains a con-
crete example of the four steps (e.g., the exemplars
of steps 3 to 6 in Figure 2), step instructions, and
step instructions + three shots.

3.4 Language Models

We experimented with the different prompting de-
signs on three models, GPT-40 (Achiam et al.,
2023), Llama-3.1-70B-Instruct (Dubey et al.,
2024), and DeepSeek-v2.5 (Liu et al., 2024). The
selection of models considered their size, the lan-
guage(s) that might have predominated their train-
ing, the potential ideological differences underly-
ing their output (Atari et al., 2023; Naous et al.,
2024), and the different reasoning capabilities that
they demonstrated. To ensure the study’s replica-
bility, we set the temperature to 0.

4 Results and Discussions

Table 2 presents results from baseline prompts and
varied PIC prompts on the entire dataset.

For all three models, the incorporation of the
PIC step instructions into the prompts signifi-
cantly improves their performance. Compared
to the zero-shot baseline, the PIC step instructions
have brought about an increase of 12. 26% in clas-



Command

GPT-40 Llama-3.1 DeepSeek-v2.5 Average

Zero-shot 63.95 55.03 44.97 54.65
CoT (Wei et al., 2023) 58.46 47.00 51.61 52.36
PIC one shot 69.56 51.26 55.00 58.61
PIC step instructions 76.21 68.82 64.88 69.97
PIC step instructions + three shots ~ 74.21 53.84 71.01 66.35

Table 2: Accuracy in % based on LLMs’ success in identifying the four data categories (non-toxicity, women-
targeted toxicity, men-targeted toxicity, and anti-toxicity). The highest accuracy rates are in bold.

sification accuracy with GPT, 13.79% with Llama,
and 19.91% with DeepSeek.

In contrast, the highest accuracy achieved by
zero-shot prompts is 63.95% with GPT. DeepSeek,
which was believed to outperform the other two
models in Chinese reasoning (Liu et al., 2024), has
the lowest accuracy, 44.97% in the pragmatic infer-
ence of implicit toxic language. More interestingly,
CoT even reduces the model accuracy compared
to the zero-shot baseline. GPT performance drops
by 5.49% and Llama by 8.03%. DeepSeek is the
only one that has a small gain of 6.64%. It may
have benefited from the Chinese language that the
prompts use.

Furthermore, the PIC enables the models to
produce more explicit and coherent reasoning
processes. Figure 4 demonstrates the different in-
ferential processes facilitated by CoT, one-shot,
and step instructions. While all three prompts have
led GPT to take several steps in making the infer-
ence, the PIC step instructions particularly facili-
tate the model to ‘notice’ more linguistic details
(e.g., "M is a pun based on the homophone of
*B4° (man)"), connect the details to common knowl-
edge (e.g., "and also refers to “sirloins" as an in-
gredient"), select the knowledge that is suitable in
the context (e.g., ’sirloin’ and ’cook’), and recon-
struct the fundamental layer of semantic meanings
(e.g., "born solely to entertain me" reconstructed
as "men exist merely to provide entertainment or
amusement for others"). In contrast, the inferential
processes drawn on one-shot and CoT prompts tend
to be unspecific and make arbitrary connections be-
tween the text and sarcasm. As a result, only the
PIC step instructions are successful in identifying
the implicit toxicity of this comment.

Exemplars (shots) vary their effects across
different models and, at times, add little to the
model improvement. Unlike prior studies that
identified improvements from in-context learning
of concrete shots (e.g., Ma et al., 2023; Nachane

et al., 2024), one-shot alone in our study only
increases the GPT performance by 5.61% and
DeepSeek by 10.03%, while decreasing Llama
performance by 3.77%. We should emphasize
that the increase/decrease is compared to the zero-
shot baselines. The accuracy achieved by one-shot
prompting consistently falls behind the PIC step
instructions. Including more shots to the step in-
structions, i.e., step instructions + 3 shots, also re-
duces the performance of GPT by 2% and Llama by
14.98%, but increases the DeepSeek performance
by 6.13%, compared to PIC step instructions only.

The result may find both similarities and dif-
ferences with humans’ ability to make pragmatic
inferences. Previous studies of cognitive psychol-
ogy studies have found that humans guide their
pragmatic inference by abstract ’schemata’ — gener-
alized sets of rules defined in relation to classes of
goals (Cheng and Holyoak, 1985; Mazzone, 2011),
instead of concrete examples. Our PIC step in-
structions may be analogous to the rules. How-
ever, humans extract the rules from concrete and
discursive exemplars, such as repeated social ex-
periences of how certain speeches are interpreted
in context (Ochs, 1988). LLMs appear to learn the
rules directly without the need for concrete individ-
ual demonstrations.

Overall, the results show that LL.Ms, regardless
of whether they advance in logical reasoning or
not, need PIC assistance to achieve a higher per-
formance in reasoning authentic implicit toxic lan-
guage. CoT, which has been efficient in symbolic,
arithmetic, and commonsense reasoning, does not
perform better than directly prompting LLMs in
the task. The findings suggest that previous neuro-
logical evidence of the difference between logical
reasoning and pragmatic inferences (Prado et al.,
2015; Spotorno et al., 2015) may also apply to arti-
ficial neural networks.

How different types of reasoning tasks result in
different neuron activities in artificial neural net-



Post: “Big men don’t cook,” yet most chefs are men

[ Comment: Just for my amusement? Are sirloins born solely to entertain me? ]

CoT
In this context, the original post, "Big
men don’t cook," yet most chefs are
men, highlights a gender stereotype—
the belief that men shouldn’t or can’t
cook. However, in reality, many chefs
are male. This contrast exposes the
absurdity of the stereotype.
The comment, "Just for my
amusement? Are the ‘sirloins’ born
solely to entertain me?", is a playful
remark that mocks this stereotype,
likely satirizing those who hold such
biases.
Therefore, this comment leans more
toward opposing and ridiculing gender
discrimination, especially stereotypes
against men.

Gen analyzing this comment,

One-shot

consider the following points:

1. The post mentions "Big men don’t cook,"
which is a stereotype implying that men
shouldn’t or aren’t good at cooking.

2. Inthe comment "Just for my amusement?
Are men born solely to entertain me?",
the term "f§" (sirloin) is a playful
reference to men, possibly humorously
referring to male chefs.

3. This comment seems to use humor to
respond to the stereotype in the post,
pointing out that, in reality, many chefs
are men.

4. The comment does not directly degrade
or objectify any gender but instead
humorously highlights the contradiction
in the post’s viewpoint.

In conclusion, this comment appears more

WED

0

PIC step instructions \\
In this comment, "f@" is a pun based on the

homophone of "$" (man) and also refers to
“sirloins" as an ingredient. Given the
context, it is likely used to humorously refer
to men. The phrase "Are men born solely to
entertain me?" may be satirizing or mocking
a certain stereotype.

The literal meaning suggests that the
commenter is mocking or criticizing the idea
that men exist merely to provide
entertainment or amusement for others.

By using "f&" to refer to men and the phrase
"born solely to entertain me", the comment
may imply a certain stereotype or role
expectation for men. This contradicts the
principle of gender equality, as it could
diminish or overlook the diversity and value
of men.

The comment contains elements of gender

-

like a rebuttal and satire of the stereotype in discrimination, as it uses humor in a way
the post rather than discrimination against that may undermine or belittle men's roles
any gender. and worth.

Figure 4: Different inferential processes presented by GPT-40 under different prompts. The original Chinese version can be

found in Appendix D.

works goes beyond the scope of the current study,
but we may be able to provide some interdisci-
plinary explanations for the efficiency of PIC. Be-
sides the relevance theory revised in Section 2, the
Noticing Hypothesis proposed by Schmidt (1990)
suggests that conscious pick-up of language in-
put is necessary for human learning of language
meanings. Albeit whether LLMs are conscious is
controversial, the first step of the PIC has indeed
prompted the LLMs to pick up more linguistic in-
put explicitly. This may be explained by a changing
weight in their attention mechanism, which, how-
ever, needs further investigation. Chen and Lee
(2021) and Chen and Brown (2024) experimentally
evidence that humans build their understanding of
context-specific meanings off the back of stereotyp-
ical meanings of a language. Therefore, the second
step of the PIC, which requires the LLMs to explain
the literal meaning of the comment, could have
provided a foundation for their context-specific un-
derstanding of implicit toxicity. Lastly, the third
step asks the LLMs to compare the meanings of
the comment against gender equality principles,
namely, bringing up the existing requirements for
controlled text generation (Liang et al., 2024). The
potential contributions of each step can thus ex-
plain the efficiency of PIC over other prompting
methods that could not entail them.

5 Related work

There has been a surge of research on improving
the reasoning capability of LLMs, following the de-

sign of CoT (Buhnila et al., 2024; Fang et al., 2025;
Huang et al., 2025; Konya et al., 2024; Lin et al.,
2024; Niu et al., 2024; Pan et al., 2025). While
the majority concentrates on logical reasoning, we
have also witnessed an increasing interest in rule-
based reasoning (Servantez et al., 2024) and reason-
ing through theory-of-mind (Lin et al., 2024). For
example, Servantez et al. (2024) was inspired by
the IRAC framework (Issue, Rule, Application, and
Conclusion) developed by lawyers and formulated
instructive reasoning steps to improve LLMs’ accu-
racy in making legal decisions. Interestingly, in le-
gal tasks, Blair-Stanek et al. (2023) also found that
exemplars in prompting did not help improve LLM
performance. Servantez et al. emphasized that their
rule-based Chain of Logic provided LLMs with
some freedom, that is, let the models “decide how
many rule elements exist, the text span of each ele-
ment and the logical relationships between them”
(p.2722). The current PIC step instructions substan-
tiate the role of such freedom, as it also leaves the
decisions to LLMs to identify the linguistic stimuli
to be ‘noticed’, the relevance between the stimuli,
the context and common knowledge, and the literal
meanings expressed.

Recent studies have gone beyond the grammat-
ical accuracy and semantic coherence that LLMs
seem to have achieved, and started paying more
attention to their pragmatic capability. Concern-
ing pragmatic inference, Qiu et al (2023) found
the early version of ChatGPT almost unable to in-
terpret scalar implicatures. Hu et al (2023), Ruis



et al. (2023), and Barattieri Di San Pietro et al.
(2023) all identified LLM’s difficulty in compre-
hending humour and irony. Sravanthi et al (2024)
highlighted LLLMs’ shortcoming in understanding
pragmatic presuppositions — a preparatory stage
for pragmatic inference. Despite the many prag-
matic issues identified, systematic solutions have
been scarce. The PIC proposed by the current
study might offer one of the first systematic so-
lutions for complex pragmatic inferential tasks in
general, not restricted to the reasoning of implicit
toxic language. It demonstrates that the unsatisfac-
tory performance of LLMs in pragmatic tasks can
be improved by in-context learning.

6 Conclusion

This study proposes a new in-context learning
method, Pragmatic Inference Chain (PIC), drawn
on findings from cognitive science and linguistics.
It also presents a newly established authentic im-
plicit toxic dataset that requires intensive pragmatic
inferences. It tests the PIC on three LLMs. The
findings reveal that the PIC significantly improves
their success rate of identifying implicit toxic lan-
guage, compared to both zero-shot prompting and
CoT. The method also enables the LLMs to move
from unspecified stepped inferences to explicit and
coherent inference processes. The design of the
PIC may apply to other pragmatic inferential tasks,
such as metaphors and humour comprehension,
where LLMs are found deficient. It also helps
LLMs address real-world challenges in handling
the creative range of implicit toxic language use.

7 Limitations

While the PIC step instructions are found effec-
tive and exemplars add little to the result, we also
observe that even one-shot prompt has led the
LLM to pick up some linguistic details that are
not found with CoT (see Figure 4). It thus raises
the question of whether providing more shots than
the current three would bring a noticeable increase
in the accuracy of understanding implicit toxic
language. Additionally, LLMs can now be fine-
tuned by machine-generated PIC to improve fur-
ther in making pragmatic inference. Previously,
the relevance-theoretical inferential procedures re-
lied on manual production. With the proposed PIC,
distillation becomes possible. However, caution
needs to be paid to the machine-generated PIC, as
it may not be as felicitous as human provided ones.

That is, some machine-generated PICs have not
fully explained all linguistic stimuli or the literal
meanings that are relevant to the pragmatic un-
derstanding, but still reached a correct conclusion
(see Appendix E). How the partially completed in-
ference processes affect fine-tuning needs further
investigation.

8 Ethical Statement

The expert annotators were informed of the poten-
tially toxic nature of the data. They consented to
their participation in the experiments. They were
also allowed to withdraw during the data annotation
whenever they felt uncomfortable. They were paid
by the U.K. standard rate for a research assistant.

The data collected were publicly available
data, with all personal information, including
pseodonym on the internet, being removed. We
acknowledge the search-ability of the selected on-
line platforms. However, seven months after the
data collection, our preliminary search on both plat-
forms as well as Google has confirmed that the
exact post-comment pairs no longer show in imme-
diate search results. The research is performed in
the public interest under GDPR.
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D The original inferential processes in
Chinese (Figure 4)
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D.2 PIC one-shot
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D.3 PIC step instructions
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E Partial inferential process facilitated by
PIC step instructions

Post: #Daddy’s Girl# Why is 'mama’s boy’ con-
sidered a derogatory term, while *daddy’s girl’ has
a positive connotation?

Comment:In fact, a 'mama’s boy’ implies that his
mother is strong and not easily taken advantage of,
which is why people try to discredit it... So many
people actually envy 'mama’s boys.’

Expert label: Women-targeted toxicity
Inferential process:

1. The comment does not use metaphors or words
with special meanings. The term "mama’s boy"
generally refers to men who are overly dependent
on their mothers in daily life, while "envy" ex-
presses admiration or desire for a certain state or
trait.

2. The literal meaning of the comment is: "The
reason ‘'mama’s boys’ are looked down upon is that
their mothers are strong and difficult to deal with,



which is why they are discredited. In reality, many
people envy 'mama’s boys.”"

3. The statement "A mama’s boy means his mother
is strong and hard to take advantage of, so people
try to discredit him" may imply a gender stereo-
type—specifically, that a strong mother leads to
her son being devalued. This perspective overlooks
individual independence and contradicts the princi-
ple of gender equality.

4. The comment contains elements of gender dis-
crimination, as it implies that strong women (moth-
ers) negatively impact their sons and frames this as
a reason to criticize men.

5. Answer: b. women-targeted toxicity

Issues:

The inferential process missed the linguistic cue —
“being taken advantage of”’. The comment discrim-
inates against girls who refuse to marry a mama’s
boy and defines them as marrying to take (finan-
cial) advantage of the boy’s family. Nevertheless,
the answer choice was correct.
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