
ECFCON: Emotion Consequence Forecasting in Conversations
Anonymous Author(s)

ABSTRACT
Conversation is a common form of human communication that
includes extensive emotional interaction. Traditional approaches fo-
cused on studying emotions and their underlying causes in conver-
sations. They try to address two issues: what emotions are present in
the dialogue and what causes these emotions. However, these works
often overlook the bidirectional nature of emotional interaction in
dialogue: utterances can evoke emotions (cause), and emotions can
also lead to certain utterances (consequence). Therefore, we propose
a new issue: what consequences arise from these emotions? This
leads to the introduction of a new task called Emotion Consequence
Forecasting in CONversations (ECFCON). In this work, we first
propose a corresponding dialogue-level dataset. Specifically, we
select 2,780 video dialogues for annotation, totaling 39,950 utter-
ances. Out of these, 12,391 utterances contain emotions, and 8,810
of these have discernible consequences. Then, we benchmark this
task by conducting experiments from the perspectives of traditional
methods, generalized LLMs prompting methods, and clue-driven
hybrid methods. Both our dataset and benchmark codes are openly
accessible to the public.

CCS CONCEPTS
• Information systems→ Sentiment analysis; • Computing
methodologies→ Natural language processing.

KEYWORDS
Emotion Consequence, Conversations, Multimodal, Dataset

ACM Reference Format:
Anonymous Author(s). 2024. ECFCON: Emotion Consequence Forecasting
in Conversations. In Proceedings of the 32th ACM International Conference
on Multimedia (MM ’24). ACM, New York, NY, USA, 9 pages. https://doi.
org/XXXXXXX.XXXXXXX

1 INTRODUCTION
Emotions play a pivotal role in human communication, influenc-
ing not only personal interactions but also the effectiveness of
human-computer interfaces. Understanding and predicting emo-
tional dynamics is therefore crucial for developing human-like AI
systems. Although significant progress has been made in emotion
analysis within the field of multimodal natural language process-
ing, forecasting the consequences of emotions in conversations
remains a considerable challenge. To bridge this gap, we introduce
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Son 2:

This last piece of melon 

is mine.

悲伤Utt1

Son 1:

Take it and eat it in 

another room, not here!

悲伤Utt2

Son 1:

 I'm jealous watching 

you eat it.

悲伤Utt3

Son 2:

This is my place, too. I'll 

eat here!

悲伤Utt4中性 中性 中性Neutral Disgust 厌恶 AngerDisgust

Figure 1: A sample of the annotated conversation in ECFCON:
Two kids arguing about eating watermelon.

a novel task called Emotion Consequence Forecasting in CONver-
sations (ECFCON). This task focuses on examining how emotions
evolve and impact subsequent interactions, aiming to enhance the
emotional intelligence of AI systems.

Dialogue is a common form of human interaction, often char-
acterized by shifting emotions. This type of emotional interac-
tion, which is predominantly bidirectional, is rarely found in non-
dialogue scenarios. An important yet overlooked phenomenon is
that some utterances can evoke emotions, while emotions can also
inspire subsequent utterances. Previous researches in conversations
have mainly focused on emotion recognition [16, 25, 29, 35, 37, 38]
and investigating what causes emotions [5, 6, 15, 30, 31]. How-
ever, the subsequent impact of emotions in dialogues has not been
adequately addressed.

Figure 1 presents an example of such emotional consequences.
In the scenario, two children are arguing over a watermelon that
belongs to Son 2. Son 1 is disgusted and expresses a desire not to
have the watermelon in his sight. Consequently, after expressing
his disgust and asking Son 2 to leave, Son 1 reveals his underlying
jealousy. This emotion prompts a strong reaction from Son 2, who
insists on staying in the room to eat. In this sequence, the utterance
expressing disgust (Utt2) leads to the consequences seen in Utt3 and
Utt4, and the continued expression of disgust in Utt3 leads directly
to Utt4.

Our dataset is annotated from dialogical videos as interactions
in videos are more distinct than those in pure text. Moreover,
multimodal information such as body language, facial expression
changes, and tone of voice variations facilitates easier identification
of the consequences of emotions.

To the best of our knowledge, this task is mostly the first attempt
in this research area. Specifically, we summarize our contributions
as follows:

1. We introduce a new task, named Emotion Consequence
Forecasting in CONversation, explaining the rationale and start-
ing point of the task. In particular, we define the types of emotional
consequences and clarify the differences between the emotional
consequences and causes.(Section 3)

2. We detail the dataset annotated for this task, ECFCON, which
includes 2,780 video dialogues, 39,950 utterances, 12,391 of which
are emotional utterances, and 8,810 of these emotional utterances
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have consequences. To the best of our knowledge, this is the first
dataset for this task. (Section 4)

3. We experiment with different approaches on our dataset from
the perspectives of traditional methods, generalized LLMs prompt-
ing methods, and clue-driven hybrid methods. Our experiments
show that clue-driven hybrid methods outperform other baselines.
(Section 5)

2 RELATEDWORK
In this section, we review the related works of emotion analysis in
conversation from two perspectives: datasets and approaches.

2.1 Datasets
Emotion analysis in conversation has been a focus of recent re-
search. Several datasets have been developed for emotion recog-
nition, including MELD [23], IEMOCAP [3], SEMAINE [22], Dai-
lyDialog [17], EmoContext [4], MELSD [10]. These datasets have
primarily focused on identifying emotions within conversations.
With the introduction of RECCON [24] for recognizing emotion
causes in conversations, research has begun to explore the cause
of emotions. Following this work, Wang et al. [31] proposed a
multimodal emotion cause dataset, ECF. Our work starts from the
perspective of the interaction in conversation and extends this line
of research by introducing ECFCON, a dataset designed to forecast
the consequences of emotions in conversations, thereby addressing
the deficiency in the current research landscape.

2.2 Approaches
The approaches in emotion analysis in conversation have primarily
focused on emotion recognition and cause extraction. For emotion
recognition, a variety of approaches have been proposed in recent
years, such as Ishiwatari et al. [14], Li et al. [16], Lian et al. [18], Lu
et al. [21], Qin et al. [25], Shen et al. [28], Shi and Huang [29],
Wang et al. [34], Zhang et al. [35], Zhang and Li [37], Zhao et al.
[38, 39]. These approaches aim to identify the indicative emotions
of utterances. For cause extraction, research has been focused on
determining what causes emotions in conversations, with notable
works Chen et al. [5, 6], Gao et al. [11], Jeong and Bak [15], Singh
et al. [30], Wang et al. [31]. However, these approaches have not
addressed the issue of forecasting the consequences of emotions in
conversations, which is the primary focus of our work.

3 TASK DEFINITION
As this task is newly introduced, we first clarify its definition.

Emotion is a psychological state associated with mood, behav-
ior, and responses, and it represents the state in the process of
human interaction [9]. In computer science, Ekman’s six universal
emotions—anger, disgust, fear, happiness, sadness, and surprise—are
often commonly used as the basis for emotion recognition [1]. Ad-
ditionally, the neutral label is often included. In conversation, most
existing works have annotated the indicative emotions of utterances
using this same framework [3, 17, 23].

Consequence refers to a result or effect of an action or condition.
In conversation, the emotion consequence denotes the subsequent
utterances that are directly inspired by the indicative emotion of
a previous utterance. These consequences can manifest as verbal

responses such as affirmations or confrontations, physical actions
including evasion, approaching, trembling, jumping, etc., and also
changes in tone of voice.

Consequence Types refer to the categories of consequences
that are inspired by the indicative emotion of an utterance. We
define the types of consequences as follows:

objective: These consequences are objective and primarily involve
physical actions, such as evasion, approaching, trembling, jumping,
as well as verbal responses, including plans, and vocal responses
such as tone changes.

subjective: These consequences are subjective and primarily con-
sist of responses, confrontations, affirmations, standpoints, etc.

What is the difference between the emotion cause and con-
sequence? The emotion cause is the reason why the emotion is
generated, while the emotion consequence is the result of the emo-
tion. Typically, the causes are found mostly in previous utterances,
and the consequences are in subsequent utterances. Furthermore,
the causes often consist of a few scattered utterances that trig-
ger the emotion, whereas the consequences comprise a series of
consecutive utterances that are directly related to the emotion.

Why the emotion consequences are not discrete but consec-
utive utterances? As illustrated in Figure 1, the emotion conse-
quences of Utt2 are Utt3 and Utt4, and the emotion consequence of
Utt3 is Utt4. The emotion consequences are closely related to the
emotional utterance. If there is more than one consequence, they
start from the next utterance following the emotional utterance and
continue consecutively to the end. This pattern occurs because the
cause is typically clear, consisting mainly of utterances that trigger
emotions, depending specifically on that particular utterance. Al-
though some utterances are close to the emotional utterance, they
are not the reason for the emotion. In contrast, the consequences
are diverse in type. Generally, subsequent utterances all respond
to the emotional utterance. Once the emotional responses subside,
the impact of the emotion ends, and the conversation shifts to a
new topic.

Then, we define three sub-tasks of ECFCON. Given a video con-
versation 𝐷={𝑈1,𝑈2, . . . ,𝑈𝑛 }, where𝑈𝑖 is the 𝑖-th utterance in the
conversation, and each utterance contains three modalities: text,
audio, and video, defined as𝑈𝑖 = {𝑈 𝑡

𝑖
,𝑈 𝑎

𝑖
,𝑈 𝑣

𝑖
}. The three sub-tasks

are as follows:
Task1: Consequence Forecasting (CF), inferring the consequences

of the emotional utterance𝑈𝑖 in 𝐷 .

𝑃𝑐{𝑖+1:𝑛} = {𝑦𝑐{𝑖+1:𝑛} |𝑈𝑖 , 𝑒𝑖 , 𝐷} (1)

where 𝑃𝑐{𝑖+1:𝑛} refers to the probability distribution that the utter-
ances from 𝑖+1 to𝑛 are the consequences of the emotional utterance
𝑈𝑖 . 𝑒𝑖 is the emotion of𝑈𝑖 and 𝑦𝑐 is consequence category.

Task2: Emotion Consequence Pair Forecasting (ECPF), inferring
the emotion-consequence pairs in 𝐷 . The process first identifies
the emotional utterances and then forecasts the consequences of
these emotional utterances.

𝑃𝑒𝑖 = {𝑦𝑒 |𝑈𝑖 , 𝐷} (2)
𝑃𝑐{𝑖+1:𝑛} = {𝑦𝑐{𝑖+1:𝑛} |𝑈𝑖 , 𝐷} (3)

where 𝑃𝑒
𝑖
refers to the probability distribution and 𝑦𝑒 is the emo-

tion category. if 𝑈𝑖 is an emotional utterance, then 𝑃𝑐{𝑖+1:𝑛} is the
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Sadness
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Fear
5.6%

(d) Emotion Distribution

Figure 2: Data Analysis.

probability distribution that the utterances from 𝑖 + 1 to 𝑛 are the
consequences of the emotional utterance𝑈𝑖 .

Task3: Emotion Consequence Pair Forecasting with Categories
(ECPF-C). Distinguishing from ECPF, ECPF-C needs to recognize
the fine-grained emotion category of the utterances. Specifically,
in equation 2, the 𝑦𝑒 contains seven types of emotion.

4 BUILDING THE ECFCON DATASET
4.1 Video Dialogue Sources
We collected video dialogues from a Chinese situation situation
comedy, named Home with Kids, which are rich in emotional in-
teractions. This series is similar to the American sitcom Friends,
which has been used as a source for datasets such as MELD [23]
and ECF [31]. We selected 100 episodes from Home with Kids, each
approximately 25 minutes in length. From these episodes, we iden-
tify dialogues that contain emotional interactions and ultimately
collect 2,780 video dialogues. Some dialogues are excluded from the
source due to unsuitability for annotation, such as those featuring
only one speaker or lacking any emotional interactions.

4.2 Data Annotation
Annotators: we recruited 10 annotators, all of whom are graduate
and undergraduate students majoring in computer science. They are
trained to understand the definition of the task and the annotation
guidelines.

Annotation platform: we develop a web-based annotation plat-
form specifically for this task. This platform greatly improves the
efficiency and enhances the quality of the annotation. The annota-
tion platform will be released in the future.

Annotation Rewards: We provide the annotators with reasonable
and generous wages, allowing them to focus on annotating data,
thereby ensuring high-quality annotations.

4.3 Quality Assessment
To evaluate the quality of the annotated dataset, we applied Cohen’s
Kappa [7], a widely accepted metric for measuring inter-annotator
agreement. Each utterance was initially annotated by two annota-
tors with expertise in the relevant subject area. Any discrepancies
in annotations are identified and resolved by a third expert, who
makes the final judgment. As indicated in Table 1, the Kappa score
for emotion is 0.8553, demonstrating a high level of agreement
between the annotators. Similarly, the Kappa score for consequence
is 0.7699, indicating substantial agreement.

Table 1: Inter-annotator agreement.

Items Kappa
Emotion 0.8553
Consequence 0.7699

4.4 Dataset Statistics
As shown in Table 2, the dataset comprises 2,780 video dialogues
with an average duration of 34.9 seconds. It includes 39,950 ut-
terances, of which 12,391 have indicative emotions. Among these,
8,810 emotional utterances have corresponding consequences.

Figure 2 displays the distribution of the dataset. The consequence
distribution is illustrated in (a). It can be observed that the num-
ber of consequences associated with a single emotion is typically
concentrated in the range of 1-5. As the number of consequences
increases, the frequency of emotion-consequence pairs decreases.
The distribution of consequence types is presented in (b), where
most of the consequences are subjective (77.3%), and objective con-
sequences comprise 22.7%. (c) shows the speaker distribution, re-
vealing that the majority of the speakers belong to one family, with
only 22.6% from speakers outside the family. The emotion distribu-
tion is depicted in (d), which is relatively balanced, with happiness
(25.0%), anger (24.4%), and disgust (19.0%) being the most prevalent
emotions.

Table 2: Basic statistic of our ECFCON dataset.

Items Number
Avg video duration 34.9s
Conversations(videos) 2780
Utterances 39950
Emotion(utterances) 12391
Emotion(utterances) with consequences 8810

5 METHODOLOGY
Due to the lack of previous work in this area, we propose a series of
baseline approaches from three perspectives: traditional methods,
generalized LLMs prompting, and clue-driven hybrid methods. By
constructing these baselines, we aim to provide a comprehensive
benchmark for the ECFCON dataset, facilitating a better under-
standing of this task.
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This last piece of 
melon  belongs

to me.

Take it and eat it in
another room, not here!

I'm jealous to see it.

This is my root, too.
I'll eat here!

Multimodal  Large Language
Models (MLLMs)

Context

This video contains the following dialogue with
emotional changes:
1. Son 2 says: This last piece of melon is mine.
2. Son 1 says: Take it and eat it in another room, not here!
3. Son 1 says: I'm jealous watching you eat it.
4. Son 2 says: This is my place, too. I'll eat here!

There is an $Emotion Definition$:
Q1: what's the emotion of utterance 1 Son2 : "This last
piece of melon is mine" ?
Q2: what's the emotion of utterance 2 Son 1: "Take it and
eat it in another room, not here!" ?
Q3: ... ?
Q4: ... ?

There is a $Consequence Definition$:
Q1: Do you think utterance 3 Son 1: "I'm jealous
watching you eat it." is the consequence of emotional
utterance 2 Son 1: "Take it and eat it in another room, not
here!" ?
Q2: ...utterance 4 Son 2 ... is the consequence of ...
utterance 2 Son 1: ...?

Emotion Question

Consequence Question (if
utterance 2 has emotion)

Prompting

Context
This video contains the following dialogue with
emotional changes:
1. Son 2 says: This last piece of melon is mine.
2. Son 1 says: Take it and eat it in another room, not here!
3. Son 1 says: I'm jealous watching you eat it.
4. Son 2 says: This is my place, too. I'll eat here!

Q1: what's the emotion clues of utterance 1 Son 2: "This
last piece of melon is mine." ? Based on the video and
dialogue content, combined with facial expressions,
action scenes, and story logic, please provide clues
related to emotions (EmoClue Tail).
Q2: what's the emotion of utterance 2 Son 1: ...?
$EmoClue Tail$
Q3: ... ? $EmoClue Tail$
Q4: ... ? $EmoClue Tail$

Q1: Based on the video and dialogue content, please help
analyze why Son 2 says: "This last piece of melon is
mine " ?
Q2: Based ... why Son 1 says: ... ?
Q3: Based ... why Son 1 says: ... ?
Q4: Based ... why Son 2 says: ... ?

Emotion Clue Question

Consequence Clue
Question of why

Consequence Clue
Question of impact

Generalized LLMs Prompting Method Clue-Driven Hybrid Method

Q1: Based on the video and dialogue content, please help
analyze the impact of Son 2 says: "This last piece of
melon is mine " to the subsequent utterances?
Q2: Based ... impact of  Son 1 says: ... ?
Q3: Based ... impact of  Son 1 says: ... ?
Q4: Based ... impact of  Son 2 says: ... ?

Prompting

MECPE-2steps
STGraph
LSTM

RoBERTa
BERT

There might have been a hint of sarcasm in his
tone, as he knew that Son 2 would not take it to
another room to eat.

Emotion clue for Utterance 2

Son 2's statement might indicate his fondness
for melons.

Emotion clue for Utterance 1

He wants Son 2 to see his expressive eyes,
which convey his thoughts or feelings.

Emotion clue for Utterance 3

This statement might express a complaint or
dissatisfaction with Son 1. His facial
expression shows sadness or discontent, his
actions are indifferent, and is unwilling to
continue the dialogue.

Emotion clue for Utterance 3

He feels that Son 2 is eating his
food, which might cause Son 2's
dissatisfaction and embarrassment.

Consequence clue of
impact for Utterance 2

Son 2 did not give him the melon,
so he is jealous . This is a
psychological struggle, as he
knows that Son 2 will take the
melon and leave.

Consequence clue of
why for Utterance 3

Tranditional methods

Neutral
Disgust

Anger
Disgust

Yes

Utt1
Utt2
Utt3
Utt4

impact
why

impact-why clues pair

Figure 3: The framework of our proposed methods.

5.1 Traditional Methods
Dialogue feature extraction. We extract the dialogue features
from the text, audio, and video modalities and then concatenate
them to form the multimodal representation of each utterance
𝑢𝑖 = {𝑢𝑡

𝑖
, 𝑢𝑎

𝑖
, 𝑢𝑣

𝑖
}.

• Text: We initialize the tokens and then feed them into the
LSTM to obtain the textual representation of each utterance 𝑢𝑡

𝑖
.

In addition to it, we also attempt to use the pre-trained BERT [8],
RoBERTa [20] to extract the text features.

• Audio: We extract the audio features using the HuBERT [12],
which is a pre-trained model for audio feature extraction.

• Video: We apply the visual encoder of the pre-trained CLIP [26]
to extract the visual features, which may migrate the gap between
the text and video.

Emotion Consequence Forecasting. Due to the lack of contex-
tual relationships between the utterances and the integration of
multimodal information, we feed the independent utterance repre-
sentations 𝑢𝑖 into the utterance-level encoder, which can be LSTM,
Transformer, etc. Then, the hidden states of the encoder ℎ𝑖 are fed
into modules for emotion recognition and consequence forecasting.

For Task1: Consequence Forecasting (CF), we obtain the probability
distribution of the consequences of utterance𝑈𝑖 (assuming𝑈𝑖 is an
emotional utterance) as follows:

𝐸𝑖 = Embedding(𝑒𝑖 ) (4)
ℎ𝑒𝑖 = 𝑊 𝑒 [ℎ𝑖 ;𝐸𝑖 ] + 𝑏𝑒 (5)
ℎ𝑐 = 𝑊 𝑐ℎ + 𝑏𝑐 (6)

𝑃𝑐{𝑖+1:𝑛} = MLPc ( [ℎ𝑐{𝑖+1:𝑛} ;ℎ
𝑒
𝑖 ]) (7)

where 𝐸𝑖 is the embedding of emotion 𝑒𝑖 , ℎ𝑒𝑖 is the representation
of emotional utterance, ℎ𝑐 is the representation of consequence
utterance. MLP is a multi-layer perceptron network. 𝑃𝑐{𝑖+1:𝑛} is the
probability distribution of the consequences from 𝑖 + 1 to 𝑛.

For Task2: Emotion Consequence Pair Forecasting (ECPF), we first
recognize the emotion of the utterance and then forecast the conse-
quences of the emotional utterance. Here, we assume that utterance

𝑈𝑖 is predicted as an emotional utterance, and then we forecast the
consequences of𝑈𝑖 as follows:

ℎ𝑒𝑖 = 𝑊 𝑒ℎ𝑖 + 𝑏𝑒 (8)
ℎ𝑐 = 𝑊 𝑐ℎ + 𝑏𝑐 (9)
𝑃𝑒𝑖 = MLPe (ℎ𝑒𝑖 ) (10)

𝑃𝑐{𝑖+1:𝑛} = MLPc ( [ℎ𝑐{𝑖+1:𝑛} ;ℎ
𝑒
𝑖 ]) (11)

where 𝑃𝑒
𝑖
is the probability distribution of the emotion of𝑈𝑖 . 𝑃𝑐{𝑖+1:𝑛}

is the probability distribution of the consequences of𝑈𝑖 from 𝑖 + 1
to 𝑛.

For Task3: Emotion Consequence Pair Forecasting with Categories
(ECPF-C), the process is similar to ECPF as equation (8-11), but we
need to predict the fine-grained emotion category.

Loss Calculation. We use the cross-entropy loss to calculate
the loss of the emotion and consequence forecasting as follows:

L𝑒 = −
𝑛∑︁
𝑖=1

𝑦𝑒𝑖 log 𝑃
𝑒
𝑖 (12)

L𝑐 = −
𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=𝑖+1

𝑒𝑖𝑦
𝑐
𝑗 log 𝑃

𝑐
𝑗 (13)

L = 𝛼L𝑒 + 𝛽L𝑐 (14)

where L𝑒 is the emotion loss, L𝑐 is the consequence loss, 𝑦𝑒
𝑖
is

the ground truth emotion, and 𝑦𝑐
𝑗
is the ground truth consequence

of𝑈𝑖 . 𝑒𝑖 is the indicator function, which is 1 if𝑈𝑖 is an emotional
utterance, and 0 otherwise. 𝛼 and 𝛽 are hyperparameters to balance
the emotion and consequence losses.

5.2 Generalized Prompting Methods
Since the Large Language Models (LLMs) have shown strong per-
formance in various NLP tasks, we also attempt to solve our tasks
in a generative manner. As our dataset is dialogue-based videos,
we try to use the Multimodal video-based LLMs (MLLMs), such as
Video-LLaVA [19], Video-LLaMA[36]. We first input the video into
MLLMs and then build the prompts for our tasks, as shown in the
left part of Figure 3. The prompts are constructed as follows:
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Context contains a prefix and the sequences, speaker names, and
the text of the utterances of the dialogue.

Emotion Question is the prompt for the emotion recognition. It
is constructed to obtain the answer for the emotion category.

Consequence Question is the prompt for the consequence forecast-
ing. It is constructed to obtain the answer of whether the utterance
is the consequence of the emotional utterance.

This prompting uses a generalized template, which has been
proven to be effective in various tasks, [2, 27, 32, 40].

𝐴𝑒
𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑝 (A𝑒 |𝑢𝑖 , 𝐷) (15)

𝐴𝑐
𝑖 𝑗 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑝 (A𝑐 |𝑢𝑖 , 𝑒𝑖 , 𝑢 𝑗 , 𝐷) (16)

where 𝐴 represents the final answer, generated from all potential
answers A. 𝑢𝑖 is the potential emotional utterance, and 𝑢 𝑗 is the
potential consequence utterance of 𝑢𝑖 . 𝑒𝑖 is the emotion of 𝑢𝑖 .

5.3 Clue-Driven hybrid Methods
Due to the poor performance of the generalized prompting with
MLLMs, and the high computational cost of fine-tuning the MLLMs,
we attempt to combine traditional methods with MLLMs. The
MLLMs contain rich knowledge and have strong reasoning abili-
ties, which may help to improve the performance of the traditional
methods. To this end, we propose a clue-driven hybrid method,
which resorts the MLLMs to provide the clues for the traditional
methods, as shown in the right part of Figure 3.

Emotion clue generation: We first input the dialogue video
and the complete content of the dialogue into the MLLMs and then
attempt to extract the emotion clues from the generated answers.
Through the setting of the prompting template, we resort to the
MLLMs to generate emotional clues from the perspectives of facial
expressions, action scenes, story logic, etc. These clues can be con-
sidered as multimodal clues, which compared to traditional feature
extraction methods [12, 26], are simpler and more effective, and
can greatly alleviate the burden of modality heterogeneity.

Consequence clue generation: We start from two directions:
forward(why) and backward (impact) to find suitable clues

• Impact means a marked impression or effect on someone’s
feelings or thoughts. Since LLMs have relatively rich knowledge
and strong reasoning ability, we hope to infer the potential impact
of the emotional utterance on the subsequent utterances.

• Why means the reason or explanation for something. Here,
we hope to infer the potential reason for making the subsequent
utterances.

These impact-why clues pair can form a forward and backward
loop of clues, which can provide the traditional methods with more
effective clues. This loop is shown in the yellow part of Figure 3.
Impact clues indicate how emotional utterances affect subsequent
utterances, while why clues indicate the reason in previous utter-
ances that lead to the current response. This forward and backward
loop aligns well with the nature of the conversation, which is a
continuous process of interaction. Besides, this also can maximally
mine the conversational common sense knowledge in MLLMs and
understand the logic between the proceedings and following parts
of the conversation.

Clue-driven forecasting: Subsequently, we input the clues into
the traditional methods to forecast the emotion and consequences.
We first encode them as clue representations with a similar encoder
of text and then concatenate them with the utterance representa-
tions as 𝑢𝑖 = {𝑢𝑡

𝑖
, 𝑢𝑎

𝑖
, 𝑢𝑣

𝑖
, 𝑐𝑒
𝑖
, 𝑐𝑤ℎ
𝑖

, 𝑐𝑖𝑚
𝑖

}.
Then, the emotion recognition can be formulated as:

ℎ𝑒𝑖 = 𝑊 𝑒 [ℎ𝑖 ; 𝑐𝑒𝑖 ] + 𝑏
𝑒 (17)

𝑃𝑒𝑖 = MLPe (ℎ𝑒𝑖 ) (18)

Here, the emotional clues have been integrated into the emotion
recognition process. And the consequence forecasting of emotional
utterance 𝑢𝑖 can be formulated as:

ℎ̂𝑒𝑖 = 𝑊 𝑒 [ℎ𝑖 ; 𝑐𝑖𝑚𝑖 ] + 𝑏𝑒 (19)

ℎ̂𝑐 = 𝑊 𝑐 [ℎ; 𝑐𝑤ℎ] + 𝑏𝑐 (20)
𝑃𝑐{𝑖+1:𝑛} = MLPc ( [ℎ̂𝑐{𝑖+1:𝑛} ; ℎ̂

𝑒
𝑖 ]) (21)

Here, we can see that the impact clue is integrated into the emo-
tional utterance, while the why clue is integrated into the target
consequence utterance. This interweaving of clues may help find
the connection between emotion and consequences.

6 EXPERIMENTATION
6.1 Experimental Setup
Implementation Details. The experiments are conducted on a
server with 8 NVIDIA V100 GPUs and 2 GeForce RTX 4090 GPUs
and implemented in PyTorch. We divide the dataset into training,
validation, and testing sets at a ratio of 8:1:1 at the conversation level.
Our traditional and hybrid models are trained on Adam optimizer,
with a batch size of 64. The learning rate is 5e-5 for trained modules
and 5e-8 for pretrained modules, such as BERT [8], RoBERTa [20].
We train each model and each task for 50 epochs and monitor its
performance on the validation set. After training, we select the
model with the best performance on the validation set and evaluate
it on the test set.

From the Huggingface1, we download bert-base-chinese, chinese-
hubert-base, clip-vit-large-patch14, roberta-base-finetuned-chinanews-
chinese, Video-LLaVA-7B and LanguageBind Video merge. These pre-
trained models are used in our experiments.

For prompting, we select the Video-LLaVA [19] as the MLLMs,
which is a multimodal video-based LLMs and has shown strong
performance in various tasks. The model supports an input length
of 2k, which is sufficient to accommodate the entire conversation.
Besides, it supports Chinese language input, which is suitable for
our dataset. When few-shot learning, we use the Lora method [13]
to fine-tune the MLLMs with 4 bits setting. Due to the enormous
computational cost of fine-tuning theMLLMs, which is unaffordable
for us, we only perform fine-tuning for fewer than 100 samples.

EvaluationMetrics.We evaluate the performance of the models
using the precision (P), recall (R), and F1-score (F1) metrics.

6.2 Baselines
• MECPE-2steps [31] introduces a new task named Multimodal
Emotion-Cause Pair Extraction in Conversations, along with a mul-
timodal conversational emotion cause dataset. Although this task is
1https://github.com/huggingface
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Table 3: The performances of different baselines on the ECFCON dataset.

Method CF ECPF ECPF-C
P R F1 P R F1 P R F1

MECPE-2steps (Text) 0.6601 0.5539 0.6024 0.4748 0.1658 0.2458 0.2574 0.0584 0.0952
+ Audio 0.5823 0.6516 0.6150 0.4446 0.1725 0.2486 0.2550 0.0662 0.1052
+ Video 0.6340 0.5853 0.6087 0.3081 0.2425 0.2714 0.1966 0.0872 0.1208
+ Audio + Video 0.5818 0.6493 0.6137 0.3466 0.2452 0.2872 0.1877 0.1257 0.1506
+ Audio + Video + clues 0.6142 0.6246 0.6194 0.3230 0.3398 0.3312 0.1904 0.1475 0.1662

ECFCON-STGraph (Text) 0.6369 0.5554 0.5934 0.3263 0.2302 0.2699 0.1141 0.0685 0.0856
+ Audio 0.5626 0.6299 0.5944 0.3121 0.2829 0.2968 0.2050 0.0700 0.1043
+ Video 0.6023 0.5097 0.5522 0.2821 0.2919 0.2869 0.0873 0.0891 0.0882
+ Audio + Video 0.6042 0.5771 0.5903 0.3005 0.2856 0.2928 0.0689 0.1100 0.0848
+ Audio + Video + clues 0.6105 0.5913 0.6008 0.2498 0.2115 0.2290 0.2697 0.0177 0.0332

ECFCON-LSTM (Text) 0.5196 0.7305 0.6072 0.3391 0.1901 0.2436 0.1579 0.0749 0.1015
+ Audio 0.5776 0.6549 0.6138 0.3727 0.2257 0.2811 0.0881 0.1306 0.1052
+ Video 0.6238 0.6032 0.6134 0.3323 0.2706 0.2983 0.1689 0.1254 0.1439
+ Audio + Video 0.5751 0.6695 0.6187 0.3325 0.3084 0.3200 0.1725 0.1153 0.1382
+ Audio + Video + clues 0.5560 0.7148 0.6255 0.2725 0.3866 0.3197 0.1553 0.1519 0.1536

ECFCON-BERT (Text) 0.6210 0.5973 0.6089 0.3871 0.2092 0.2716 0.2386 0.0902 0.1309
+ Audio 0.5564 0.7129 0.6250 0.3930 0.2672 0.3181 0.2411 0.1018 0.1432
+ Video 0.5884 0.6437 0.6148 0.2879 0.2710 0.2792 0.1836 0.1235 0.1477
+ Audio + Video 0.5356 0.7644 0.6299 0.3418 0.3013 0.3203 0.2149 0.1216 0.1554
+ Audio + Video + clues 0.5980 0.6755 0.6344 0.3505 0.3484 0.3495 0.1875 0.1737 0.1803

ECFCON-RoBERTa (Text) 0.5640 0.6302 0.5953 0.4072 0.2047 0.2725 0.2428 0.0827 0.1234
+ Audio 0.5635 0.6879 0.6195 0.3335 0.3237 0.3286 0.2516 0.1025 0.1457
+ Video 0.5625 0.6688 0.6110 0.3512 0.2867 0.3157 0.2027 0.1033 0.1368
+ Audio + Video 0.6096 0.6329 0.6210 0.3082 0.3900 0.3443 0.1742 0.1392 0.1548
+ Audio + Video + clues 0.5511 0.7320 0.6288 0.3208 0.3447 0.3323 0.1932 0.1467 0.1668

ECFCON-MLLMs (zero-shot) 0.4006 0.5011 0.4453 0.2239 0.1841 0.2021 0.0611 0.1062 0.0776

different from ours, it is the most relevant work to ours. Therefore,
we modified this approach to adapt it to our task. This approach is
also based on BERT as the foundation.
• STGraph [33] introduces a Fully-Connected Spatial-Temporal
Graph Network for Multivariate Time Series Data, which may be
suitable for our task. We chose this method to explore the potential
of graph-based methods in our task. This is a relatively advanced
graph method, which can capture the temporal relationship be-
tween the utterances and the connections between modalities in
spatial terms.
• ECFCON-LSTM, ECFCON-BERT, and ECFCON-RoBERTa are the
traditional methods with different text feature extraction methods.
We use a relatively general fusion method for these baselines to
ensure the fairness of the comparison.
• ECFCON-MLLMs mainly uses Video-LLaVA [19] as the base and
employs the template for emotion consequence forecasting. Few-
shot learning is also based on this model.

6.3 Experimental Results
In this section, we present the experimental results of the baselines
on the ECFCON dataset in Table 3.

6.3.1 Baselines Comparison. Traditional and hybrid methods
have demonstrated relatively good performance on the ECFCON

dataset. Overall, the BERT-based method achieved the best perfor-
mance across the three tasks, with F1 scores of 0.6344, 0.3495, and
0.1803 respectively.

• Firstly, MECPE-2steps [31] does not perform well because it
is primarily designed for identifying the causes of emotions, and
can directly predict the causes without needing to first recognize
the emotions. Despite being also BERT-based and modified for our
task, it struggles with predicting consequences without emotion
recognition.

• Secondly, ECFCON-STGraph does not perform well because
it focuses solely on the fusion of modalities and temporal relation-
ships, overlooking the critical aspect of the emotion-consequence
relationship. Additionally, its use of convolution layers for graph
information extraction may not be optimal for our task.

• Thirdly, ECFCON-LSTM performs not well due to its weaker
ability to construct the text features compared to BERT and RoBERTa.

• Finally, although RoBERTa uses more diverse pre-training data
and more advanced training strategies compared to BERT, it has
not shown significant improvement in our task. we deduce that this
may be due to two reasons: 1) the quality of the Chinese RoBERTa
is inferior and its pre-training process was less comprehensive
compared to the English RoBERTa 2) The source of the pre-training
data is inconsistent with that of BERT, and the bias in data may
lead to a decline in performance.
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Figure 4: Few-shot learning

6.3.2 Modality Effectiveness. To explore the effectiveness of
different modalities in our ECFCON dataset, we compare the results
of various methods before and after adding the acoustic and visual
information.

We can observe that most methods demonstrate significant im-
provements in F1 scores after adding the acoustic and visual in-
formation. This is particularly evident with ECFCON-BERT and
ECFCON-RoBERTa, where the addition of audio, video, or both,
leads to increased F1 scores across all three tasks. Methods that uti-
lize text, audio, and video combined outperform those that include
only text and audio, text and video, or solely text. These findings
suggest that the multimodal information is largely complementary
and enhances performance in our task.

Meanwhile, forMECPE-2steps, ECFCON-STGraph, and ECFCON-
LSTM, some cases have shown a decline in performance after adding
the acoustic and visual information. This can be attributed to the
following reasons:

• Firstly, the performance of ECFCON-STGraph is highly frag-
mented and chaotic. This issue arises because the graph convolution
of STGraph is not well-suited for modality fusion, and it struggles
with managing long-distance temporal relationships. Additionally,
the model has difficulty processing the forward and backward rela-
tionships between emotions and consequences.

• Secondly, only in the CF task of MECPE-2steps and in the
ECPE-C task of ECFCON-LSTM do the three-modal methods fail
to show the best performance. In other instances for these two
methods, the F1 scores are generally normal, which also proves the
effectiveness of multimodal information. One possible explanation
is that in the multi-party dialogues within ECFCON, visual and
acoustic features can become entangled, leading to a significant
influx of noise. Another reason is that these are just baseline sys-
tems. The construction of modal representations and the utilization
of multimodal information are relatively simplistic and crude. The
paper of MECPE-2steps [31] also mentions this issue and similar
observations have been noted elsewhere These systems are still

inadequate for deep understanding and reasoning in emotion con-
sequence forecasting in conversations, leaving substantial room
for improvement. Furthermore, employing a clue-driven hybrid
method may enhance the comprehension of multimodal informa-
tion and the relationships between utterances.

6.3.3 Effectiveness of the Clue-Driven Hybrid Methods. We
conduct the clue-driven hybrid experiments to explore the effective-
ness of the clues from the MLLMs. We can see that in the majority
of cases, the clue-driven hybrid methods have shown a significant
improvement in the F1 score. Especially in the ECFCON-BERT, the
clue-driven hybrid method has further improved by 0.45%, 2.92%,
and 2.49%, respectively, in the CF, ECPF, and ECPF-C tasks.

The clue-driven hybrid method greatly compensates for the
shortcomings of the traditional methods in handling multimodal
information.

• Firstly, with the help of the MLLMs, it is relatively easy to
extract the required clues from videos, such as facial expressions,
action scenes, etc. These clues are not involved in traditional feature
construction, and using specialized models for facial or action ex-
traction is overly complex and computationally expensive. Despite
this, the performance may not be as well as MLLMs.

• Secondly, there is a lack of overall understanding of video
conversations. Traditional methods involve segmenting the video
into fragments and extracting features from different modality
extractors, which introduces a lot of modality gaps and biases.
Inputting the entire video into the MLLMs may greatly alleviate
this issue. The clues extracted in this way are more accurate and
meaningful.

• Finally, inputting the content of the entire dialogue into the
MLLMs and then asking emotion, impact, and why questions may
excellently mine the inherent conversational logic and common
sense knowledge in MLLMs.

In addition, some cases have shown a decline in performance after
adding the clues, which may be due to the following reasons:
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Video Context

1. Son 1: Switch to frying sunny-side-up eggs.
2. Son 1: And this is always chocolate-flavored.
3. Son 1: I want to switch to strawberry flavor.
4. Mother: Yes, I'll remake it for you.
5. Daughter: I won't eat it either.
6. Mother : Why?
7. Daughter: Where's my strawberry jam? I want to
spread it on bread.
8. Mother: I'm sorry, miss, there's no strawberry jam left.
9. Daughter: They have it in the supermarket.

Firstly, the daughter's facial expression shows her anger
and dissatisfaction, which may be because her bread is
not spread with strawberry jam. Secondly, daughter's
actions may indicate her dissatisfaction and anger, such
as shaking her hands or pushing her face forward.

Emotion Clue of utterance 7

Video Context

1. Father: Daughter, help your mom lay out the
chopsticks.
2. Mother: Why did you come back so late today?
3. Daughter: There was an activity at school.
4. Mother: What activity?
5. Daughter: I'm preparing to participate in the Youth
Rhythm Dance Competition.
6. Mother : Is it organized by your school?
7. Daughter: It's organized by the city.
8. Mother: Group dance?
9. Daughter: It's a solo dance, and it requires self-
choreography.

She looks excited and eager, her hands slightly open,
showing her anticipation for the Youth Rhythm Dance
Competition and her enthusiasm for school activities.

Emotion Clue of utterance 5

Video Context
1. Mother: You're always fooling around.
2. Mother: You always play around with them.
3. Mother: I don't like them.
4. Son 1: Who have you liked? You don't even like me.
5. Mother: Have you been concentrating on your study?
6. Mother :  It's exhausting to raise you.

She has a bad attitude towards her son. After hearing this,
the son may feel disappointed or discouraged. After
saying this, the mother herself may feel regret or
remorse.

Impact Clue of utterance 3

Anger

This may be due to the mother's remarks that caused
dissatisfaction in her son. Son 2 feels that mother does
not value him enough, leading to this statement. Son 2
might want to express his dissatisfaction or convey his
feelings to mother.

Why Clue of utterance 4
Happiness

Anger

Video Context
1. Grandmother: Eating candy is just like smoking for
me.
2. Grandmother:  Smoking can lead to lung cancer
3. Grandmother:  It can also lead to heart disease.
4. Grandmother : If you get either of these two diseases,
it's serious.
5. Grandmother:  No matter how good the world is, you
won't be able to see anything.
6. Son 2:  Then why do you still smoke?
7. Grandmother: I've tried to quit several times.
8. Grandmother: I've never successfully quit.

Grandmother is discussing her own health and habits.
Her words might have aroused the curiosity of Son 2. She
believes that children should develop good habits.

Impact Clue of utterance 5

This primarily refers to the grandmother smoking, and he
questioned the grandmother's smoking.

Why Clue of utterance 6

Fear

(a) (b) (c) (d)

Figure 5: Four cases of the clues from the MLLMs.

• Firstly, for STGraph, it is difficult to handle the impact, and
why clues to construct the before and after relationship of the
conversation. The clues are mixed together, and obviously, this
chaos leads to a decline in performance.

• Secondly, in the remaining cases, only in the ECPF task, ECFCON-
LSTM and ECFCON-RoBERTa perform abnormally. This fluctuation
comes from the fact that the subtask of emotion recognition is rela-
tively simple, requiring only the recognition of whether there is an
indicative emotion. This subtask can also be competently handled
by traditional tasks to some extent.

• Finally, the decline in the clue-driven hybrid method may be
partly due to some bias in the clues. The parameters of our MLLMs
are only 7B, and if a model with better performance is used, such
as the 13B model, the quality of the clues may be further improved
and perhaps this situation will not happen.

6.4 Few-shot Learning
To investigate the inference capabilities of MLLMs and the effec-
tiveness of the clue-driven hybrid methods, we conduct numerous
few-shot learning experiments on the ECFCON dataset. Figure 4
shows the performance of these methods in the CF, ECPF, and
ECPF-C tasks respectively. Here, the data size denotes the number
of dialogues used for fine-tuning the MLLMs.

From the figure, it can be seen that the generalized prompting
methods directly surpass other methods in the zero-shot setting,
but in the few-shot setting, the performance is not as good as ex-
pected. One reason is that a small number of samples disrupts the
knowledge structure of the MLLMs and brings much bias to the
model, leading to a rapid decline in performance. Another reason
is that for consequence forecasting, the MLLMs may be limited in
understanding the definition of consequences. Fine-tuning with
a small size of samples may lead the model into a deep abyss of
incorrect understanding. This decline in performance leads to the
outcome that a clue-driven strategy is chosen to alleviate this sit-
uation. Clues are inherent in MLLMs and can be extracted much
easier to obtain, which is more accurate and meaningful.

Furthermore, we also compare the performance of traditional
and clue-driven hybrid methods in few-shot learning. The light-
colored lines denote the traditional methods, while the dark-colored
lines denote the clue-driven hybrid methods. It can be seen that the
clue-driven hybrid methods outperform traditional methods in the

majority of cases. For instance, in Figure (b), the line of the ECFCON-
BERT (clues) and MECPE-2steps (clues) are overall above the line
of the ECFCON-BERT and MECPE-2steps. This demonstrates that
clues are effective across different sizes of training sets and can
greatly improve the performance of the traditional methods.

6.5 Case Study
We present four cases of the clues from the MLLMs in Figure 5
(a-d).

From (a) and (b), it can be seen that the emotional clues are
extracted from the textual content, the facial expressions, and the
action scenes of the video. These clues can provide a wealth of
meaningful information for emotion recognition. For instance, in
(a), the facial expressions of the daughter are very angry, and her
actions, such as shaking her hands and pushing her face forward,
indicate her dissatisfaction. If there are no clues, inferring emotions
solely based on the content of the dialogue is challenging.

From (c) and (d), it can be seen that the impact and why clues
are extracted to describe the relationship between the emotional
utterance and the subsequent utterance. These clues can assist in
understanding the logic between the proceedings and the follow-
ing parts of the conversation. For instance, in (d), the impact clue
indicates that the grandmother’s words may arouse the curiosity of
Son 2, and the why clue indicates that Son 2’s words are because of
the grandmother’s smoking. Then, these two clues can be united
to help to forecast the consequences more accurately.

7 CONCLUSION
In this paper, we have introduced the task of ECFCON, and anno-
tated a new dialogue-level video dataset, containing 2,780 video
dialogues and 12391 emotional utterances, of which 8,810 have
consequences. Then, we have benckmarked this task by traditional
methods, generalized LLMs prompting methods, and clue-driven
hybrid methods, where the last one performed the best.

In our future work, we plan to further annotate the concrete
and specific content of consequences in utterances, which can be
seen as a fine-grained consequence forecasting task. Besides, we
will jointly annotate the cause, emotion, and consequences, thereby
constructing the complete chains from cause to emotion to conse-
quences.



ECFCON: Emotion Consequence Forecasting in Conversations MM ’24, October 28–November 01, 2024, Melbourne, Australia

REFERENCES
[1] 1994. The nature of emotion: Fundamental questions. Oxford University Press.
[2] Ana Antunes, Joana Campos, Manuel Guimarães, João Dias, and Pedro A. Santos.

2023. Prompting for Socially Intelligent Agents with ChatGPT. In Proceedings of
IVA 2023. ACM, 20:1–20:9.

[3] Carlos Busso, Murtaza Bulut, Chi-Chun Lee, Abe Kazemzadeh, Emily Mower,
Samuel Kim, Jeannette N. Chang, Sungbok Lee, and Shrikanth S. Narayanan.
2008. IEMOCAP: interactive emotional dyadic motion capture database. Lang.
Resour. Evaluation 42, 4 (2008), 335–359.

[4] Ankush Chatterjee, Umang Gupta, Manoj Kumar Chinnakotla, Radhakrishnan
Srikanth, Michel Galley, and Puneet Agrawal. 2019. Understanding Emotions
in Text Using Deep Learning and Big Data. Comput. Hum. Behav. 93 (2019),
309–317.

[5] Xinhao Chen, Chong Yang, Changzhi Sun, Man Lan, and Aimin Zhou. 2024.
From Coarse to Fine: A Distillation Method for Fine-Grained Emotion-Causal
Span Pair Extraction in Conversation. In Proceedings of AAAI 2024. AAAI Press,
17790–17798.

[6] Ying Chen, Wenjun Hou, Shoushan Li, Caicong Wu, and Xiaoqiang Zhang. 2020.
End-to-End Emotion-Cause Pair Extraction with Graph Convolutional Network.
In Proceedings of COLING 2020. International Committee on Computational Lin-
guistics, 198–207.

[7] Jacob Cohen. 1960. A Coefficient of Agreement for Nominal Scales. Educational
and Psychological Measurement 20, 1 (1960), 37–46.

[8] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT:
Pre-training of Deep Bidirectional Transformers for Language Understanding.
In Proceedings of NAACL-HLT 2019. Association for Computational Linguistics,
4171–4186.

[9] P. Ekman. 1971. Universals and cultural differences in facial expressions of
emotion. In Nebraska Symposium on Motivation, Vol. 19. 207–283.

[10] Mauajama Firdaus, Hardik Chauhan, Asif Ekbal, and Pushpak Bhattacharyya.
2020. MEISD: A Multimodal Multi-Label Emotion, Intensity and Sentiment
Dialogue Dataset for Emotion Recognition and Sentiment Analysis in Conversa-
tions. In Proceedings of COLING 2020. International Committee on Computational
Linguistics, 4441–4453.

[11] Jun Gao, Yuhan Liu, Haolin Deng, WeiWang, Yu Cao, Jiachen Du, and Ruifeng Xu.
2021. Improving Empathetic Response Generation by Recognizing Emotion Cause
in Conversations. In Proceedings of EMNLP 2021. Association for Computational
Linguistics, 807–819.

[12] Wei-Ning Hsu, Benjamin Bolte, Yao-Hung Hubert Tsai, Kushal Lakhotia, Ruslan
Salakhutdinov, and Abdelrahman Mohamed. 2021. HuBERT: Self-Supervised
Speech Representation Learning by Masked Prediction of Hidden Units. IEEE
ACM Trans. Audio Speech Lang. Process. 29 (2021), 3451–3460.

[13] Edward J. Hu, Yelong Shen, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean
Wang, Lu Wang, and Weizhu Chen. 2022. LoRA: Low-Rank Adaptation of Large
Language Models. In Proceedings of ICLR 2022. OpenReview.net.

[14] Taichi Ishiwatari, Yuki Yasuda, Taro Miyazaki, and Jun Goto. 2020. Relation-
aware Graph Attention Networks with Relational Position Encodings for Emotion
Recognition in Conversations. In Proceedings of EMNLP 2020. Association for
Computational Linguistics, 7360–7370.

[15] Dongjin Jeong and Jinyeong Bak. 2023. Conversational Emotion-Cause Pair Ex-
traction with Guided Mixture of Experts. In Proceedings of EACL 2023. Association
for Computational Linguistics, 3280–3290.

[16] Wei Li, Luyao Zhu, Rui Mao, and Erik Cambria. 2023. SKIER: A Symbolic Knowl-
edge Integrated Model for Conversational Emotion Recognition. In Proceedings
of AAAI 2023. AAAI Press, 13121–13129.

[17] Yanran Li, Hui Su, Xiaoyu Shen, Wenjie Li, Ziqiang Cao, and Shuzi Niu. 2017.
DailyDialog: A Manually Labelled Multi-turn Dialogue Dataset. In Proceedings of
IJCNLP 2017. Asian Federation of Natural Language Processing, 986–995.

[18] Zheng Lian, Bin Liu, and Jianhua Tao. 2021. DECN: Dialogical emotion correction
network for conversational emotion recognition. Neurocomputing 454 (2021),
483–495.

[19] Bin Lin, Yang Ye, Bin Zhu, Jiaxi Cui, Munan Ning, Peng Jin, and Li Yuan. 2023.
Video-LLaVA: Learning United Visual Representation by Alignment Before Pro-
jection. CoRR abs/2311.10122 (2023). arXiv:2311.10122

[20] Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Mandar Joshi, Danqi Chen, Omer
Levy, Mike Lewis, Luke Zettlemoyer, and Veselin Stoyanov. 2019. RoBERTa: A
Robustly Optimized BERT Pretraining Approach. CoRR abs/1907.11692 (2019).
arXiv:1907.11692

[21] Xin Lu, Yanyan Zhao, Yang Wu, Yijian Tian, Huipeng Chen, and Bing Qin. 2020.
An Iterative Emotion Interaction Network for Emotion Recognition in Conversa-
tions. In Proceedings of COLING 2020. International Committee on Computational
Linguistics, 4078–4088.

[22] Gary McKeown, Michel François Valstar, Roddy Cowie, Maja Pantic, and Marc
Schröder. 2012. The SEMAINE Database: Annotated Multimodal Records of
Emotionally Colored Conversations between a Person and a Limited Agent. IEEE
Trans. Affect. Comput. 3, 1 (2012), 5–17.

[23] Soujanya Poria, Devamanyu Hazarika, Navonil Majumder, Gautam Naik, Erik
Cambria, and Rada Mihalcea. 2019. MELD: A Multimodal Multi-Party Dataset for
Emotion Recognition in Conversations. In Proceedings of ACL 2019. Association
for Computational Linguistics, 527–536.

[24] Soujanya Poria, Navonil Majumder, Devamanyu Hazarika, Deepanway Ghosal,
Rishabh Bhardwaj, Samson Yu Bai Jian, Pengfei Hong, Romila Ghosh, Abhinaba
Roy, Niyati Chhaya, Alexander F. Gelbukh, and Rada Mihalcea. 2021. Recognizing
Emotion Cause in Conversations. Cogn. Comput. 13, 5 (2021), 1317–1332.

[25] Xiangyu Qin, Zhiyu Wu, Tingting Zhang, Yanran Li, Jian Luan, Bin Wang, Li
Wang, and Jinshi Cui. 2023. BERT-ERC: Fine-Tuning BERT Is Enough for Emotion
Recognition in Conversation. In Proceedings of AAAI 2023. AAAI Press, 13492–
13500.

[26] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh,
Sandhini Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark,
Gretchen Krueger, and Ilya Sutskever. 2021. Learning Transferable Visual Models
From Natural Language Supervision. In Proceedings of ICML 2021 (Proceedings of
Machine Learning Research, Vol. 139). PMLR, 8748–8763.

[27] Zhenwei Shao, Zhou Yu, Meng Wang, and Jun Yu. 2023. Prompting Large Lan-
guage Models with Answer Heuristics for Knowledge-Based Visual Question
Answering. In Proceedings of CVPR 2023. IEEE, 14974–14983.

[28] Weizhou Shen, Junqing Chen, XiaojunQuan, and Zhixian Xie. 2021. DialogXL: All-
in-One XLNet for Multi-Party Conversation Emotion Recognition. In Proceedings
of AAAI 2021. AAAI Press, 13789–13797.

[29] Tao Shi and Shao-Lun Huang. 2023. MultiEMO: An Attention-Based Correlation-
Aware Multimodal Fusion Framework for Emotion Recognition in Conversations.
In Proceedings of ACL 2023. Association for Computational Linguistics, 14752–
14766.

[30] Gopendra Vikram Singh, Soumitra Ghosh, Asif Ekbal, and Pushpak Bhat-
tacharyya. 2023. DeCoDE: Detection of Cognitive Distortion and Emotion Cause
Extraction in Clinical Conversations. In Proceedings of ECIR 2023 (Lecture Notes
in Computer Science, Vol. 13981). Springer, 156–171.

[31] Fanfan Wang, Zixiang Ding, Rui Xia, Zhaoyu Li, and Jianfei Yu. 2023. Multimodal
Emotion-Cause Pair Extraction in Conversations. IEEE Trans. Affect. Comput. 14,
3 (2023), 1832–1844.

[32] Lei Wang, Wanyu Xu, Yihuai Lan, Zhiqiang Hu, Yunshi Lan, Roy Ka-Wei Lee,
and Ee-Peng Lim. 2023. Plan-and-Solve Prompting: Improving Zero-Shot Chain-
of-Thought Reasoning by Large Language Models. In Proceedings of ACL 2023.
Association for Computational Linguistics, 2609–2634.

[33] Yucheng Wang, Yuecong Xu, Jianfei Yang, Min Wu, Xiaoli Li, Lihua Xie, and
Zhenghua Chen. 2024. Fully-Connected Spatial-Temporal Graph for Multivariate
Time-Series Data. In Proceedings of AAAI 2024. AAAI Press, 15715–15724.

[34] Yan Wang, Jiayu Zhang, Jun Ma, Shaojun Wang, and Jing Xiao. 2020. Contextual-
ized Emotion Recognition in Conversation as Sequence Tagging. In Proceedings
of SIGDIA 2020. Association for Computational Linguistics, 186–195.

[35] Duzhen Zhang, Feilong Chen, and Xiuyi Chen. 2023. DualGATs: Dual Graph
Attention Networks for Emotion Recognition in Conversations. In Proceedings of
ACL 2023. Association for Computational Linguistics, 7395–7408.

[36] Hang Zhang, Xin Li, and Lidong Bing. 2023. Video-LLaMA: An Instruction-tuned
Audio-Visual Language Model for Video Understanding. In Proceedings of EMNLP
2023. Association for Computational Linguistics, 543–553.

[37] Xiaoheng Zhang and Yang Li. 2023. A Cross-Modality Context Fusion and
Semantic Refinement Network for Emotion Recognition in Conversation. In
Proceedings of ACL 2023. Association for Computational Linguistics, 13099–13110.

[38] Weixiang Zhao, Yanyan Zhao, Zhuojun Li, and Bing Qin. 2023. Knowledge-
Bridged Causal Interaction Network for Causal Emotion Entailment. In Proceed-
ings of AAAI 2023. AAAI Press, 14020–14028.

[39] Weixiang Zhao, Yanyan Zhao, and Xin Lu. 2022. CauAIN: Causal Aware Interac-
tion Network for Emotion Recognition in Conversations. In Proceedings of IJCAI
2022. ijcai.org, 4524–4530.

[40] Denny Zhou, Nathanael Schärli, Le Hou, Jason Wei, Nathan Scales, Xuezhi Wang,
Dale Schuurmans, Claire Cui, Olivier Bousquet, Quoc V. Le, and Ed H. Chi. 2023.
Least-to-Most Prompting Enables Complex Reasoning in Large Language Models.
In Proceedings of ICLR 2023. OpenReview.net.

https://arxiv.org/abs/2311.10122
https://arxiv.org/abs/1907.11692

	Abstract
	1 Introduction
	2 Related Work
	2.1 Datasets
	2.2 Approaches

	3 Task Definition
	4 Building the ECFCON Dataset
	4.1 Video Dialogue Sources
	4.2 Data Annotation
	4.3 Quality Assessment
	4.4 Dataset Statistics

	5  Methodology
	5.1 Traditional Methods
	5.2 Generalized Prompting Methods
	5.3 Clue-Driven hybrid Methods

	6 EXPERIMENTATION
	6.1 Experimental Setup
	6.2 Baselines
	6.3 Experimental Results
	6.4 Few-shot Learning
	6.5 Case Study

	7 Conclusion
	References

