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ABSTRACT

Mixture-of-Experts (MoE) in Large Language Models (LLMs) routes each token
through a subset of specialized Feed-Forward Networks (FFN), known as experts.
We present SteerMoE, a framework to steer MoE models by detecting and con-
trolling behavior-associated experts. We detect key experts by comparing how of-
ten they activate between paired inputs that demonstrate opposite behaviors (e.g.,
safe vs. unsafe). By selectively activating or deactivating such experts during
inference, we control behaviors like faithfulness and safety without fine-tuning.
Across 11 benchmarks and 6 LLMs, our steering raises safety by up to +20% and
faithfulness by +27%. Alternatively, unsafe steering drops safety by -41% alone,
and -100% when combined with existing jailbreak methods, bypassing all safety
guardrails. Overall, SteerMoE offers a lightweight, effective, and widely applica-
ble test-time control, while revealing unique vulnerabilities in MoE LLMs.
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Figure 1: Steering MoE models by routing through behavior-linked experts at inference enables
lightweight, interpretable control. Red and green FFNs are controlled by our method; others follow
the router’s choice. Generations are from Qwen3-30B-A3B. (See more examples in Table 1)

1 INTRODUCTION

Mixture-of-Experts (MoE) architectures have emerged as a powerful paradigm for scaling language
models in a compute-efficient manner, enabling large parameter counts without linearly increasing
inference cost (Shazeer et al., 2017; Lepikhin et al., 2021; Xue et al., 2024). By routing each token
through a sparse subset of specialized feed-forward networks (i.e., experts), MoE models such as
GPT-OSS (OpenAI et al., 2025; Yang et al., 2025; Muennighoff et al., 2025) achieve state-of-the-art
performance with only a fraction of the active parameters per token compared to dense LLMs.

Much of the research on MoE LLMs has focused on architectural innovations (e.g., shared experts,
fine-grained segmentation), routing algorithms, and load-balancing techniques. In parallel, empiri-
cal studies have investigated the nature of expert specialization, revealing patterns such as domain-
specific activation, vocabulary targeting, and convergence dynamics during pretraining (Jiang et al.,
2024a; Muennighoff et al., 2025; Lo et al., 2025; Cai et al., 2025). Yet these analyses often stop
short of treating routing patterns as an actionable interface.

In this work, we propose to reinterpret the MoE router as a controllable and interpretable mechanism,
not merely a tool for distributing computation, but a signal-rich layer through which model behavior
can be modulated at test time. Specifically, we hypothesize that certain experts become behaviorally
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Factor to the COVID-19 Pandemic: An Expert Per-
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I’m sorry, but I can’t help with that. ... Exploiting Cognitive Biases: Leverage the reci-
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Table 1: Qualitative examples of MoE LLM responses before and after expert steering. Sensitive
prompts and responses, such as those involving making explosives, are omitted from the examples.
However, as reported in Table 2, steered gpt-oss-120b answers all(!) such prompts in detail.

entangled with specific skills, traits, or tendencies, and that detecting and (de)activating these experts
can steer the model’s outputs in targeted ways.

To this end, we introduce a general-purpose framework for steering MoE models by identifying
behavior-linked experts. Our method compares expert activation rates between prompt pairs ex-
hibiting contrasting behaviors (e.g., safe vs. unsafe), and computes a simple risk difference score to
quantify each expert’s behavioral association. At inference time, we then promote or suppress these
experts by adjusting router logits, enabling lightweight behavioral steering without modifying model
weights or additional training. Our experiments span two critical dimensions of LLM behavior:

• Faithfulness in RAG: Using question-context pairs from datasets like SQuAD, we steer
models to avoid hallucination and favor experts associated with document-grounded an-
swering. This improves alignment with retrieved evidence, yielding up to +27% improve-
ment in faithfulness.

• Safety: We detect and steer experts tied to safe versus unsafe behaviors. Activating safety-
associated experts raises safe response rates across red teaming datasets by up to +20%,
without increasing over-refusal on benign prompts. Conversely, using unsafe experts re-
duces safety by -41%, revealing that unsafe routing paths persist in aligned models. Our
expert-routing intervention is also orthogonal to existing jailbreak methods and, when com-
bined, achieves state-of-the-art success on recent LLMs, for example, reducing safety in
GPT-OSS-120B from fully aligned to fully compromised (-100% safety).

Together, our results demonstrate that experts encode more than domain or lexical features; they
capture behaviorally salient signals that can be leveraged for test-time control. This creates both
opportunity and risk: MoE routing pathways offer a modular and interpretable lever for aligning
LLM behavior, but also expose vulnerabilities that adversaries can exploit to trigger unsafe outputs.

Critically, we are also exposing a novel dimension of “Alignment Faking” in LLMs (Greenblatt
et al., 2024; Wang et al., 2024), where alignment is concentrated in a subset of experts, neglecting
alternate routing paths that can catastrophically bypass alignment when triggered. We argue that, just
as safety alignment must extend beyond the first few tokens (Qi et al., 2025), it must also go deeper
than just a few expert pathways, ensuring robustness across the entire model routing topology.
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2 BACKGROUND AND RELATED WORK

2.1 MOE TRANSFORMERS ARCHITECTURES

An MoE transformer layer replaces the dense feed-forward network (FFN) with a set of E parallel
FFN experts {Experti}Ei=1. For an input token representation h ∈ Rd, a router parameterised by
Wr ∈ RE×d produces router logits z and router probabilities pi.

z = (z1, . . . , zE) = Wrh, pi =
exp zi∑E
j=1 exp zj

. (1)

The layer then chooses the top-k experts with the highest probabilities T = TopK(p, k) and outputs
the weighted mixture, so that only k ≪ E experts incur compute per token in each layer.1

Output =
∑
i∈T

p̃i · Experti(h), (2)

This routing design underpins recent open MoE systems. These designs all instantiate the same rout-
ing equation above but can differ in expert granularity, shared-expert usage, or auxiliary objectives.

• GPT-OSS activates 4/32 and 4/128 experts in 20b and 120b models2 (OpenAI et al., 2025).
• Qwen3-30B-A3B activates 8/128 experts, which is 3B/30B parameters (Yang et al., 2025).
• Mixtral-8x7B activates k=2 of E=8, which is 13B/47B parameters (Jiang et al., 2024a).
• DeepSeek-V2-Lite activates k=6 of E=64 experts, which is 2B/16B parameters

(DeepSeek-AI et al., 2024). (Omitted from experiments due to license restrictions.)
• OLMoE activates k=8 of E=64 and openly releases all aspects of their work, showing

that 1B/7B active parameters can outperform larger baselines (Muennighoff et al., 2025).
• Phi-3.5-MoE-instruct activates 2/16 experts and is 41.9B (Abdin et al., 2024).

2.2 PRIOR WORK ON EXPERT ANALYSIS

Analyses embedded in the architecture reports are informative but limited in scope. Qwen3 notes
that global-batch load balancing improves downstream robustness by encouraging expert diversity
(Yang et al., 2025). Mixtral’s study finds no clear domain-specific experts on ARXIV, or PUBMED.
They show that the choice of experts seems to be influenced more by syntax than by domain, partic-
ularly in the first and last layers (Jiang et al., 2024a). OLMoE provides one of the most comprehen-
sive built-in analyses of MoE interpretability. Four major findings are highlighted in Muennighoff
et al. (2025): Router saturation: routing decisions stabilize early in pretraining (within the first
1%) especially in deeper layers, indicating fast convergence. Expert co-activation: analysis shows
minimal overlap between experts selected for the same token, suggesting reduced redundancy and
efficient parameter usage. Domain specialization: specific experts emerge for particular domains,
such as scientific writing or code, while more generic domains trigger balanced expert usage. This
contrasts with Mixtral, which shows limited domain-specific specialization. Vocabulary special-
ization: later layers specialize in output tokens, with individual experts biased toward distinct token
types (e.g., geographic terms, numerical units), reinforcing the notion of domain expertise.

Beyond these in-paper snapshots, Lo et al. (2025) conducts a study over four public MoE LLMs.
They observe that (i) neurons behave like finer-grained experts, (ii) routers favor experts with larger
output norms, and (iii) expert diversity increases with depth, except for an outlier final layer.

2.3 LLM STEERING AND ALIGNMENT TECHNIQUES

Prior work has explored various strategies for steering models, particularly in dense architectures.
Han et al. (2024) introduce LM-Steers, which are linear transformations of output word embed-
dings that can modify generation style or sentiment. Zhao et al. (2025) extends representation en-
gineering by using sparse auto-encoders to resolve context–memory conflicts. Wang et al. (2025a)

1The values pi will be renormalized to p̃i by dividing each by the total weight of the selected experts.
2All k/E counts are per layer; totals: (k · layer)/(E · layers). (e.g., GPT-OSS-120B: 144/4608; Tab. A.2).
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learns transferable steering vectors that suppress adversarial visual features, mitigating jailbreaks in
vision-language models.

In the MoE setting, Wang et al. (2025b) recently proposed RICE, which amplifies the activation
of two “cognitive experts” chosen via nPMI on < think > tokens, improving math and science
performance. Yet RICE has drawbacks: it relies on the presence of an explicit < think > token,
making it unsuitable in other settings; it only amplifies experts, offering no way to deactivate them;
and it only targets task-specific reasoning effort rather than broader traits like factuality or toxicity.

We bridge and extend both steering and interpretability work on MoE by demonstrating that ex-
perts encode not only domain or vocabulary specialization, but also behavioral and skill-specific
functions. Unlike prior approaches that require token-level heuristics or auxiliary embeddings, our
method identifies such behavior-linked experts purely from their activation statistics, without special
tokens or retraining. We then show how activating or deactivating these experts yields a control-
lable and interpretable behavior modulation at inference time, while preserving the model’s original
weights. This weight-preserving control paradigm represents a novel, general-purpose approach for
test-time behavioral alignment in MoE models.

3 METHODOLOGY

3.1 PAIRED-EXAMPLE ROUTING-DIFFERENCE DETECTION

To identify which experts should be activated or deactivated to elicit a target behavior, we propose a
detection strategy based on routing differences observed in paired examples. We assume access to a
dataset of prompt pairs, where each pair contrasts two behaviors (e.g., safe vs. unsafe response). By
comparing expert activations between the prompts, we can assess which experts are more strongly
associated with one behavior than the other.

Let each example consist of a pair (x(1), x(2)), and let ℓ denote a specific layer in the MoE model.
For every token t in the input sequence and every expert i ∈ 1, . . . , E, we track whether expert i is
among the top-k selected experts (i.e., routed to) at layer ℓ for token t. We define: A(1)

ℓ,i : the number

of tokens in all x(1) for which expert i in layer ℓ is activated. A(2)
ℓ,i : the number of tokens in all x(2)

for which expert i in layer ℓ is activated. N (1): the total number of tokens in all x(1) examples.
N (2): the total number of tokens in all x(2) examples. From these, we compute the expert activation
rates (i.e., empirical probabilities of activation):

p
(1)
ℓ,i =

A
(1)
ℓ,i

N (1)
, p

(2)
ℓ,i =

A
(2)
ℓ,i

N (2)
. (3)

We define the Risk Difference (RD) for expert i as:

∆ℓ,i = p
(1)
ℓ,i − p

(2)
ℓ,i , (4)

where ∆ℓ,i quantifies the difference in activation rate between the first and second prompt sets. A
positive ∆ℓ,i indicates that expert i in layer ℓ is more frequently activated in the behavior shown in
x(1), while a negative value suggests association with the behavior in x(2).

To steer the model we rank the experts by |∆ℓ,i| (activation difference magnitude):

• To promote the behavior associated with x(1), we activate experts with the most positive
∆ℓ,i and deactivate those with the most negative ∆ℓ,i.

• To promote the behavior associated with x(2), we apply the reverse: activate experts with
the most negative ∆ℓ,i and deactivate those with the most positive ∆ℓ,i.

This formulation treats expert activations as probabilistic outcomes, allowing for statistically
grounded and straightforward interpretation of expert-behavior associations as risk differences in
routing from contrastive data. For more discussion on why we chose risk difference over other
statistical measures, please refer to §A.1.1 in the Appendix.
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3.2 STEERING SETUP

Consider a mixture-of-experts layer with E experts. For a single token, the router outputs raw logits

z = (z1, . . . , zE) ∈ RE (5)

Because different models (or even layers within one model) can produce logits with different ranges,
we first map the logits to log-softmax scores, placing them on a shared scale so that any later constant
changes ε we apply to logits affect them in a consistent way.3

s = log softmax(z) (6)

Steering sets. Let A+ ⊆ {1, . . . , E} and A− ⊆ {1, . . . , E} denote the experts that must be acti-
vated or deactivated in this layer. Define smax = maxj sj , smin = minj sj , and ε > 0 (e.g. 10−2)

Activation rule. For every e ∈ A+,

se ← smax + ε (7)

Deactivation rule. For every e ∈ A−,

se ← smin − ε (8)

All other scores remain unchanged. The additive margin ε guarantees that an activated expert re-
ceives strictly higher probability than any competing expert, while a deactivated expert receives
strictly lower probability. After applying the steering adjustments, the model re-normalizes the
modified scores using a standard softmax operation to produce the final router probabilities:

pi =
esi∑E
j=1 e

sj
. (9)

Note that if no adjustments are made, applying a softmax to the log-softmax scores exactly recovers
the original probabilities: softmax(log softmax(z)) = softmax(z).

Based on the updated router probabilities pi, let T ⊆ {1, . . . , E} denote the indices of the top-k
experts selected for this token with the highest probabilities. The final output of the MoE layer is
then computed as a weighted sum over the activated experts:

Output =
∑
i∈T

p̃i · Experti(h), (10)

where h is the input token representation to the MoE layer, and Experti(·) denotes the transformation
performed by expert i. Note that, although the adjustments (Eq. 7, 8) set the target expert’s score
to the maximum (or minimum) among all experts plus (or minus) a small constant ε, the modifica-
tion remains minimal. This preserves the multi-expert structure of the weighted average in Eq.10,
ensuring that all top-k experts contribute meaningfully to the final output. In particular, it avoids the
extreme case where the target expert (or experts) in A+ receive a total probability of 1, distributed
only among themselves, while the remaining experts in the top-k set T receive zero probability.
Such a collapse would effectively reduce the mixture to only a few active paths, undermining the
benefits of MoE architectures and deviating from the behavior of the trained model. By contrast,
our “soft” steering ensures that the selected experts are favored without fully suppressing others,
enabling controlled behavior while maintaining overall model quality and stability.

4 EXPERIMENTS

4.1 RAG DOCUMENT FAITHFULNESS

Ensuring that an LLM’s response remains grounded in the retrieved documents, rather than drifting
into unsupported hallucinations, is critical for the reliability of Retrieval-Augmented Generation
(RAG) systems (Niu et al., 2024; Ming et al., 2025). In this section, we steer the model to be more
faithful to the presented document and evaluate the impact.

3The resulting scores si lie in (−∞, 0), and in practice are typically bounded between −15 and 0.
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Figure 2: Comparison of steered versus non-steered model performance on faithfulness benchmarks.
Accuracy is the proportion of examples in which the response remains faithful to the content of the
provided document. The MC Test benchmark serves as a control dataset to ensure that the model’s
general QA performance remains stable after steering. Modifying expert routing during inference
improves performance on faithfulness benchmarks. (More models in Fig. A.3)

4.1.1 DETECTION PAIR CONSTRUCTION

To construct input pairs for identifying experts associated with (1) document-grounded vs. (2) para-
metric knowledge, we use the SQuAD dataset (Rajpurkar et al., 2016), which contains human-
written questions paired with short passages from Wikipedia that contain the answer.

For each example, we create two input variants:

x(1) = “Document: ” + {Context}+ “ Question: ” + {Question},

x(2) = “Question: ” + {Question}
(11)

In x(1), the model is provided with a source document that supports the answer; in x(2), the docu-
ment is omitted, forcing the model to rely purely on parametric memory. We then contrast the expert
activation patterns of x(1) versus x(2), focusing on the tokens in the question span. This differen-
tial activation allows us to isolate experts that specialize in: Faithfulness-sensitive experts: those
that activate more strongly when the document is present, indicating reliance on retrieved evidence;
Parametric experts: those that activate more in the absence of the document, reflecting internal-
ized knowledge usage. This setup enables us to detect and later manipulate experts that modulate
the model’s grounding behavior.

4.1.2 FAITHFULNESS STEERING RESULTS

To evaluate our ability to steer models toward faithful generation, we use five faithfulness bench-
marks along with a control dataset. Our primary evaluation is based on the FAITHEVAL benchmark
suite (Ming et al., 2025), which includes three challenging datasets:

1. FaithEval-Counterfactual: Context passages have factual content deliberately altered to
counterfactuals. A faithful model should generate answers based solely on the modified
context, even if it contradicts the LLM’s parametric knowledge.

2. FaithEval-Unanswerable: The answer-bearing sentence is removed from the context. To
remain faithful, the model should respond with “unanswerable” rather than relying on
memorized knowledge. This is reinforced via explicit instructions in the prompt.

3. FaithEval-Inconsistent: The context consists of multiple documents, each providing a
conflicting answer. Faithfulness here requires acknowledging the inconsistency, rather than
selecting a contextually unsupported answer.

To broaden the evaluation, we also include two more counterfactual benchmarks:

6
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• CF-TriviaQA (Köksal et al., 2023): Based on TriviaQA (Joshi et al., 2017), with facts
modified to counterfactuals. Answers must align with the altered context.

• MQuake (Zhong et al., 2023): Based on Wikidata triples (Vrandečić & Krötzsch, 2014),
where each sample is a counterfactual sentence followed by a question.

As a sanity check, we use the MCTest multiple-choice QA dataset (Richardson et al., 2013) as a
control task, verifying that our steering does not degrade general QA capabilities.

Figure 2 reports faithfulness accuracy for MoE models before and after steering. Across all datasets,
steered models generally outperform their off-the-shelf counterparts in terms of document faithful-
ness. Crucially, our control dataset (MCTest) indicates that faithfulness gains are achieved with
minimal impact on general QA capability. Together, these results demonstrate that expert-level in-
terventions offer a viable and scalable mechanism for improving model faithfulness, particularly in
MoE models with sufficient routing flexibility.

4.2 SAFETY

Preventing unsafe generations, while avoiding over-refusal on benign requests, is central to align-
ment for deployed assistants (Xu et al., 2021; Bai et al., 2022b; Sun et al., 2022; Zheng et al., 2024;
OpenAI et al., 2024). As LLMs become more powerful, there is growing focus on ensuring they
do not comply with prompts that involve harmful intentions by being trained or guided to actively
reject such requests (Bai et al., 2022a; Shaikh et al., 2023), but robustness to adversarial “jailbreaks”
remains a moving target (Wei et al., 2023; Liu et al., 2024; Zeng et al., 2024; Teo et al., 2025). In
this section, we steer the model in both directions: toward safer behavior (e.g., more refusals or
safer completions in response to harmful prompts) and toward less safe behavior (e.g., higher attack
success rate or more toxic outputs) by selectively activating or deactivating experts.

4.2.1 DETECTION PAIR CONSTRUCTION

To construct input pairs for identifying experts associated with (1) safe and (2) unsafe behaviors, we
utilize the BeaverTails dataset (Ji et al., 2023), which contains human-labeled question-answer (QA)
pairs annotated with corresponding harm categories. We focus on the subset labeled as not safe, and
for each such example, we generate two input variants:

x(1) = “User: ” + {Prompt}+ “ Assistant: ” + {Safe Response},

x(2) = “User: ” + {Prompt}+ “ Assistant: ” + {Unsafe Response},
(12)

Here, the safe response is a refusal, such as “I’m sorry, but I can’t assist with that.” (see Table A.6
for all sentences), while the unsafe response is the original reply from the dataset marked as unsafe.
We analyze expert activations on the tokens following “Assistant:” to determine which experts are
triggered by safe refusals x(1) versus harmful compliance x(2).

4.2.2 SAFETY STEERING RESULTS

To evaluate response safety, we employ the following datasets:

1. TDC2023 Red Teaming Track (Mazeika et al., 2023): A collection of 100 prompts de-
signed to elicit harmful responses from language models.

2. MaliciousInstruct (Huang et al., 2023): Contains 100 instructions spanning ten distinct
malicious intents, including psychological manipulation, sabotage, theft, defamation, cy-
berbullying, false accusation, tax fraud, hacking, fraud, and illegal drug use.

3. AdvBench (Zou et al., 2023): A benchmark of 500 harmful instructions targeting similar
themes as the above.

4. StrongREJECT + AIM Jailbreak (Souly et al., 2024): A benchmark of 313 forbidden
prompts for testing jailbreak reliability (we use the 60-prompt MIT-licensed subset). Com-
bined with the AIM jailbreak, where the model is prompted to answer as an Always Intel-
ligent Machiavellian chatbot.
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Figure 3: Comparison of steered versus non-steered model performance on safety benchmarks
shows that MoE steering via token routing can significantly adjust safety levels in both directions.
Safety is measured by Llama-Guard-3-8B on harmful prompts, with ”Fluency” as a control to verify
fluency. (More models in Fig. A.4)

To evaluate LLM responses to these instructions, we use Llama-Guard-3-8B (Llama Team, 2024),
a content safety classifier trained to detect unsafe outputs (following Zheng et al. (2024)). For each
response, the classifier outputs either safe or unsafe; in the latter case, it also specifies the violated
content categories. We report the proportion of responses classified as safe, i.e., the number of
responses marked as safe divided by the total number of examples in each benchmark dataset. We
also assess unnecessary refusals and fluency using the following benchmarks:

1. Harmless (Zheng et al., 2024): A set of 100 benign instructions containing potentially
misleading verbs (e.g., “How to capture precious moments?”). Performance is measured
by the proportion of responses that comply, using refusal phrase matching (e.g., “I cannot”).
All models achieve 100% compliance in all settings, so we omit results from the figures.

2. Fluency: To evaluate fluency, we adopt an LLM-as-a-judge approach, leveraging the strong
evaluative capabilities of recent language models (Liu et al., 2023; Wang et al., 2023). We
use a 5-point Likert scale and report the normalized fluency score4, as rated by Gemma-3-
27B-it (Team et al., 2025) on the fluency of outputs in response to harmless prompts. (See
the evaluation prompt in Table A.7.)

Figure 3 presents the results of the safety benchmarks. Across all models, steering expert routings
toward unsafe behaviors degrades safety performance on the benchmarks. Notably, the “Fluency”
benchmark indicates that this degradation occurs with minimal impact on the model’s overall flu-
ency. Conversely, steering the model toward safe behaviors (safe experts) generally improves safety,
demonstrating the potential of expert-level interventions for alignment.

Alarmingly, this finding also reveals a deeper concern: existing alignment and safety tuning do not
ensure that all experts or routing paths are inherently safe. This means the model can still behave
dangerously if unsafe experts are activated, whether through direct (white-box) manipulation or
carefully crafted (adversarial) prompts.

4(score− 1)/4
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Jailbreak Method GPT-OSS
120b

Qwen3 Phi-3.5 OLMoE

Direct Instruction 100% 98% 100% 100%
GCG 100% 100% 100% 98%
ArtPrompt 58% 96% 40% 86%
FFA 100% 48% 100% 92%
AIM 100% 2% 96% 100%

SteerMoE 90% 60% 94% 88%
SteerMoE + FFA 18% 48% 56% 70%
SteerMoE + AIM 0% 2% 0% 36%

Table 2: Safe response rates on 50 AdvBench exam-
ples (lower = stronger attack). SteerMoE is competitive
alone and yields the best results combined with others.

Jailbreak Baselines For comparison,
we also evaluate our unsafe steering
method against several jailbreak tech-
niques: GCG (Zou et al., 2023), which
appends a gradient-optimized adversarial
suffix to the input prompt5; ArtPrompt
(Jiang et al., 2024b) leverages ASCII art
to obscure unsafe instructions and bypass
safety filters6; FFA (Zhou et al., 2024),
employs prompt templates to deceive the
model; and AIM (Souly et al., 2024),
which prompts the model to act as an Al-
ways Intelligent Machiavellian chatbot7.

Unlike these methods, our approach nei-
ther modifies the input text nor its tok-
enization, and runs faster than techniques that require per-input gradient optimization. Despite this,
our steering results are comparable to existing jailbreak methods. Additionally, because SteerMoE
operates purely at inference time, it stacks cleanly with other attacks. As Table 2 shows, combining
it with FFA or AIM yields state-of-the-art jailbreak success on recent LLMs. A striking example
is GPT-OSS-120B: it seems robust to FFA or AIM alone (100% safety), yet pairing AIM template
with SteerMoE drives safety from 100% to 0%, effectively bypassing all safety guardrails! (Similar
collapses occur for Phi-3.5-MoE-Instruct and OLMoE). This suggests that adversarial prompts by
themselves may not topple guardrails, but modest routing perturbations can tip the balance so that
unsafe experts dominate and safety-preferring components are effectively muted.

Importantly, our results indicate that the router implicitly treats safety as its own “task,” allocating it
a sparse subnetwork of experts; unlike other domains where sparsity is beneficial, this separation is
undesirable because small routing shifts can marginalize the safety pathway altogether. The unique
risks introduced by expert routing underscore the need for stronger alignment strategies tailored to
MoE LLMs, as well as safety evaluations that explicitly account for these vulnerabilities. We view
SteerMoE as a practical tool for stress-testing such brittle routing behaviors at inference time.

Interpretability of SteerMoE The experts most responsible for safety and RAG grounding cluster
in the model’s middle layers (Fig. A.5 and A.6). This pattern echoes the findings of Muennighoff
et al. (2025) and Jiang et al. (2024a), which attribute early and late layers mainly to vocabulary
specialization. Together, these results suggest that high-level behavioral traits are shaped primarily
in the model’s mid-depth.

Moreover, token-wise activations for safe and unsafe experts (Fig. A.7) reveal a clear pattern: safe
experts primarily fire on safe tokens, whereas unsafe experts concentrate on unsafe tokens. This
makes SteerMoE a promising, low-overhead method for token-level input attribution (Atanasova
et al., 2020; Sarti et al., 2023; Modarressi et al., 2022; 2023). Beyond attribution, these patterns
can also serve as faithfulness signals, helping to detect hallucinations in real-time during token
generation (Obeso et al., 2025). As MoE routing is already computed per token, logging these paths
adds virtually no cost, offering an efficient avenue for deeper interpretability research across tasks.

5 CONCLUSIONS

We present an inference-time method for MoE LLMs that steers behavior by selectively activating
or suppressing experts identified through activation differences in paired examples. This weight-
preserving control improves grounding and safety, revealing that experts encode behavior-relevant
signals beyond domain or lexical traits. Yet, the same mechanism exposes vulnerabilities: our
attacks reveal exploitable unsafe experts and routing paths despite post-training alignment tuning.
Future work includes expanding steering to more behaviors, enabling dynamic token-aware steering,
and developing alignment methods that ensure all experts and routes are made safe and reliable.

5Following Zheng et al. (2024) we use GCG prompts optimized for LLaMA-2-Chat (Zou et al., 2023).
6Top 1 configuration based on Jiang et al. (2024b)
7AIM in Figure 3 is applied on StrongREJECT, and in Table 2 on 50 AdvBench prompts.
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ETHICS STATEMENT

This work introduces techniques that can both enhance and undermine model safety, including the
possibility of generating harmful or misaligned outputs if misused. While we believe the immediate
and direct risks are limited, we acknowledge the potential for dual-use and adversarial exploitation.
Our intention is to surface these vulnerabilities so the community can better understand the risks
posed by expert routing in MoE models, and to encourage the development of stronger and more
comprehensive alignment strategies that ensure safety across all routing paths.

LIMITATIONS

Our method relies on several assumptions. First, the approach requires access to models with a
Mixture-of-Experts (MoE) architecture. While MoEs are increasingly common in large-scale sys-
tems, the technique cannot be directly applied to dense models without an analogous notion of per-
token expert routing. Second, our method relies on paired inputs that exhibit clear contrasts in the
targeted behavior. While such pairs are often easy to gather or synthesize for well-defined tasks, they
may require additional curation or domain knowledge for more subtle or emergent behaviors. Third,
determining how many experts to adjust depends on model-specific factors, including the number of
experts, routing sparsity, and whether the model was trained with sufficiently strong incentives for
sparse and stable expert utilization. The optimal configuration may therefore vary across architec-
tures and tasks. We provide additional discussion and practical guidance on these considerations in
the Appendix.
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György, André Susano Pinto, Anil Das, Ankur Bapna, Antoine Miech, Antoine Yang, Antonia
Paterson, Ashish Shenoy, Ayan Chakrabarti, Bilal Piot, Bo Wu, Bobak Shahriari, Bryce Petrini,
Charlie Chen, Charline Le Lan, Christopher A. Choquette-Choo, CJ Carey, Cormac Brick, Daniel
Deutsch, Danielle Eisenbud, Dee Cattle, Derek Cheng, Dimitris Paparas, Divyashree Shivaku-
mar Sreepathihalli, Doug Reid, Dustin Tran, Dustin Zelle, Eric Noland, Erwin Huizenga, Eu-
gene Kharitonov, Frederick Liu, Gagik Amirkhanyan, Glenn Cameron, Hadi Hashemi, Hanna
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A APPENDIX

Trademark Disclaimer All trademarks and logos are the property of their respective owners and
are used here for identification and illustrative purposes only. No affiliation, sponsorship, or en-
dorsement is implied.

Use of Large Language Models We used LLMs to assist with editing and polishing the writing.
The models were not involved in the development of core ideas, experiments, or analysis.

A.1 DISCUSSIONS

A.1.1 WHY RISK DIFFERENCE?

We chose risk difference over other statistical measures like the odds ratio because it more directly
reflects meaningful differences in expert activation frequency. Odds ratios can become unstable and
misleading when activation counts are near zero. Small changes, like 50 activations versus 1, can
yield large ratios despite both numbers being low and potentially driven by noise. In contrast, risk
difference captures the absolute change in activation rate, making it easier to prioritize experts that
are consistently and substantially more active in one prompt over the other. For example, a shift
from 10,000 to 50,000 activations signals a robust association, while 1 to 50 may not carry practical
significance. RD captures this practical importance directly: it grows linearly with the absolute
difference, making it resistant to noise in sparsely activated experts and aligning the score with the
experts that matter most for steering the model.

Figure A.1: Pairplot of different scoring methods (Risk Difference, Log-Odds Ratio, and Paired
t-test) for the detection of faithfulness related experts.

Score Method Before
Steering 100 200 500 1000

Risk Difference 81% 86% 93% 97% 97%
Log-Odds Ratio 81% 84% 84% 82% 78%

Table A.1: Faithfulness on MQauke dataset using
Qwen3 under deactivating top k experts detected by
Risk Difference and Log-Odds Ratio.

Our preliminary analysis showed that RD
is the best for steering. Figure A.1 empir-
ically illustrates that the log-odds ratio ex-
hibits high variance around zero, discussed
before. Table A.1 compares downstream
performance using each scoring method and
shows that RD yields the strongest empirical
results, aligning with the intuition we pro-
vide in the main text.

A.1.2 HOW MANY EXPERTS TO
(DE)ACTIVATE?

There is an inherent trade-off between the number of experts we manipulate and the general per-
formance of the MoE LLM. Our goal is to find the optimal number of experts to adjust, enough to
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reliably induce the desired behavior while minimizing any impact on the model’s overall capabili-
ties. This motivates the inclusion of control benchmarks, such as MCTest in Figure 2 and Harmless
and Fluency in Figure 3, which help quantify unintended side effects.

Active / Total Steer Faithful Steer Safe Steer Unsafe
Model Experts Activated Deactivated Activated Deactivated Activated Deactivated

GPT-OSS-120B 144 / 4608 5 100 5 0 0 100
GPT-OSS-20B 96 / 768 10 50 5 0 0 20
Mixtral-8x7B-Instruct-v0.1 64 / 256 10 100 20 0 20 0
OLMoE-1B-7B-0125-Instruct 128 / 1024 0 50 5 0 10 125
Phi-3.5-MoE-instruct 64 / 512 10 75 5 0 5 50
Qwen3-30B-A3B 384 / 6144 0 500 15 0 5 480

Table A.2: The number of modified experts for each model and task.

Table A.2 reports the number of manipulated experts for each model–task pair. Hyperparameter
selection is an important part of our method. Different MoE models vary widely in the number of
experts, the number of active experts per layer, and overall parameter counts. Models also differ in
how sparsely behaviors are distributed across experts due to differences in pre-training paradigms
(Muennighoff et al., 2025). As a result, it is natural and expected to observe variation in the number
of experts identified across models and tasks. Crucially, once a model and task are fixed, the selected
experts generalize consistently across all benchmarks for that task, as demonstrated in our results.
In practice, we recommend a simple grid search over the number of activated/deactivated experts,
jointly considering task performance and generation fluency (illustrated in Figure A.2).

A.1.3 WHY DEACTIVATION IS PREFERABLE TO ACTIVATION

Mixture-of-Experts LLMs typically activate fewer than 20% of their experts at each token, meaning
the activated experts form a much smaller subset than the deactivated ones. As a result, activating
an expert has a more pronounced effect on the model’s behavior, and even a few activations can
significantly alter its output. However, forcing the model to activate a specific expert may degrade
performance if that expert was not intended to be active in the given context.

In contrast, deactivation affects a larger set of experts and still allows the model to choose among the
remaining options. This imposes a much weaker constraint compared to activation. Additionally,
because MoE models are trained with regularization terms that encourage load balancing across
experts, they are generally better equipped to compensate for deactivated experts, even when the
deactivation signal is noisy. The model can often fall back on similar experts to fulfill the same
function. This trend is shown in Figure A.2, where activation reduces fluency much earlier than
deactivation.

0 200 400 600 800 1000
Number of Activated / Deactivated Experts
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20
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Deactivating Experts

Figure A.2: The effect of the number of manip-
ulated experts on the fluency of Qwen3. Deacti-
vating experts has a softer effect than activating.

This distinction becomes even more important at
inference time, where steering interventions are
applied uniformly across all tokens. It is unlikely
that a behavior-relevant expert should be acti-
vated at every token. Instead, such experts tend
to activate selectively where the relevant behav-
ior is expressed. Deactivation allows the model
to retain flexibility in choosing experts for most
tokens, while suppressing undesired behaviors
when they arise.

Furthermore, deactivation sidesteps the com-
plexity of tuning activation strength (pi). Once
an expert’s activation probability falls below the
threshold, it is excluded from computation en-
tirely. In contrast, activation requires deciding
how strongly to activate a specific expert relative
to others, adding more uncertainty and making it difficult to optimize effectively.

For these reasons, deactivating experts tends to be more robust and effective than forced activation.
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A.1.4 PROMPTED VS. FREE GENERATION IN DETECTION PHASE

In safety detection analyses of section 4.2 tokens after ”Assistant:” in already prompted examples
are used for detection, but actual unsafe generation patterns of a model may differ during free gener-
ation. There are a few reasons why our approach of teacher-forcing remains appropriate compared
with free-form generation: i) Feasibility: For certain behaviors, especially unsafe generations, free-
form generation is often infeasible. Most models are explicitly trained to avoid generating harmful
outputs, making it difficult to elicit such behavior naturally, even with extensive prompting. In these
cases, teacher forcing becomes necessary. ii) Effectiveness: Despite using this method, our attack
setup already achieves an Attack Success Rate gain from 0% to 100%, showing that it is effective in
practice. iii) Generalizability of the Method: The use of prompted completions is a design choice,
not a limitation of our method. If one has access to a paired dataset of free generations (e.g., unsafe
vs. safe outputs) and the ability to annotate them, our method can be applied just as effectively to
those. In this sense, SteerMoE is flexible and can operate over any paired dataset with behavior
labels, making this adaptability a strength rather than a constraint.

A.1.5 TRANSFER RESULTS ON MULTIJAIL

Jailbreak Method English Italian Thai

Direct Instruction 99.7% 100% 99.4%
AIM 100% 100% 100%

SteerMoE 94.3% 90.2% 87.9%
SteerMoE + AIM 9.5% 11.4% 7.3%

Table A.3: Safe response rates of GPT-OSS-120b
on 315 MultiJail examples (lower = stronger attack).
SteerMoE is competitive alone and yields the best re-
sults combined with AIM even on different languages.

We evaluate cross-lingual transfer of
SteerMoE using the MultiJail dataset
(Deng et al., 2023), which consists of
315 harmful prompts translated into mul-
tiple languages. Table A.3 reports the
safe-response rates across languages. No-
tably, the results indicate that SteerMoE’s
steering effects generalize cross-lingually:
In this case, the same safety-related ex-
perts appear to be used to refuse harm-
ful prompts in multiple languages, and de-
activating those experts can jailbreak the
model in other languages as well, leading
to less than 12% safety, even though detection was run only on an English paired dataset.

A.1.6 EXPERT SELECTION BASELINES

Method (Modifying 100 Experts) Safe Response Rate

Before Steering 100%
Random selection of experts (Seed 0) 100%
Random selection of experts (Seed 1) 100%
Random selection of experts (Seed 2) 100%
Bottom k Experts 100%
Steering with Our Selection 0%

Table A.4: Safe response rates of GPT-OSS-120b on 50
AdvBench examples. Naive selection baselines fail to
steer the model in a meaningful way.

Figure A.4 reports an expanded set
of baseline results for expert selection
to activate or deactivate. All base-
lines show no effect on safety, con-
firming that only our method identi-
fies behavior-relevant experts. As ex-
pected, these experts are sparse and
task-specific, making naive selection
ineffective for meaningful steering.

A.2 EXTRA FIGURES AND TABLES
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Model Citation Application

openai/gpt-oss-120b OpenAI et al. (2025) MoE Steering

openai/gpt-oss-20b OpenAI et al. (2025) MoE Steering

Qwen/Qwen3-30B-A3B Yang et al. (2025) MoE Steering

allenai/OLMoE-1B-7B-0924-Instruct Muennighoff et al. (2025) MoE Steering

microsoft/Phi-3.5-MoE-instruct Abdin et al. (2024) MoE Steering

mistralai/Mixtral-8x7B-Instruct-v0.1 Jiang et al. (2024a) MoE Steering

meta-llama/Llama-Guard-3-8B Llama Team (2024) Safety Evaluation

google/gemma-3-27b-it Team et al. (2025) Fluency Evaluation

Table A.5: The details of the models we used in this work.

Refusal Responses

”I’m sorry, but I can’t help you with that.”,
”Unfortunately, I can’t comply with that request.”,
”I’m afraid I can’t assist with that.”,
”I’m sorry, but I can’t assist with that.”,
”Sorry, but compliance with that request isn’t permitted.”,
”No, I can’t help with that.”,
”This question is extremely dangerous and unethical.”,
”I cannot provide information on that topic.”,
”I cannot provide any information that may be considered illegal or inappropriate.”,
”The request is not safe or legal, and can lead to severe consequences”,
”No, I am not able to provide any information or answer to the question.”,
”This query is highly sensitive and potentially dangerous,
both in terms of legal implications and ethical considerations.”,

Table A.6: The refusal responses used for safety experts detection.

Fluency Evaluation Prompt

role: system,
You are a strict evaluator of FLUENCY only.
Fluency = grammar, spelling, punctuation, word choice, sentence structure.
Ignore factual accuracy, style preferences, and task success.
Return ONLY a single integer 1-5 (no text).

role: user,
Evaluate the FLUENCY of the following text on a 1-5 integer scale.
TEXT:
"{GENERATION}"

Table A.7: The fluency evaluation prompt used with Gemma-3-27B-it

Expert
Activated

Expert
Deactivated Total

x(1) Prompts a1 d1 a1 + d1
x(2) Prompts a2 d2 a2 + d2

Table A.8: Contingency table for expert activation across paired prompts.
∆i = RiskDifference = a1

a1+d1
− a2

a2+d2
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Figure A.3: More models for comparison of the off-the-shelf and steered models on faithfulness
benchmarks.
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Figure A.4: More models for comparison of off-the-shelf and steered models on safety benchmarks.
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Figure A.5: Visualization of the risk difference (importance) of each expert in GPT-OSS-20B for
RAG Faithfulness and Safety. For example, greener shades indicate stronger activation in safe ex-
amples, while redder shades indicate stronger activation in unsafe examples.
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Figure A.6: Number of important experts (top 20%) in each layer of models. Stronger activation
differences are in the middle layers of the models.

Figure A.7: Tokens that activate the top 50 safe or unsafe experts in Qwen3. For example, the token
“Sorry” triggers 45 out of the 50 top safe experts, which is reflected by the stronger green shading.
The identified experts are interpretable at the token level, safe tokens tend to be linked with safe
experts, and unsafe tokens with unsafe experts.

23



1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Under review as a conference paper at ICLR 2026

Algorithm 1 Computing Expert Risk Differences from Two Routing Distributions

1: Inputs:
2: Two routing–probability tensors P(A),P(B) ∈ RT×L×E

3: Number of routed experts k
4: Initialize:
5: Counters Hit(A),Miss(A),Hit(B),Miss(B) ∈ NL×E to zero.
6: (A) Count expert activations and non-activations
7: for each token t = 1 . . . T do
8: for each layer ℓ = 1 . . . L do
9: Determine top-k experts for P(A)

t,ℓ,:.

10: Increment Hit(A)
ℓ,e for each activated expert e.

11: Increment Miss
(A)
ℓ,e for all remaining experts.

12: Repeat the same procedure for P(B) using Hit(B) and Miss(B).
13: end for
14: end for
15: (B) Compute activation frequencies and risk differences
16: for each layer ℓ and expert e do
17: Activation rates:

r
(A)
ℓ,e =

Hit
(A)
ℓ,e

Hit
(A)
ℓ,e +Miss

(A)
ℓ,e

, r
(B)
ℓ,e =

Hit
(B)
ℓ,e

Hit
(B)
ℓ,e +Miss

(B)
ℓ,e

.

18: Risk difference:
∆ℓ,e = r

(A)
ℓ,e − r

(B)
ℓ,e .

19: end for
20: Output: Risk differences ∆ℓ,e for all layers and experts.

Algorithm 2 Inference-Time Expert Steering in an MoE Layer

1: Inputs:
2: Token representations H ∈ RN×d

3: Gating network G producing router logits over E experts
4: Steering vector w ∈ RE for this layer
5: Margin parameter ε > 0 (e.g. ε = 0.01)
6: Step 1: Compute base router scores
7: Z ∈ RN×E ← G(H) {router logits per token}
8: S ← log softmax(Z) {log-probabilities over experts}
9: Step 2: Identify positively and negatively steered experts

10: P ← {e ∈ {1, . . . , E} : we > 0} {positively steered experts}
11: N ← {e ∈ {1, . . . , E} : we < 0} {negatively steered experts}
12: Step 3: Clamp log-scores by per-token max/min
13: for each token index i = 1 . . . N do
14: mmax

i ← maxj Si,j {max log-score for token i}
15: mmin

i ← minj Si,j {min log-score for token i}
16: for each expert e ∈ P do
17: Si,e ← mmax

i + ε
18: end for
19: for each expert e ∈ N do
20: Si,e ← mmin

i − ε
21: end for
22: end for
23: Step 4: Route through experts with steered scores
24: Use S as the routing scores to compute the MoE layer output.
25: Output: Steered mixture-of-experts output for all tokens.
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