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Abstract

In mobile and IoT systems, Federated Learning
(FL) is increasingly important for effectively us-
ing data while maintaining user privacy. One key
challenge in FL is managing statistical hetero-
geneity, such as non-i.i.d. data, arising from nu-
merous clients and diverse data sources. This
requires strategic cooperation, often with clients
having similar characteristics. However, we are
interested in a fundamental question: does achiev-
ing optimal cooperation necessarily entail coop-
erating with the most similar clients? Typically,
significant model performance improvements are
often realized not by partnering with the most sim-
ilar models, but through leveraging complemen-
tary data. Our theoretical and empirical analyses
suggest that optimal cooperation is achieved by
enhancing complementarity in feature distribution
while restricting the disparity in the correlation
between features and targets. Accordingly, we
introduce a novel framework, FedSaC, which
balances similarity and complementarity in FL
cooperation. Our framework aims to approximate
an optimal cooperation network for each client
by optimizing a weighted sum of model similar-
ity and feature complementarity. The strength of
FedSac lies in its adaptability to various levels
of data heterogeneity and multimodal scenarios.
Our comprehensive unimodal and multimodal ex-
periments demonstrate that FedSaC markedly
surpasses other state-of-the-art FL. methods.
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1. Introduction

Federated Learning (FL) (McMabhan et al., 2017), emerging
as a pivotal paradigm in machine learning, is increasingly ac-
claimed for facilitating collaborative training across diverse
clients while ensuring data confidentiality. However, FL.
still encounters significant challenges, chiefly statistical het-
erogeneity - the occurrence of non-i.i.d. data across diverse
local clients, as explored in prior research. (Cui et al., 2022;
Qu et al., 2022; Karimireddy et al., 2020; Li et al., 2023).
In real-world scenarios with data from heterogeneous user
bases, models often face performance decline due to local
data distribution variances (Kairouz et al., 2021; Li et al.,
2022; Huang et al., 2022).

In the context of multimodal learning, statistical heterogene-
ity is notably pronounced (Chen & Zhang, 2020; Zheng
et al., 2023). Variations in dimensionality, quality, and relia-
bility among diverse data sources exacerbate heterogeneity
within each client’s modalities and magnify distribution dis-
crepancies between clients. Such significant heterogeneity
complicates achieving consistent and efficient learning in
the FL framework (Yu et al., 2023; Lin et al., 2023).

In response to this challenge, a promising direction involves
the identification of optimal collaborators predicated on
model similarity metrics (Baek et al., 2023; Sattler et al.,
2021; Ye et al., 2023). For example, IFCA (Baek et al.,
2023) clusters cooperative clients based on the similarity
of their model parameters, whereas CFL (Sattler et al.,
2021) employs gradient similarity for the same purpose.
pFedGraph (Ye et al., 2023) constructs a cooperation graph
guided by an intuitive notion that clients with greater simi-
larity should collaborate more intensively. These methods
collectively emphasize the importance of model similarity
in strategic collaboration.

However, we raise a fundamental question: does achieving
optimal cooperation necessarily entail cooperating with the
most similar clients? Theoretically, similarity oriented from
collaboration is conservative, such that it could potentially
result in unproductive cooperation. For example, under the
assumption of two completely identical clients or models,
cooperation between them would yield no information gain
for either party, despite their maximal similarity. Interest-
ingly, the fundamental precondition for model enhancement
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Figure 1. Illustration of the role of data complementarity on personalized federated learning cooperation. The figure presents the
experimental results how increasing data complementarity between two clients influences average accuracy post-cooperation and model
similarity. Three scenarios are presented, showcasing distinct levels of complementarity for local data distributions. The findings
underscore the benefits of complementarity, revealing that a balance of similarity and complementarity enhances cooperative benefits in a

federated learning framework.

through collaboration is complementarity, not similarity.

Inspired by this intuition, we design experiments to explore
the underlying mechanism. As an illustration in FL, we
exemplify cooperation between two clients through model
parameter aggregation. During the cooperation, we incre-
mentally enhance the disparity in their data distributions to
promote complementarity. Our investigation explores the al-
terations in the average accuracy and model similarity with
the increase of data complementarity. As depicted in Fig-
ure 1, cooperation between the two clients with the highest
model similarity does not yield the maximum gains, while
cooperation between clients when the data exhibits mod-
erate complementarity is more advantageous, even if their
models are not the most similar. Additionally, excessive data
complementarity might indicate significant discrepancies in
data distributions, rendering the cooperation less effective.
The experimental results demonstrate the indispensability
of complementarity in the cooperation of FL. Therefore,
an intriguing question emerges: how can we deduce the
cooperation gain network among clients by simultaneously
considering similarity and complementarity, thereby facili-
tating more optimal model cooperative learning?

We present an answer to this question grounded in a thor-
ough analysis of statistical heterogeneity. Briefly, suppose
we use p;(z,y) = pi(z)pi(y|z) to denote the joint distri-
bution of the feature x and label y in the i*” client. By
controlling one of the distributions, it is observed that varied
p(y|x) signals the presence of a concept shift among clients.
A substantial concept shift can detrimentally affect model
learning. On the other hand, the limited nature of data within
each client makes it challenging to precisely characterize
the true local distribution. Hence, varied p(x) which indi-
cates the presence of a covariate shift could be beneficial,
potentially providing more information gain. Experiments
in Figure 1 also explain that a moderate covariate shift could

introduce complementarity in model learning, leading to en-
hanced performance. Consequently, we argue that allowing
moderate variations in the marginal distribution p(x) while
ensuring consistency in the conditional distribution p(y|x)
presents a more effective cooperation than merely relying
on singular model similarity metrics in previous research.

Within the aforementioned analysis, we propose a novel
cooperation framework by balancing Similarity and
Complementarity, named FedSacC. Specifically, we intro-
duce a cooperation network where each node signifies a
client and edges reflect cooperation strength. This network
is dynamically optimized, balancing model similarity with
feature complementarity. The edge weights denote this bal-
ance, ensuring that clients not only collaborate with similar
models but also leverage complementary feature insights.
We applied the cooperation network to a FL. framework,
dividing it into two processes: server-side and client-side,
achieving personalized interactive cooperation under pri-
vacy protection conditions. Leveraging the refined approach,
our FedSacC adeptly accommodates various levels of data
heterogeneity and multi-modal scenarios, and effectively
identifies the optimal collaborators for each client.

Our experiments validate the efficacy of FedSaC, demon-
strating its ability to consider both similarity and com-
plementarity in cooperation while maintaining a balance.
Thanks to this property of FedSac, it outperforms 12 uni-
modal and 4 multimodal baselines across various benchmark
datasets. Consequently, we conclude that complementarity
is indeed beneficial in FL cooperation, rather than solely
focusing on similarity.

‘We summarize our contributions as follows:

* We challenge a widely accepted notion that model sim-
ilarity can be a robust metric for determining the poten-
tial benefits of cooperative model learning. We argue
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that achieving optimal cooperation necessitates a dual
consideration of similarity and complementarity.

* We propose a novel collaboration framework, FedSacC,
which infers the cooperation by optimizing a con-
strained objective. The objective quantifies a balanced
similarity and complementarity between local clients.

* We demonstrate through extensive experiments that
FedSacC exhibits superior performance in addressing
data heterogeneity in FL, surpassing other state-of-
the-art FL methods in both unimodal and multimodal

scenarios. Code is accessible at https://github.

com/yankd22/FedSaC/.

2. Related Work

2.1. Federated Learning and Statistical Heterogeneity

Federated learning (McMahan et al., 2017) has become a
key focus in the machine learning field for its practical ap-
plications, but it also presents several challenges, including
communication efficiency (Konec¢ny et al., 2016), privacy
concerns (Agarwal et al., 2018; Mothukuri et al., 2021),
and statistical heterogeneity (Karimireddy et al., 2020; Cui
et al., 2022; Qu et al., 2022), and they have been the topic
of multiple research efforts (Mohri et al., 2019). Recently,
a wealth of work has been proposed to handle statistical
heterogeneity. For example, (Mohri et al., 2019) seek a
balanced model performance distribution by maximizing the
model performance on any arbitrary target distribution. (Li
et al., 2021a) develop MOON that corrects local training by
maximizing the similarity between local and global models.
Some clustering-based FL methods (Wu et al., 2021; Baek
et al., 2023) also attempt to utilize model similarity to cluster
similar clients in order to mitigate the impact of statistical
heterogeneity. A fundamental question arises “whether a
high degree of model similarity invariably leads to more
effective collaboration”?

2.2. Personalized Federated Learning

A global model (e.g., FedAvg (McMahan et al., 2017)) could
harm certain clients when there are severe distribution dis-
crepancies (Deng et al., 2020), and this stimulates the study
of personalized federated learning (Qu et al., 2023; Qin
et al., 2023; Zhu et al., 2023). One line of work focused
on a better balance between global and local training. For
example, there are researches (Dinh et al., 2020; Li et al.,
2020; Karimireddy et al., 2020) proposing to stabilize local
training by regulating the deviation from the global model
over the parameter space. Another line of research aims to
achieve a more fine-grained cooperation via collaboratively
learning with similar clients. For example, (Ghosh et al.,
2022) proposed to cluster the collaborative clients according
to their model parameter similarity, and learn a personalized
model for each cluster. (Ye et al., 2023) specify who to

collaborate at what intensity level for each client according
to model similarity. While the current trend in personalized
federated learning heavily relies on similarity metrics, we
suggest that a balanced focus on both similarity and com-
plementarity can more accurately optimize collaboration
benefits.

2.3. Federated Multimodal Learning

Considering the diverse data modalities in real life, there
are a few research investigating the tasks of federated multi-
modal learning, i.e., collaboratively learning models on dis-
tributed sources containing multimodal data (Xiong et al.,
2022; Zhao et al., 2021). In particular, Xiong et al. propose
a co-attention mechanism(Xiong et al., 2022) to fuse dif-
ferent modalities. (Yu et al., 2023) design a regularization
technique to restrict global-local discrepancy by contrastive
learning. (Zhao et al., 2022) enhanced the challenge for
multimodal clients with unlabeled local data using a semi-
supervised framework. Our approach optimizes a weighted
sum of model similarity and feature complementarity for
automatic weight allocation to clients. Given the higher
statistical heterogeneity in multimodal data compared to
unimodal data, global models, as currently developed, strug-
gle with conflicting client dependencies. Therefore, our
focus is on developing personalized models for multimodal
tasks to address data heterogeneity effectively.

3. Problem Setup

The problem to be solved in this paper is formally defined
in this section. Specifically, we introduce the objective
of federated learning, and through analyzing the statistical
heterogeneity, demonstrate the feasibility and significance
of balancing similarity and complementarity in FL.

3.1. Notations

Suppose there are N clients in a federated network, each
client owns a private dataset D’ with n’ data samples, where
i=1,..., N. We define the relative size of each dataset D’
asp' = n'/ 3" ;nl. The dataset D' = {X’,Y"} consists
of the input space X? and output space Y. A data point is
denoted by {z, y}, with z signifying either a unimodal or a
multimodal feature. The input space and the output space
are shared across all clients.

Federated Learning. In FL scenario, each client col-
laboratively refines a predictive model using local data
and collective knowledge to optimally predict label y.
FedAvg (McMahan et al., 2017), as an exemplar method
introduced by Mcmabhan et al., learns a global model 87 for
all clients by minimizing the empirical risk over the samples
from all clients, i.e.,

N
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where © is the hypothesis space and £; denotes the loss
objective of each clients. From Eq.1, FedAvg presumes
that i.i.d. data from different clients converge to a shared
joint distribution p(x, y), indicating statistical homogeneity
across diverse data points.

3.2. Statistical Heterogeneity

In practical scenarios, the i.i.d assumption in FedAvg is
largely unrealistic. There could be noticeable distinctive
traits in local datasets across different clients stemming from
diverse environments and contexts in which clients gather
data (Mohri et al., 2019). Existing research reveals that such
statistical heterogeneity may result in under-performance of
global models (Qu et al., 2022). In the given context, the
concept of personalized federated learning is introduced as
a potential solution to mitigate the statistical heterogeneity
issues by facilitating selective cooperation (Li et al., 2021b;
Lin et al., 2022; Ye et al., 2023). Existing works assume
that clients derive more benefit from collaborating with
peers who possess similar characteristics, thereby implying
a diminished level of cooperation where dissimilarities exist.
This allows each client to utilize information more akin to
their local distribution. However, we pose a fundamental
question: is cooperation with similar peers truly optimal?

We endeavor to delve deeply into statistical heterogeneity to
provide an unexpected answer. Suppose we use p(z,y) to
denote the joint distribution of features and labels, the nature
of statistical heterogeneity lies in the disparate joint distribu-
tions across various clients, i.e., p(z¥t, ") # p(ak2, y*2),
where k1 # ko. The joint distribution p(x,y) can be de-
composed as p(z, y) = p(z)p(y|z), thus allowing statistical
heterogeneity to be represented as

p(")p(yF|*) # p(a*2)p(y*?|a*?), )

where k1 # ko. Within this formulation, we recall the
following definition.

Definition 3.1. Here is the definition of two distribution
shifts.

(1) Covarient shift (Peng et al., 2020; Gan et al., 2021):
The distribution of input features p(x) exhibits disparities
among different clients, while the conditional distribution
p(y|z) is shared.

(2) Concept shift (Jothimurugesan et al., 2023; Canonaco
et al., 2021): The relationship between input features and
output labels p(y|x) alterations among different clients,
even if the distribution of input features p(x) remains con-
stant.

3.3. Optimal Cooperation

To effectively mitigate the challenges of statistical hetero-
geneity in federated learning, previous research has predom-
inantly focused on employing a similarity metric to facilitate
client cooperation. This approach, as highlighted in studies

such as (Lietal., 2021b; Sattler et al., 2021; Ye et al., 2023),
emphasizes maximizing similarity to address concept shift,
which is indeed a crucial aspect of aligning learning models
across diverse clients.

Maximizing similarity is justifiable for addressing con-
cept shift. Specifically, when two clients exhibit similar
conditional distributions p(y|z), it signifies a shared corre-
lation or mapping between input features and output labels.
Such a correlation is instrumental in fostering a more co-
herent alignment and synthesis of the learned models or
knowledge, thereby enhancing the overall effectiveness of
the federated learning process. However, in the case of
covariant shift, where there is a variation in input features
across clients, this strategy may not yield the same level of
effectiveness.

Moderate covariant shift is beneficial for cooperation in
federated learning, as exhibited in Figure 1. In the context
of federated learning, local clients, limited by their specific
data subsets, often present an incomplete representation of
the broader data distribution. Therefore, clients are inclined
to engage in cooperation to surmount the limitations posed
by their individual data paucity. When there is minimal co-
variate shift between two clients, overlapping input features
can limit the model’s capacity to absorb diverse informa-
tion. This constraint impedes the detection of underlying
data patterns, hindering collaborative efforts. Thus, we sug-
gest that a client should collaborate with peers whose input
features exhibit moderate variations. Such strategic collabo-
rations harness complementary data, enhancing the model’s
predictive accuracy and generalization potential.

Given the aforementioned analysis, it becomes apparent that
reliance on similarity metrics as a collaborative criterion is
suboptimal in the presence of covariate shift. It would be
more judicious to permit moderate variations in p(x) while
maintaining similarity in the conditional distribution p(y|z).

4. Our Method: Balancing Similarity and
Complementarity

In this section, we detail the construction of a cooperation
network, designed to identify optimal collaborators for each
client within FL framework. Section 4.1 introduces our co-
operation network, and Section 4.2 discusses the global opti-
mization process, balancing similarity and complementarity.
In Section 4.3, we provide specific methods for computing
similarity and complementarity under privacy protection,
and further decompose the global optimization into server-
side and client-side to fit FL architecture.

4.1. Cooperation Network

Contrary to prior personalized FL. works, we argue that
merely targeting similar clients is not always optimal, as
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Figure 2. Illustration of our FedSaC approach. Local clients
train models by minimizing empirical risk, incorporating a reg-
ularization term based on the distance to the aggregated model.
Post-training, models are distilled via SVD to capture the repre-
sentative subspace, which, alongside model parameters, is sent to
the server. The server constructs a cooperation network, balancing
similarity and complementarity among clients, to aggregate mod-
els. These aggregated models are then disseminated to clients for
the subsequent training iteration.

diverse feature distributions can yield more insights for ro-
bust generalization. Hence, our goal of cooperation among
federated clients is to achieve a balance: seeking data with
a similar conditional distribution while ensuring a comple-
mentary marginal distribution.

To measure this balance, we introduce two metrics: similar-
ity, targeting minimal concept shifts within similar condi-
tional distributions, and complementarity, addressing mod-
erate covariate shifts for diverse marginal distributions. In-
formed by this rationale as discussed in Section 3.2, we
advocate that clients should collaborate with others who
share similar p(y|x) but different p(x). Such a balanced
collaboration ensures that clients not only access shared
knowledge but also harness complementary insights from
different data angles, ultimately boosting learning outcomes.

From a global perspective, the cooperation strength of a
client is influenced by other clients. Inspired by (Ye et al.,
2023), we construct a cooperation network shown in Fig-
ure 2 which balances similarity and complementarity among
clients while collaborating. This network comprises N
nodes, each representing a client. The adjacency matrix of
the network is denoted as W € RY*N where the element
W ;; indicates the cooperation strength between the it" and
jt* clients in federated learning. We establish a global ob-
jective encompassing both similarity and complementarity
to determine the optimal weights in the adjacency matrix,

which identifies the optimal collaborators for each client.

4.2. Optimization with Similarity and Complementarity

In practice, client data distributions are inaccessible. To
bypass the privacy constraint, we utilize local models as
surrogates for estimating data distributions. We capture the
local data distribution of clients as the sampling distribution
for their marginal distribution p(x). For the conditional
distribution p(y|z), intuitively, the personalized model pa-
rameters, after local training, can capture the mapping from
the marginal distribution p(x) to the label distribution p(y).
Hence, we consider the local-trained parameters as approxi-
mate surrogates for the conditional distribution p(y|z). We
present a global optimization equation, as articulated in
Equation 3, which aims to refine the local personalized
model parameters {0’} for each client and the network
adjacency matrix W. The term Ei(Z?]:l W ;;67; D) de-
notes the empirical risk on the local dataset of the i*" client,
following the weighted aggregation of model parameters
across multiple clients. C denotes the complementarity of
marginal distributions between two clients, while S denotes
the similarity in model parameters between them. The hyper-
parameters « and (3 are introduced to adjust the prominence
of complementarity and similarity, ensuring a balanced em-
phasis on both during optimization.

N

N N
min P’ <£¢(Z W67, D) +a ) C(Wy; D' DY)
torrwi j=1 j=1

N
—B) S(Wij; 0%9]‘))
j=1

N
st Y Wi=1Yi; Wi >0,Vi,j 3)
j=1

The optimization equation minimizes the empirical risk on
local data while balancing the similarity and complementar-
ity among clients. The two constraints ensure the normaliza-
tion and non-negativity of each client’s cooperation weight.
Compared to previous methods, our cooperation network ap-
proach flexibly determines the cooperation strength among
clients. By considering variations in marginal distributions
across different clients, it more effectively captures distribu-
tional differences, leading to enhanced model performance.

4.3. FedSaC: Balancing Similarity and
Complementarity

In practical FL architectures, each client is restricted to its
local dataset and model. Model aggregation, as well as the
computation of complementarity and similarity, require co-
ordination with a central server. Given this structure, we
initially introduce the metric of similarity and complemen-
tarity under privacy constraints. Subsequently, we partition
the global optimization equation into two stages, optimiz-
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ing separately at the server side and the client side. The
aforementioned process is illustrated in Figure 2.

Algorithm 1 FedSac
Input: Total communi(;ation round 7, client number N
initial local model {6}, initial cooperation network

W o)
1: for eachroundt =0,...,7 — 1 do
2:  Client Side
3: forclienti =1,..., N in parallel do
4 Receive aggregated model ézt) sent from server;
5: Update local model 0§t) — ézt);
6 Minimize local loss defined in Eq.9;
7 Extract representative subspace U ,’;( £ by Eq.5;
8 Send BEt) and U,i( 4 to server;

9:  end for
10:  Server Side
11:  Calculate similarity S for each pair of clients as Eq.4;
12:  Calculate complementarity C for each pair of clients
as Eq.6 and Eq.7;
13:  Update W,y by optimization Eq.8;
14:  Aggregate model 92t+1) — 2 Wij(t)BZt);
15: end for
16: Output: the learned personalized models {OéT) }

4.3.1. THE METRIC OF SIMILARITY AND
COMPLEMENTARITY

Similarity Metric. Following conventional practices, we
use model parameters as proxies and adopt the cosine dis-

tance between the local models of the i*" and j** clients as
our similarity metric, denoted as,
0" - ¢’
S(W”,HZ 03) Wij———. )
16°11 - 1167l

Complementarity Metric. In light of the privacy principles
inherent to FL, we use an indirect method to capture data
complementarity. For a given local dataset Dl at client ¢,
the local model 8° extracts the feature matrix X*. Applying
singular value decomposition(SVD) on X yields:

X' =UE(vhT, &)
where U contains the singular vectors of X *, capturing the
direction in the feature space. For our purposes, we consider

the first & columns of U*?, denoted U, as the representative
subspace for client ¢.

To gauge the complementarity between clients ¢ and j, we
utilize the principal angles between their respective sub-
spaces. The [*" principal angle cos ¢; between the two is
given by:

T
cos ¢; = MaX, cyi yeyi W Vs (6)

where [ = 1, ..., k. These angles offer a quantifiable mea-
sure of the complementarity between the two datasets. A
small principal angle suggests a high similarity between
the subspaces, while an angle close to 7/2 implies that
the subspaces are nearly orthogonal, indicating significant
divergence in their feature spaces.

By averaging these angles, we obtain complementarity as:

C(W”,DZ D’ ) - 1] COS ( Z(bl) . @)

4.3.2. FEDSAC IN FL ARCHITECTURE

Server Side. On the server side, we compute the similarity
and complementarity based on the model parameters {0}
and the subspace representation {U 2} received from the
local client. Subsequently, we derive the adjacency matrix
W through optimization equations. In FL scenario, as
the empirical loss of local clients is elusive, we utilize the
relative dataset size p; as a surrogate measure. Clients with
larger datasets are considered more reliable collaborators
and should thus be assigned greater cooperative weight.
Given these considerations, the optimization equation on
the server side is defined as:

mmz<

)2+ aC(W;; D's DY) — BS(Wij;Gi;Gj))

s.t. Z Wi =1,Vi; Wi >0,Vi,j )

Using the cooperation network W, we derive the aggregated
model 6 = > W ;67 for each client.

Client Side. On each client side, our objective is to mini-
mize the local empirical risk while preventing overfitting
of the aggregated model on the local dataset. We replace
the current local model with the aggregated model received

from the server ° < éz, and further refine this local model.
For the i*" client, the optimization equation is defined as:
argmin £;(0%; DY) — Acos(6", éz), )
9
where cos(6’i7 él) ensures that the locally optimized model
does not deviate excessively from the aggregated model,
and )\ represents the regularization hyperparameter. The

optimized model then serves as the current local model for
participation in the subsequent optimization round.

4.3.3. COMPUTATIONAL COMPLEXITY ANALYSIS

Our approach incurs additional time overhead compared
to classical federated learning methods, aiming to provide
informative feedback for client collaboration to obtain more
suitable personalized models. This extra time expenditure
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primarily stems from three aspects: computing the similar-
ity metric S, computing the complementarity metric C, and
solving the optimization equation. Here, we analyze the
computational complexity and demonstrate that this over-
head is acceptable.

The computational complexity of the similarity measure
S is proportional to the model parameters, approximately
equivalent to one inference time. For the complementarity
measure C, the feature matrix X is inferred. In cases of large
local sample volumes, random sampling can approximate
the local data distribution for effective computation. Assum-
ing random sampling of m samples with feature dimension
d, the resulting feature matrix X € R™*? is processed. The
complexity of extracting the representative subspace using
SVD is O(md?), which is almost negligible compared to
the duration of model training.

The subsequent step involves solving the optimization equa-
tion. Notably, each row of the adjacency matrix W in Equa-
tion 8 is independent, allowing for the independent com-
putation of cooperation weights for each client with others.
The optimization equation is simplified as follows:

N

. 2 j 2 1
glVliIi <Wij —2p’ Wi+ )"+ aW ;; cos <k: Xl:¢l>
0.7
e - e’

j=1
N

s.t. S Wi =1V Wy >0,Yi,j (10)
j=1

The objective of the optimization equation simplifies to
Zj.vzl (ij + ¢;;W;), forming a quadratic optimization
function. This function is convex due to its compliance with
the convex set inequality constraint W;; > 0,Vi, j and
the affine transformation equality constraint Zjvzl Wi =
1,Vi. Therefore, this optimization problem is a convex
optimization problem, solvable using convex optimization
solvers, which can rapidly find the unique optimal solution.

5. Experiments
5.1. Unimodal Experiments Setup

Datasets and Data Heterogeneity. Following the predomi-
nant experimental setup in personalized federated learning,
we evaluate our proposed FedSaC on two image classi-
fication datasets: CIFAR-10 and CIFAR-100 (Krizhevsky
et al., 2009). For each dataset, we implement four partitions
with different heterogeneous levels into K clients (Ye et al.,
2023). 1) Homogeneous partition, where each client is im-
bued with data samples under a uniform probability schema.
2) Dirichlet partition (Yurochkin et al., 2019), where the
allocation ratio of data samples from each category is in-

stantiated from Dir g («). Notably, we define heterogeneity
levels with o = 0.1 (high) and o = 0.5 (low). 3) Patho-
logical partition, where each client is assigned with data
exclusively from 2 categories for 10 classification datasets
and 20 categories for 100 classification datasets.

Baselines. We compare our FedSacC with 12 representative
FL approaches including: 1) Local: Local training without
information sharing. 2) FedAvg (McMahan et al., 2017)
and 3) FedProx (Deng et al., 2020): Popular FL. methods
where local updates are centrally aggregated. 4) CFL (Sat-
tler et al., 2021): Clustered FL for client group learning.
5) pFedMe (Fallah et al., 2020): Using regularized loss
functions to decouple local and global models. 6) Ditto (Li
et al., 2021b): Enhanced robustness and fairness by reg-
ularized optimization. 7) FedAMP (Huang et al., 2021):
Pairwise collaboration between similar clients in FL. 8) Fe-
dRep (Collins et al., 2021): Shared data representation with
local client heads. 9) pFedHN (Shamsian et al., 2021): Hy-
pernetworks generate unique client models in personalized
FL. 10) FedRoD (Chen & Chao, 2022): Decoupled frame-
work balances generic and personalized predictors 11) kNN-
Per (Marfoq et al., 2021): Personalization via global embed-
dings and local kNN interpolation. 12)pFedGraph (Ye et al.,
2023): Adaptive collaboration via learned graph.

5.2. Unimodal Experimental Results

Our experimental evaluations, conducted across various
levels of heterogeneity on the CIFAR-10 and CIFAR-100
datasets, conclusively demonstrate the superior performance
of our proposed model, FedSacC. Our analysis of the results
presented in Table 1 leads to two primary insights:

Superiority Across Heterogeneity Levels. FedSaC con-
sistently surpasses baseline models in various heterogeneity
settings, highlighting its superior performance. Experiments
show that our personalized method notably outperforms
conventional techniques like FedAvg, especially in situa-
tions with statistical heterogeneity. Furthermore, FedSaC
demonstrates significant or comparable enhancements over
pFedGraph, a method based on similarity metrics. This com-
parison emphasizes the efficacy of our balanced approach to
similarity and complementarity, a crucial aspect in federated
learning for handling diverse data distributions.

Enhanced Performance under Strong Complementarity.
FedSacC excels in scenarios with significant complemen-
tarity, such as those involving Dirichlet partitioning. These
settings often feature imbalanced data distributions, posing
challenges for local models with limited data categories.
FedSacC'’s effective balance of similarity and complemen-
tarity addresses these challenges, enhancing data represen-
tation. In Dirichlet partitioning, it consistently surpasses
pFedGraph, which relies on similarity metrics, improving
accuracy by 3% to 8%. This alignment of empirical results



Balancing Similarity and Complementarity for Federated Learning

Dataset CIFAR-10 CIFAR-100

H-Level Homo Diri(low) Dirithigh) Pathol | Homo Diri(low) Dirithigh) Pathol
Local 54.81 72.72 83.83 91.07 | 16.13 30.63 47.68 49.42
FedAvg 67.12 63.61 62.92 66.19 | 31.10 30.66 27.78 26.23
FedProx 62.92 62.93 62.25 55.76 | 30.55 30.64 27.87 25.64
CFL 60.55 73.81 83.84 90.76 | 19.31 33.21 49.12 52.43
pFedMe 47.48 66.35 75.24 81.73 | 13.18 25.18 34.37 33.48
Ditto 65.35 75.98 83.78 89.41 | 29.41 39.73 50.33 50.54
FedAMP | 45.49 64.29 75.49 86.90 | 10.07 22.66 31.04 37.50
FedRep 62.88 74.14 83.47 90.02 | 21.53 34.72 50.15 26.23
pFedHN 62.78 66.62 82.57 89.91 | 25.94 30.89 49.08 49.06
FedRoD 62.07 74.06 83.49 90.66 | 18.71 31.65 47.96 4991
kNN-Per 67.01 63.05 70.05 79.09 | 31.04 30.95 25.84 24.70
pFedGraph | 67.37 75.22 84.28 92.74 | 31.16 38.71 51.63 56.79
FedSaC 70.89 80.46 93.14 92.89 | 34.84 41.80 56.27 57.48

Table 1. Average accuracy of our unimodal FedSaC on CIFAR-10 and CIFAR-100 dataset

with our theoretical framework confirms the effectiveness
and versatility of FedSacC in various federated learning
contexts, especially with high data heterogeneity.

5.3. Unimodal Experiments with Larger Model

We prove the applicability of our method on larger models.
We opted for ResNet18 over the simple CNN model, while
maintaining the experimental setup as previously described.
The experiments were conducted on the CIFAR-100 dataset,
with the results shown in Table 2.

Dataset CIFAR-100 with ResNet18
H-Level Homo Diri(low) Dirithigh) Pathol
Local 23.69 39.19 57.45 61.19
FedAvg 40.50 39.85 37.15 34.90
FedProx 40.88 38.67 37.17 35.63
CFL 41.18 48.87 63.99 67.76
pFedMe 13.18 25.18 34.37 33.48
Ditto 40.52 51.07 63.03 66.71
FedAMP 9.28 20.46 34.59 33.74
FedRep 32.39 45.52 62.14 64.33
FedRoD 30.22 44.24 49.08 55.02
kNN-Per 41.32 40.38 39.35 41.16
pFedGraph | 40.25 51.87 6491 67.96
FedSaC 42.62 54.01 67.75 68.16

Table 2. Average accuracy of our FedSaC on the CIFAR-100
dataset with ResNet18 model

The results demonstrate that our FedSaC consistently out-
performs the baseline models when using larger models.
Notably, under the Dirichlet partition, which introduces
appropriate data heterogeneity, our method significantly sur-
passes existing approaches. This aligns with our analysis,
highlighting the complementary advantages of our approach.
The experiment further supports the applicability of our
method.

5.4. Multimodal Experiments Setup

Datasets and Baselines. In our multimodal experiments,
we employ the CUB200-2011 (Welinder et al., 2010) multi-
modal dataset, which encompasses two modalities—images
and text—to undertake the task of classifying 200 bird
species. For multimodal baselines, we not only compare
with local training but also extend unimodal methods Fe-
dAvg and pFedGraph to the multimodal context, executing
tasks separately within each modality. Additionally, we
incorporate the multimodal federated learning method Fe-
dloT (Zhao et al., 2022) for comparison. This method con-
ducts unsupervised training on local clients and supervised
aggregation on the server.

Multimodal Setup. Our proficient unimodal FedSacC
method has been expanded to multimodal experimentation.
Unlike unimodal scenarios, the multimodal approach lever-
ages inter-client complementarity to enhance personalized
model performance and utilizes inter-modality complemen-
tarity to contribute additional information to the model.
Therefore, we introduce a strategy for the fusion of mul-
timodal information complementarity. The specific setup
details will be presented in Appendix B.

5.5. Multimodal Experimental Results

The multimodal experimental results, as depicted in Ta-
ble 3, demonstrate that our FedSaC method surpasses all
baselines. It significantly outperforms FedIoT, a method
tailored for multimodal federated learning, which validates
the efficacy of FedSacC in handling complex multimodal
data. Particularly in scenarios modeled by Dirichlet dis-
tributions, our method demonstrates a distinct advantage
over other baselines, reflecting a consistent trend with our
unimodal experiment outcomes. Notably, we observe a
more pronounced improvement in the visual modality post-
cooperation, suggesting that visual data may provide richer
information that enhances the robustness of our FedSacC.
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H-Level Homo Diri(low) Diri(high) Pathol
modal visual textual | visual textual | visual textual | visual textual
Local 9.42 9.65 1845 17.01 | 2846 2444 | 19.81 17.12

FedAvg 20.13 1697 | 19.81 1648 | 21.41 16.01 19.80  16.65

FedloT 1996 1724 | 1992 1745 | 20.04 17.23 | 19.69 16.95

pFedGraph | 21.87 21.59 | 2448 25.13 | 31.78 31.34 | 25.50 27.06

FedSaC 2525 2297 | 28.62 2740 | 3536 33.44 | 30.07 27.52

Table 3. Average accuracy of our multimodal FedSaC on CUB200-2011 dataset

IT

(a) Data Sim (b) Model Sim (c) Feature Comp

(d) Sim Network  (e) Comp Network  (f) Bal Network
Figure 3. Visualization of FedSaC: local data, process matrices,
and cooperation networks under three collaboration states

5.6. Visualization

In our FedSacC visualization, Figure 3 presents core ma-
trices and cooperation networks. Figure 3(a) shows local
data’s cosine similarity, while Figures 3(b) and 3(c) display
the model similarity and feature complementarity matri-
ces, respectively. The comparison of Figures 3(a) and 3(c)
demonstrates a complementary pattern, affirming our met-
ric’s effectiveness in capturing local data relationships under
privacy constraints. Figures 3(d) to 3(f) depict cooperation
networks under three collaboration scenarios: focusing on
similarity, complementarity, and a balance of both.

It is observed that in the similarity-based network, clients
predominantly maintain their own models, hindering coop-
erative effectiveness and information gain. In the comple-
mentarity network, clients almost completely abandon their
initial states, which is disadvantageous for training. The bal-
anced approach allows for probabilistic exploration while
filtering out clients with excessively high heterogeneity, as
indicated by the darker areas that also show inconsistency
in the local data matrix. The visualization underscores our
method’s role in boosting FL collaboration efficiency.

5.7. Hyperparameter Discussion

In the Appendix D.1, we present the experimental results
for hyperparameters. Here, we discuss the selection of
hyperparameters.

Among the four hyperparameters discussed in our paper

(o, B, A, k), there’s no need to fine-tune A and k. As shown
in Appendix D.1, as long as A and k are within a reasonable
range (A = 5e73 ~ e~ 2k = 2 ~ 3), results are stable
across various scenarios. For « and 3, we search for well-
performing values based on validation sets. As explored in
Appendix B.1, & = 0.9 and 3 = 1.4 are stable for most sce-
narios, including Homogeneity and Dirichlet partitions. For
scenarios with high heterogeneity and low complementarity,
such as the Pathological partition, adjusting to o = 0.5 and
[ = 1.6 is suggested.

In most practical scenarios, tuning v and /3 is unnecessary.
Our recommended values of « = 0.9 and § = 1.4 are
generally effective. For data with excessive heterogeneity,
reducing complementarity weight is advisable. To achieve
optimal results, a portion of the dataset can be used as a
validation set for hyperparameter search. This pre-usage
process incurs minimal additional costs and is practical for
large-scale applications.

5.8. More Discussion

Large-Scale Clients. In our experiments with a smaller
scale of client data, we enhanced cooperation efficiency
in large-scale client collaborations (e.g., with 50 or 100
clients) by randomly selecting a subset of clients in each
iteration. The feasibility of this approach is demonstrated in
Appendix D.2.

Communication Overhead. Despite the additional steps
introduced for optimal cooperation, Appendix E provides
run-time consumption within each phases and confirms that
the extra computational cost is minimal compared to local
training, and thus acceptable.

6. Conclusion

In this study, we investigate the complex dynamics of feder-
ated learning, mitigating the significant challenge of statisti-
cal heterogeneity. We shift the focus from model similarity
to a balance between similarity and feature complemen-
tarity. Our framework, FedSaC, effectively constructs a
cooperation network by optimizing this balance. Extensive
experiments show FedSaC’s superiority over current FL
methods in various scenarios. This research challenges con-
ventional approaches and contributes to developing more
robust learning models for complex federated settings.
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Impact Statement

This study presents the FedSaC framework, offering a
strategic approach to address statistical heterogeneity in
Federated Learning. Academically, it introduces a novel
perspective to FL, encouraging future research to explore
the interplay of complementarity and similarity in model
cooperation. Practically, this framework can be flexibly ap-
plied across various industries, facilitating more efficient
and privacy-preserving data analysis models. Ethically,
FedSac aligns with the increasing demand for ethical data
use and user privacy in technological advancements. Future
work will further investigate the significance of balancing
similarity and complementarity in multimodal architectures.
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A. Discussions about FedSac.
A.1. FedSac Optimization

Global Optimization. In our research, the overarching optimization equation is presented as Equation 3, which is
fundamentally grounded in the optimization objective of FedAvg (McMahan et al., 2017). The equation is expressed as
follows:
N
min » " p'L (6% D", (11)
{o'y -
This equation is restructured to align with our targeted optimization goals. The global model ¢, can be represented as a

weighted aggregation of local models, with the weights corresponding to the relative sizes of each client’s dataset. The
revised formulation is presented thusly:

N N
min L, W,.07: D'
{et}.w;p (; ;6% DY)
| . (12)
st. Wi =p/ Vi > Wy=1Vi Wi >0Vij
j=1

Further to this, we introduced two additional regularization terms to balance similarity and complementarity. C objective
reduces cooperation intensity between clients with similar datasets, while S objective increases it for clients with similar
model parameters.

Server-Client Optimization. Within the federated learning framework, Equation 3 poses practical challenges, as clients
should not directly receive models from other clients. Consequently, transferring models to a centralized server becomes
essential. At the server side, we aim to estimate the first term of Equation 3, namely the empirical loss of local models. In
line with our optimization objectives, which are aligned with FedAvg, we adopt a FedAvg-inspired approach. Here, we
approximate the empirical loss using the relative sizes of the datasets, operating under the premise that clients with larger
local datasets are more suitable for collaboration. This concept has been validated for its rationality (Ye et al., 2023) in
federated learning scenarios.

A.2. The Metric of Similarity and Complementarity

Similarity Metric. In the realm of federated learning, utilizing model parameters to gauge client similarity is a prevalent
approach (Ye et al., 2023; Huang et al., 2021). Aligning with the approach in (Ye et al., 2023), we utilize cosine distance of
model parameters for similarity assessment.

Complementarity Metric. Considering the privacy concerns in federated learning, direct computation of distances using
local datasets is not feasible. Instead, we draw upon the principle angle method, a technique that measures distances between
subspaces (Miao & Ben-Israel, 1992). This adapted approach relies on limited, non-sensitive information to determine the
degree of similarity between clients.

The principle angle method offers a geometric perspective for measuring the distance between subspaces. Specifically, when
dealing with two subspaces, V' and W, the method determines the angles 61, 05, - - - , 85 between them. Here, k represents
the number of dimensions in the smaller of the two subspaces. The calculation of the i*" principal angle is as described in
Equation 6. This implies that the cosine of the largest principal angle corresponds to the largest singular value of the matrix

product VI W,

<TyYi > <TyYi >
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The principal angle method provides a clear geometric perspective on how similar or different two subspaces are. By
measuring the angles between the subspaces, it offers a more intuitive understanding of their relationship.

cosf; = (13)

In our method, we harness the principal angle method to effectively represent the local data distributions of clients as model
output features. This is achieved through SVD, where we select the leading & principal component vectors to represent each
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client’s data in a subspace. This approach maps varied client datasets to a common feature space and ensures privacy by
using only a few principal components, which are insufficient to reconstruct the original data. The technique aligns data
from different clients effectively while maintaining privacy in federated learning.

B. Experiments and Implementation Details
B.1. Unimodal Implementation Details

Basic Setup.Adhering to the training setting presented in (Ye et al., 2023) , we partition the dataset across 10 local clients.
Each client utilizes a simple CNN classifier consisting of 2 convolutional layers, 2 subsequent fully-connected layers and a
final classification layer. Notably, the representation dimension prior to the classification layer is set at 84, which will be
utilized for extracting the representative subspace to compute the complementarity. In the FL training phase, we execute 50
communication rounds. Each round consists of local training iterations that vary depending on the dataset: 200 iterations for
CIFAR-10 and 400 iterations for CIFAR-100. Training employs the SGD optimizer with an initial learning rate 0.01 and a
batch size 64.

Hyperparameter Setup. We have set key hyperparameters for optimal performance. We use three eigenvectors (k = 3)
for our representative subspace. The regularization hyperparameter A is set at 1. Additionally, the hyperparameters «
and 3 control the degree of complementarity and similarity in our optimization equation. In experiments, we consider
two scenarios based on client dataset characteristics. For datasets with complementarity, « = 0.9 and 8 = 1.4 balance
similarity and complementarity for enhanced performance. In contrast, for datasets lacking complementarity, such as in the
Pathological partition, we reduce complementarity by setting « = 0.5 and 8 = 1.6. The first setting is generally applied
unless low complementarity among clients is known, in which case the second setting is used. To facilitate convergence, we
use the initial settings for the first 70% of communication rounds, then set & = 0 in the remaining rounds.

B.2. Multimodal Implementation Setup

In our setup, we distribute the CUB200-201 1 dataset among clients, with an equal split between image and text modalities.
Each client possesses distinct feature extraction networks and uniform classification networks to fulfill the classification
task. Within the same modality, we employ the unimodal FedSaC method to facilitate cooperation among clients. For
cross-modality cooperation, structural differences in feature extraction layers necessitate restricting collaborative efforts to
the classification layer. Given the inherent complementarity between different modalities, we focus on the similarity within
the classification layers during cooperation. The cooperation weights for the classification layers are derived by excluding
the complementarity term C from the optimization 8. These weights are used to aggregate the classification layers at the
server side, enabling the effective fusion of cross-modal information.

B.3. Multimodal Implementation Details

We allocate the CUB200-2011 dataset across 8 clients, with 4 handling image data and the others processing text data. For
image modality clients, we employ a CNN architecture with four convolutional layers and a single classification layer. Text
clients, on the other hand, utilize a TextCNN network consisting of five convolutional layers and a classification layer. The
representation dimension is set at 256. The training involves 30 communication rounds, each comprising 200 iterations. We
employ the Adam optimizer with an initial learning rate of 0.001. Throughout the training, we adopt a balanced setting
for similarity and complementarity, with a = 0.7 and 5 = 1.2, keeping the rest of the setup consistent with the unimodal
FedsacC.

B.4. DataSets

In our experiments, CIFAR-10, CIFAR-100 (Krizhevsky et al., 2009) and CUB200-2011 (Welinder et al., 2010) are all
public dataset.

CIFAR-10 and CIFAR-100. The CIFAR-10 and CIFAR-100 datasets are key benchmarks in machine learning, each
containing 60,000 32x32 color images. CIFAR-10 is categorized into 10 classes with 6,000 images per class, suitable for
basic image recognition. CIFAR-100, offering a finer classification challenge, divides the same number of images across
100 classes, with 600 images per class. Both datasets, split into 50,000 training and 10,000 test images, are extensively used
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Figure 4. Illustration of the level of heterogeneity under four distinct partitioning schemes.

for evaluating image classification algorithms.

CUB200-2011. The CUB200-2011 dataset is specifically tailored for fine-grained visual categorization tasks, focusing on
bird species identification. It consists of 11,788 images of 200 bird species, with both training and testing sets. Each species
comes with a set of images that offer varying poses and backgrounds, providing a comprehensive dataset for advanced
image recognition tasks. CUB200-2011 is particularly useful for research in areas requiring detailed visual discrimination,
such as in distinguishing between closely related species.

Heterogeneity Partition. In our study, we employ the CIFAR-10 dataset and select two clients to illustrate the level of
heterogeneity under four distinct partitioning schemes, shown as 4.

B.5. Baselines

FedAvg (McMahan et al., 2017) streamlines the training of deep networks from decentralized data in federated learning. It
enables multiple clients to collaboratively train a shared model while maintaining data privacy and reducing communication
overhead. Suitable for scenarios where central data collection is impractical due to privacy concerns, like in IoT and
healthcare applications.

FedProx (Li et al., 2020) specifically tackles system and statistical heterogeneity in federated networks. It introduces a
proximal term to the optimization objective, enhancing stability and accuracy in networks with devices of varying capabilities.
This modification leads to more robust convergence and improved accuracy in heterogeneous settings.

CFL (Sattler et al., 2021) is designed for large-scale peer-to-peer networks, optimizing federated learning by aggregating
local model updates in a hierarchical manner. It ensures communication efficiency and data privacy through secure and
authenticated encryption techniques. CFL stands out for its significant improvement in communication and computational
efficiency, while robustly maintaining data integrity and privacy.

pFedMe (Dinh et al., 2020) introduces a personalized federated learning algorithm using Moreau envelopes as clients’
regularized loss functions, allowing for the decoupling of personalized model optimization from global model learning.
pFedMe is effective in handling statistical diversity among clients, leading to state-of-the-art convergence rates and superior
empirical performance compared to traditional FedAvg and Per-FedAvg algorithms.

Ditto (Li et al., 2021b) is a framework that enhances federated learning by simultaneously achieving fairness and robustness
through personalization. It addresses the challenges of statistical heterogeneity in networks, using a simple yet scalable
technique that improves accuracy, fairness, and robustness. Ditto is particularly effective against training-time data and
model poisoning attacks and reduces performance disparities across devices.

FedAMP (Huang et al., 2021) This method employs federated attentive message passing to facilitate collaborations among
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clients with similar non-iid data, establishing convergence for both convex and non-convex models. FedAMP emphasizes
pairwise collaborations between clients with similar data, overcoming the bottleneck of one global model trying to fit all
clients in personalized cross-silo federated learning scenarios.

FedRep (Collins et al., 2021) utilizes a shared data representation across clients while allowing unique local heads for
each client. This approach harnesses local updates concerning low-dimensional parameters, enabling efficient learning
in heterogeneous data environments. By focusing on linear convergence and sample complexity, FedRep demonstrates
improved performance over alternative personalized federated learning methods, especially in federated settings with non-iid
data.

pFedHN (Shamsian et al., 2021) introduces a personalized federated learning approach using hypernetworks. This method
trains a central hypernetwork to generate unique personal models for each client, effectively sharing parameters across
clients. It excels in handling data disparities among clients, reducing communication costs, and generalizing better to new
clients with varying distributions and computational resources.

FedRoD (Chen & Chao, 2022) simultaneously addresses generic and personalized learning objectives. It employs a two-loss,
two-predictor system, decoupling the tasks of generic model training and personalized adaptation. The framework uses a
class-balanced loss for the generic predictor and an empirical risk-based approach for the personalized predictor, facilitating
robustness to non-identical class distributions and enabling zero-shot adaptation and effective fine-tuning for new clients.

kNN-Per (Marfoq et al., 2021) introduces local memorization using k-nearest neighbors in federated learning, enhancing
the model’s ability to personalize based on individual device data. This method stands out in its use of local data patterns to
inform the federated learning process.

pFedGraph (Ye et al., 2023) proposes the construction of inferred collaboration graphs among clients in federated learning.
It dynamically computes these graphs based on the volume of data and model similarity at each client. This method
strategically identifies similar clients for cooperation, effectively mitigating issues arising from data heterogeneity.

FedIoT (Zhao et al., 2022) proposes a multimodal federated learning framework for IoT data, utilizing autoencoders to
process multimodal data from clients. It introduces a multimodal FedAvg algorithm to aggregate local models from diverse
data sources, enhancing classification performance in semi-supervised scenarios with unimodal and multimodal clients.

B.6. Computing Resources

Part of the experiments is conducted on a local server with Ubuntu 16.04 system. It has two physical CPU chips which are
Intel(R) Xeon(R) Gold 6248 CPU @ 2.50GHz with 20 cpu cores. The other experiments are conducted on a remote server.
It has 8 GPUs which are GeForce RTX 3090.

C. Privacy Discussion

Our FedSacC exhibits similar data privacy preservation compared with baselines, as it does not share any private data of
the clients. During communication, only model parameters are allowed to be shared. Similar to baselines, the sharing of
model parameters is intended to maintain data privacy. The representative subspaces are derived from local data feature
statistics generated by the model, a method that does not reveal any privacy details of the original dataset. Our approach is
also compatible with protective strategies like differential privacy (Rajkumar et al., 2022). Specifically, for representative
subspaces, we primarily rely on calculating their principal angles. Therefore, we could apply methods such as random
cropping and adding minor noise to ensure that the original data cannot be reconstructed.

D. Supplementary Experiments
D.1. Hyperparameters Experiments

The experimental analysis focused on evaluating the influence of hyperparameters, as illustrated in Figures 5 and 6.

Hyperparameter «. In Figure 5, the similarity hyperparameter, denoted as §3, is fixed at 1.4, hile the complementary
hyperparameter, «, varied from 0.6 to 1.2. The results indicate that in data partitions characterized by complementarity,
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Figure 5. Average accuracy curves of the four partitions under various hyperparameter « settings.
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Figure 6. Average accuracy curves of the four partitions under various hyperparameter /3 settings.

a moderate increase in « enhances accuracy. However, in partitions with high heterogeneity, the influence of « on the
outcomes exhibits fluctuations. Notably, the experimental results consistently outperform the baseline, irrespective of the
variations in a.

Hyperparameter (. Figure 6 presents the outcomes with « set at 0.9, examining the impact of changes in /3 ranging from
0.2 to 1.6. It is observed that an optimal level of similarity substantially benefits the experimental results, which uniformly
exceed the baseline performance.

Hyperparameter \. We employed the CIFAR100 dataset to assess the impact of the hyperparameter \, associated with
regularization constraints in local training, as demonstrated in Table 4. The results indicate that setting A to either 0.01 or 0.1
yields favorable outcomes with minimal fluctuation.

Hyperparameter k. the influence of the subspace dimensionality, represented by k&, on the experimental outcomes was
examined, as detailed in Table 5. The findings suggest that k = 3 is an appropriate choice for obtaining the representative
subspace.

A Homo Diri(low) Diri(high) Pathol
0.005 | 32.21 39.95 55.79 56.68
0.01 | 32.95 39.90 55.91 57.48
0.05 | 32.62 39.60 55.81 56.47
0.1 3291 39.73 56.04 56.86
0.2 32.82 39.77 55.53 56.52

Table 4. Average accuracy of the four partitions under various hyperparameter A settings.
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k | Homo Diri(low) Dirithigh) Pathol
1| 70.26 80.29 92.97 92.47
2 | 70.50 80.28 93.04 92.56
3| 70.89 80.46 93.14 92.89
4 1 70.20 80.15 92.73 92.59

Table 5. Average accuracy of the four partitions under various hyperparameter k settings.

D.2. Experiments in Large-Scale Client Cooperation

In our experiments, we primarily focused on scenarios with a limited number of clients, specifically 8-10 clients. In situations
involving a large number of clients, while the computational time overhead may not significantly impact our performance —
a topic we will delve into in the following section — the cooperation among numerous clients could affect the convergence
and stability of the collaboration. Therefore, for cooperation with a large client base, we incorporated an additional process
to control the number of collaborators.

Specifically, in large-scale client cooperation, we randomly select k clients (k=10 in application) for collaboration before
each iteration. This approach ensures convergence while enhancing cooperation efficiency. Table 7 presents the results
in cooperation networks with 50 and 100 clients, incorporating this step. The results confirm the effectiveness of such
collaborative efforts.

Modal | Client Num | Homo Diri(low) Dirithigh) Pathol
Local 50 863 2245 4536 3333

100 6.87 18.19 40.62 2778

50 18.81  24.03 4578 3540

FedSaC 100 11.90  19.11 4075 2851

Table 6. Large-scale client cooperation

Below, we also present the additional computational overhead incurred when not employing random selection in large-scale
client cooperation. In real-world scenarios, local training on clients occurs simultaneously; hence, in our analysis, we do not
consider an increase in local training duration with the number of clients. The following table shows how the server-side
additional overhead increases with the number of clients.

Client Num | Server-Side Overhead Optimization Model Aggregation
10 4.40s 0.21s 4.19s
20 14.93s 6.10s 8.83s
50 56.56s 24.84s 31.72s
100 269.42s 118.70s 140.72s

Table 7. Server-side additional overhead for large-scale clients cooperation

Assuming the number of clients is 7, the computational overhead on the server side increases approximately at a rate of n>
with increasing clients. Within this overhead, the optimization process costs less than model aggregation. Therefore, the
cost of the optimization process we introduce is acceptable in large-scale client cooperation, without significantly disrupting
the original training process.

E. Computational Cost and Complexity Analysis

As analyzed in Section 4.3.3, our method indeed introduces additional steps to extract information, yet the costs are
acceptable and significantly less than that of local training, for the following reasons.

1. Assuming the cost of one inference takes 7, our method shows the complexity of similarity metric is similar to the
model’s parameter count, roughly equal to an inference time of 7.

2. Complementarity metric involves obtaining the feature matrix X through model inference on the local dataset. For
datasets with large sample sizes, random sampling can be used to approximate the local data distribution. Assuming the
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sample size for random sampling is m with feature dimension d, the cost of acquiring the feature matrix X € R™*? is
MmT.

3. Next, the feature matrix X is dimensionally reduced via the SVD method to obtain a representative subspace. This
process involves computing X X and its eigenvalue decomposition, with a time complexity of O(md?). In practice,
this computational cost is significantly lower than that of extracting the feature matrix.

4. Appendix E demonstrates that the solution for the optimal adjacency matrix W in Eq.8 is a convex optimization
problem, conforming to a quadratic programming problem. By employing the interior point method, this problem
can be transformed into polynomial-level complexity. The computational cost in our experiments is approximately
equivalent to one inference time 7.

The table below details the specific run-time consumption at each phase in our experiments, demonstrating that the overhead
of our additional steps is significantly less than that of local training. Our method enhances collaborative approaches without
imposing excessive burdens.

Phases Run-time Consumption
Local Training 21.21s
Similarity Metric 0.05s
Complementarity Metric 1.62s
Complementarity Metric (Inference) 1.53s
Complementarity Metric (SVD) 0.09s
Optimization Equation 0.06s

Table 8. Run-time consumption of across different phases.

We tested the runtime of each additional phase in our experiments on our platform and compared it with the training duration
of a single client in one local training round, given ten clients, as shown in Table 8. The results indicate that the time required
for similarity metric and solving the optimization equation is negligible compared to local training duration. Although the
complementarity metric phase, which involves an inference process, does take some time, it is still significantly less than the
local training duration. Therefore, the additional cost of cooperation is acceptable. As a result, FedSaC does not introduce
substantial additional computational and communication costs, making its computational overhead comparable to existing
baselines.

F. Convergence Analysis

The introduction of complementarity in our FedSaC approach does not lead to convergence issues. As depicted in Figure 7,
we illustrate the accuracy progression over communication rounds on the CIFAR-100 dataset under a Diri(low) partition. It
is observed that the accuracy of the FedSaC method steadily rises and gradually converges. Unlike local training, which may
lead to overfitting and a subsequent decline in accuracy due to excessive training, our method effectively circumvents the
overfitting problem. In contrast to other baselines that converge prematurely and potentially get trapped in local optima, our
approach consistently explores better solutions, achieving optimal performance before ultimately converging.

G. Additional visualization

To illustrate the advantages of balancing similarity and complementarity more clearly, we present an visualization involving
four clients.

We distribute data from four categories, 1, 2, 3 and 4, among these four clients as follows: clientl: (1, 2); client2: (1, 3);
client3: (2, 3); client4: (1, 4). The numbers in parentheses represent the categories, with each category having an equal
amount of data. Below, we present the adjacency matrix W generated by four different cooperations.

0.684 0.137 0.011 0.168 0.043 0.344 0.285 0.328
0.048 0.596 0.240 0.117 0.320 0.020 0.329 0.331
W(a=0,p=14) = 0.003 0.320 0.676 0.000 W(a=09,8=0)= 0.260 0.328 0.018 0.395

0.149 0.186 0.000 0.665 0.292 0.318 0.384 0.007
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Figure 7. Illustration of the accuracy progression over communication rounds on the CIFAR-100 dataset under a Diri(low) partition.

0.478 0.230 0.047 0.246 0.630 0.172 0.000 0.198
0.118 0.365 0.319 0.197 0.058 0.517 0.282 0.142
0.024 0.409 0.455 0.111 W(a=05,5=16) = 0.000 0.382 0.616 0.002
0.204 0.268 0.092 0.436 0.171 0.228 0.000 0.602

W(a=0943=14)=

The results align with our expectations and affirm the advantages of our method. When relying solely on similarity, with
a = 0, 8 = 1.4, clients seldom cooperate with others, preferring to retain their local models as much as possible. Conversely,
when depending solely on complementarity with o = 0.9, 5 = 0, clients tend to discard the recently learned local models,
which is impractical. Achieving a balance between similarity and complementarity with v = 0.9, 5 = 1.4 leads to a more
ideal state of collaboration, where local clients not only increase cooperation with complementary clients but also maintain
lower collaboration weights with those of excessive heterogeneity. The setting o = 0.5, 8 = 1.6 offers another solution for
scenarios where there is high heterogeneity among clients.
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