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Abstract

We introduce StructMoE, a method to scale MoEs by augmenting experts1

with dynamic capacity using structured matrices we call Low Rank Experts2

(LoRE). These LoREs are selected on a per-expert and per-token basis using3

a secondary router specific to every expert and are entangled with the4

main expert in the up-projection phase of the expert before the activation5

function. Empirically, we find this approach to outperform a parameter6

matched MoE baseline in terms of loss on a held out validation set.7

1 Introduction8

Transformers [17] are now the dominant architecture in NLP, Vision and Audio. Model9

performance is a function of model size and compute and has well understood scaling10

laws [8]. However, current models are now pushing the limits of existing hardware. As11

such, researchers have become interested in alternative ways to scale up models which12

do not require an increase in compute with model scaling. In this regard, the Mixture of13

Experts (MoE) [5, 14] approach has become extremely popular as evidenced by the fact that14

the current generation of foundation models like Gemini [15], DeepSeek [3], Mixtral [10] etc.15

are all MoEs. MoEs are sparse models as only part of a model is activated to process every16

input. This has provided researchers with another dimension to scale models along - one17

where model parameters can be increased without incurring an increase in the total amount18

of compute.19

While MoEs offer scaling advantages over traditional dense models, they still face numerous20

challeneges in terms of model serving, training instabillity and expert load imbalance. In21

this paper, we introduce a technique to scale up MoEs by augmenting experts with dynamic22

capacity using routed LoREs. LoREs learn further fine-grained features and can provide23

even more specialized compute for every token thus improving token representations. We24

evaluate our technique on MoEs with upto 2B total parameters and find that it outperforms25

a parameter matched standard MoE model in terms of validation set loss1.26

2 Background & Related Works27

2.1 Mixture of Experts28

At a high level, MoEs are constructed by replacing the feedforward networks (FFNs) in29

the standard Transformer by an MoE layer. The MoE layer comprises of two components.30

1Anonymized code is available at https://anonymous.4open.science/r/StructuredMoE-F419/
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(a) Interaction mechanism between a selected ex-
pert and a LoRE. The outputs of the up-projection
from the expert and the LoRE get summed before
the activation is applied.

(b) Overall scheme for StructMoE. Each token gets
routed to an expert and then through its corre-
sponding LoRE router.

It has N parallel FFNs which are referred to as experts. For every token, only k of these31

experts will be used to process it. Thus no matter how many experts there are, the total32

compute will be constant with respect to the choice of k and this allows MoEs to operate33

as sparse models. The second component is called a router network and is responsible for34

token-to-expert assignment. For each token in the batch, it produces a distribution over35

the N experts which represents the suitability of processing that token using that expert.36

Higher scores for an expert relate to higher suitability. The dominant expert selection37

strategy to select the k experts to process a token is known as top-k routing [14], where38

the k experts with the highest expert scores are used to process that token. The router is a39

learnable component which consists of a linear transformation from the hidden dimension40

of the token to the number of experts followed by a softmax operation which produces a41

probability distribution.42

2.2 Related Works43

LoRa [9] was proposed as a parameter-efficient fine-tuning (PEFT) technique for deep44

models. It is inspired by the idea that the weight updates during fine tuning are ineherently45

low rank and thus the benefits of fine tuning can be achieved by explicitly constraining the46

weight updates to be of low rank. These low rank adapters are learnt during fine tuning and47

added to the original weight matrices which are frozen. After training LoRas for a particular48

task, the weight matrices can simply be added to the original weight matrices and thus this49

technique incurs no additional latency during inference.50

Combining multiple LoRas has been an avenue of research but researchers have found that51

the simple approach of linearly combining mulitple LoRas impairs model performance.52

Mixture of LoRa experts [18] addresses this issue by learning a gating function over the53

LoRas and dynamically composing LoRas using the weights provided by the gating function.54

They find that different LoRas have unique characteristics and this dynamic composition55

preserves these characteristics even when a large number of LoRas are composed together.56

3 Structured Mixture of Experts Using Hierarchical Routing57

At a high level, StructMoE introduces an alternate way to scale Mixture of Experts. Instead58

of scaling by adding more experts, we develop a method to augment existing experts with59

additional dynamic capacity using modules composed of low rank matrices. In doing so,60

we attempt to introduce techniques used for finetuning into the pretraining stage.61

We augment experts by initializing a set of M structured matrices, called LoREs, for each62

expert. The structure is introduced similar to the LoRa technique where each matrix is63

composed by the outer product of two matrices A and B where A ∈ Rd×r and B ∈ Rr×eḋ64

where d is the hidden dimension, r is the rank of AB and r ≪ d and e is the expansion factor65

of the MLP. During training, a subset, l, of the M LoREs are used to update the weights of66

the up-projection matrix of its corresponding expert by adding the output of AB into the67

up-projection matrix. The selection of the LoREs is done using a secondary router which68

provides a distribution, π, over all the LoREs designated for an expert as illustrated in69
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Figure 2: Validation loss curves for a 410M activated parameter model with StructMoE and
a parameter matched baseline MoE with 13 experts showing StructMoE outperforms the
baseline. Both models have approximately 2B total parameters and are trained for 100B
tokens on Fineweb.

Figure 1b. We select l LoREs using the top-k selection scheme. We can represent this scheme70

using the following equation:71

W ′
upproj = Wupproj + Σl

iπi AiBi (1)

In practice, we use the following equivalent formulation which is more efficient as it does72

not require materializing the LoREs:73

H = xWupproj + Σl
i(xπi Ai)Bi (2)

where H is the intermediate representation of the MLP that will be passed to the activation74

function.75

Thus, we propose a hierarchical routing scheme where each token, x, is first routed to k76

experts using the expert router. Then, the token is routed via each of the k expert’s LoRE77

router to l of its respective LoREs. Finally, the expert and the LoREs are entangled together78

using Eq 2. We illustrate this scheme in Figure 1a. While each expert has a corresponding79

LoRE router to route tokens assigned to it to their respective LoREs, our implementation80

combines all LoRE routers such that the LoREs for all tokens over all the experts are chosen81

in parallel.82

4 Evaluation83

4.1 Experimental setup84

Architecture. Our MoE model consists of 24 transformer layers with 16 attention heads85

and a hidden dimension of 1024. The total parameters in the model are 2B of which86

410M are activated for every token as we set k = 1 for the top-k routing scheme as in [5].87

We use standard MLP blocks as our experts which have an intermediate dimension of88

4096 (4x expansion factor) and utilize the GELU [7] activation function. Our StructMoE89

implementation consists of 32 LoREs per expert each of which has a rank of 64. The router90

for the StructMoE component is similar to the router for the main experts. Our baseline is a91

parameter matched MoE with 13 experts.92

Data. We train our models either using RedPajama [2] tokenized with the Llama2 [16]93

tokenizer (32k vocabulary size) or Fineweb [12] tokenized with the Llama3 [4] tokenizer94

(128K vocabulary size).95

Hyperparameters. We use AdamW [11] as our choice of optimizer with a maximum learning96

rate of 6e−4 which is decayed to a minimum of 6e−5 using a cosine learning rate decay97

scheduler [8, 13]. We use a linear learning rate warmup for 1000 steps. Models trained with98

RedPajama have an effective token batch size of 222 whereas those trained with Fineweb99
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have a token batch size of 221. This difference is due to the bigger vocabulary size of the100

Llama3 tokenizer. We train all models for approximately 100B tokens. We set the coefficient101

for the load balancing loss [5] and z-loss [19] to 0.01. We do not add auxiliary losses to the102

LoRE routers as we observe that they are inherently quite load balanced.103

Implementation. We utilize the GPT-NeoX [1] framework which has been integrated with104

Megablocks [6] for training our models. We train using 64 NVIDIA A100 GPUs split across105

8 nodes for a total of approximately 4000 GPU hours per model.106

4.2 Results107

Main finding. We evaluate our technique by comparing it to a standard MoE model over loss108

on a held out validation set and plot the results in 2. We can see that StructMoE outperforms109

the baseline over the 100B training run and converges to a lower loss. Moreover, we observe110

that the gap between the baseline and StructMoE increases slightly as training progresses111

indicating the possibility of further improvement with longer training runs.112

4.3 Ablating over design choices113

Router free StructMoE. We explored the importance of routing in StructMoE by experi-114

menting with a single LoRE per expert which has the the rank of all LoREs combined. This115

LoRE is always activated whenever its corresponding expert is selected, thus eliminating116

the need for a router for the LoREs. We find that the router is critical for the performance of117

StructMoE as we observe almost no performance gain over the standard baseline MoE as118

indicated in Figure 5 in the Appendix. This is inline with our hypothesis that each LoRE119

learns offsets to the expert which are best suited for that token and thus was selected by the120

router to process it.121

Non-entangled LoREs. We also performed ablations where we treat the LoREs as standalone122

experts i.e. their outputs get added to the final output of the experts and found that this123

approach underperformed our entangled LoREs indicating the importance of entanglement.124

We plot the results in Figure 4 in the Appendix.125

5 Limitations & Future Work126

Limitations. While we show improved performance of StructMoE over a parameter matched127

standard MoE baseline, our performance metric is limited to validation loss. While lower128

validation loss generally leads to better performance on downstream tasks and bench-129

marks [5], we are yet to perform these evaluations. We also do not provide a thorough130

analysis of gains or degradation in hardware utilization due to our method. Moreover, our131

largest model has approximately 2B total parameters and it is unclear whether this method132

scales to much larger MoE models.133

Future work. Future work involves figuring out the optimal way to scale StructMoE in terms134

of rank / number and deriving a scaling law for this method. It is also worth exploring135

how this method scales to multi-billion parameter LMs with different routing schemes i.e.136

top-textitk = 2 routing and types of experts i.e. fine-grained experts. Integrating LoREs with137

GLU and its variants is also a future avenue for research.138

Conclusion. We introduce a new technique to scale MoEs which augments existing experts139

with additional capacity by way of adding several structured modules to the expert which140

are selected on a per-token and per-expert bases using a secondary router and are entangled141

with the main expert. Empirically, we observe that this is a more efficient method to scale142

MoEs as it leads to lower validation loss when compared to a standard parameter matched143

MoE baseline.144
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Andreassen, Nemanja Rakićević, Dominik Grewe, Aviral Kumar, Stephanie Winkler,342

Jonathan Caton, Andrew Brock, Sid Dalmia, Hannah Sheahan, Iain Barr, Yingjie Miao,343

Paul Natsev, Jacob Devlin, Feryal Behbahani, Flavien Prost, Yanhua Sun, Artiom344

Myaskovsky, Thanumalayan Sankaranarayana Pillai, Dan Hurt, Angeliki Lazaridou,345

Xi Xiong, Ce Zheng, Fabio Pardo, Xiaowei Li, Dan Horgan, Joe Stanton, Moran Ambar,346

Fei Xia, Alejandro Lince, Mingqiu Wang, Basil Mustafa, Albert Webson, Hyo Lee,347

Rohan Anil, Martin Wicke, Timothy Dozat, Abhishek Sinha, Enrique Piqueras, Elahe348

Dabir, Shyam Upadhyay, Anudhyan Boral, Lisa Anne Hendricks, Corey Fry, Josip349

Djolonga, Yi Su, Jake Walker, Jane Labanowski, Ronny Huang, Vedant Misra, Jeremy350

Chen, RJ Skerry-Ryan, Avi Singh, Shruti Rijhwani, Dian Yu, Alex Castro-Ros, Beer351

Changpinyo, Romina Datta, Sumit Bagri, Arnar Mar Hrafnkelsson, Marcello Maggioni,352

Daniel Zheng, Yury Sulsky, Shaobo Hou, Tom Le Paine, Antoine Yang, Jason Riesa,353

Dominika Rogozinska, Dror Marcus, Dalia El Badawy, Qiao Zhang, Luyu Wang, Helen354

Miller, Jeremy Greer, Lars Lowe Sjos, Azade Nova, Heiga Zen, Rahma Chaabouni,355

Mihaela Rosca, Jiepu Jiang, Charlie Chen, Ruibo Liu, Tara Sainath, Maxim Krikun, Alex356

Polozov, Jean-Baptiste Lespiau, Josh Newlan, Zeyncep Cankara, Soo Kwak, Yunhan357

Xu, Phil Chen, Andy Coenen, Clemens Meyer, Katerina Tsihlas, Ada Ma, Juraj Got-358

tweis, Jinwei Xing, Chenjie Gu, Jin Miao, Christian Frank, Zeynep Cankara, Sanjay359

Ganapathy, Ishita Dasgupta, Steph Hughes-Fitt, Heng Chen, David Reid, Keran Rong,360

Hongmin Fan, Joost van Amersfoort, Vincent Zhuang, Aaron Cohen, Shixiang Shane361

Gu, Anhad Mohananey, Anastasija Ilic, Taylor Tobin, John Wieting, Anna Bortsova,362

Phoebe Thacker, Emma Wang, Emily Caveness, Justin Chiu, Eren Sezener, Alex Kaska-363

soli, Steven Baker, Katie Millican, Mohamed Elhawaty, Kostas Aisopos, Carl Lebsack,364

Nathan Byrd, Hanjun Dai, Wenhao Jia, Matthew Wiethoff, Elnaz Davoodi, Albert We-365

ston, Lakshman Yagati, Arun Ahuja, Isabel Gao, Golan Pundak, Susan Zhang, Michael366

Azzam, Khe Chai Sim, Sergi Caelles, James Keeling, Abhanshu Sharma, Andy Swing,367

YaGuang Li, Chenxi Liu, Carrie Grimes Bostock, Yamini Bansal, Zachary Nado, Ankesh368

Anand, Josh Lipschultz, Abhijit Karmarkar, Lev Proleev, Abe Ittycheriah, Soheil Has-369

sas Yeganeh, George Polovets, Aleksandra Faust, Jiao Sun, Alban Rrustemi, Pen Li,370

Rakesh Shivanna, Jeremiah Liu, Chris Welty, Federico Lebron, Anirudh Baddepudi,371

Sebastian Krause, Emilio Parisotto, Radu Soricut, Zheng Xu, Dawn Bloxwich, Melvin372

Johnson, Behnam Neyshabur, Justin Mao-Jones, Renshen Wang, Vinay Ramasesh, Za-373

8



heer Abbas, Arthur Guez, Constant Segal, Duc Dung Nguyen, James Svensson, Le Hou,374

Sarah York, Kieran Milan, Sophie Bridgers, Wiktor Gworek, Marco Tagliasacchi, James375

Lee-Thorp, Michael Chang, Alexey Guseynov, Ale Jakse Hartman, Michael Kwong,376

Ruizhe Zhao, Sheleem Kashem, Elizabeth Cole, Antoine Miech, Richard Tanburn, Mary377

Phuong, Filip Pavetic, Sebastien Cevey, Ramona Comanescu, Richard Ives, Sherry378

Yang, Cosmo Du, Bo Li, Zizhao Zhang, Mariko Iinuma, Clara Huiyi Hu, Aurko Roy,379

Shaan Bijwadia, Zhenkai Zhu, Danilo Martins, Rachel Saputro, Anita Gergely, Steven380

Zheng, Dawei Jia, Ioannis Antonoglou, Adam Sadovsky, Shane Gu, Yingying Bi, Alek381

Andreev, Sina Samangooei, Mina Khan, Tomas Kocisky, Angelos Filos, Chintu Kumar,382

Colton Bishop, Adams Yu, Sarah Hodkinson, Sid Mittal, Premal Shah, Alexandre383

Moufarek, Yong Cheng, Adam Bloniarz, Jaehoon Lee, Pedram Pejman, Paul Michel,384

Stephen Spencer, Vladimir Feinberg, Xuehan Xiong, Nikolay Savinov, Charlotte Smith,385

Siamak Shakeri, Dustin Tran, Mary Chesus, Bernd Bohnet, George Tucker, Tamara386

von Glehn, Carrie Muir, Yiran Mao, Hideto Kazawa, Ambrose Slone, Kedar Soparkar,387

Disha Shrivastava, James Cobon-Kerr, Michael Sharman, Jay Pavagadhi, Carlos Araya,388

Karolis Misiunas, Nimesh Ghelani, Michael Laskin, David Barker, Qiujia Li, Anton389

Briukhov, Neil Houlsby, Mia Glaese, Balaji Lakshminarayanan, Nathan Schucher, Yun-390

hao Tang, Eli Collins, Hyeontaek Lim, Fangxiaoyu Feng, Adria Recasens, Guangda Lai,391

Alberto Magni, Nicola De Cao, Aditya Siddhant, Zoe Ashwood, Jordi Orbay, Mostafa392

Dehghani, Jenny Brennan, Yifan He, Kelvin Xu, Yang Gao, Carl Saroufim, James Mol-393

loy, Xinyi Wu, Seb Arnold, Solomon Chang, Julian Schrittwieser, Elena Buchatskaya,394

Soroush Radpour, Martin Polacek, Skye Giordano, Ankur Bapna, Simon Tokumine,395

Vincent Hellendoorn, Thibault Sottiaux, Sarah Cogan, Aliaksei Severyn, Mohammad396

Saleh, Shantanu Thakoor, Laurent Shefey, Siyuan Qiao, Meenu Gaba, Shuo yiin Chang,397

Craig Swanson, Biao Zhang, Benjamin Lee, Paul Kishan Rubenstein, Gan Song, Tom398

Kwiatkowski, Anna Koop, Ajay Kannan, David Kao, Parker Schuh, Axel Stjerngren,399

Golnaz Ghiasi, Gena Gibson, Luke Vilnis, Ye Yuan, Felipe Tiengo Ferreira, Aishwarya400

Kamath, Ted Klimenko, Ken Franko, Kefan Xiao, Indro Bhattacharya, Miteyan Patel,401

Rui Wang, Alex Morris, Robin Strudel, Vivek Sharma, Peter Choy, Sayed Hadi Hashemi,402

Jessica Landon, Mara Finkelstein, Priya Jhakra, Justin Frye, Megan Barnes, Matthew403

Mauger, Dennis Daun, Khuslen Baatarsukh, Matthew Tung, Wael Farhan, Henryk404

Michalewski, Fabio Viola, Felix de Chaumont Quitry, Charline Le Lan, Tom Hudson,405

Qingze Wang, Felix Fischer, Ivy Zheng, Elspeth White, Anca Dragan, Jean baptiste406

Alayrac, Eric Ni, Alexander Pritzel, Adam Iwanicki, Michael Isard, Anna Bulanova,407

Lukas Zilka, Ethan Dyer, Devendra Sachan, Srivatsan Srinivasan, Hannah Muckenhirn,408

Honglong Cai, Amol Mandhane, Mukarram Tariq, Jack W. Rae, Gary Wang, Kareem409

Ayoub, Nicholas FitzGerald, Yao Zhao, Woohyun Han, Chris Alberti, Dan Garrette,410

Kashyap Krishnakumar, Mai Gimenez, Anselm Levskaya, Daniel Sohn, Josip Matak,411

Inaki Iturrate, Michael B. Chang, Jackie Xiang, Yuan Cao, Nishant Ranka, Geoff Brown,412

Adrian Hutter, Vahab Mirrokni, Nanxin Chen, Kaisheng Yao, Zoltan Egyed, Francois413

Galilee, Tyler Liechty, Praveen Kallakuri, Evan Palmer, Sanjay Ghemawat, Jasmine Liu,414

David Tao, Chloe Thornton, Tim Green, Mimi Jasarevic, Sharon Lin, Victor Cotruta, Yi-415

Xuan Tan, Noah Fiedel, Hongkun Yu, Ed Chi, Alexander Neitz, Jens Heitkaemper, Anu416

Sinha, Denny Zhou, Yi Sun, Charbel Kaed, Brice Hulse, Swaroop Mishra, Maria Geor-417

gaki, Sneha Kudugunta, Clement Farabet, Izhak Shafran, Daniel Vlasic, Anton Tsitsulin,418

Rajagopal Ananthanarayanan, Alen Carin, Guolong Su, Pei Sun, Shashank V, Gabriel419

Carvajal, Josef Broder, Iulia Comsa, Alena Repina, William Wong, Warren Weilun420

Chen, Peter Hawkins, Egor Filonov, Lucia Loher, Christoph Hirnschall, Weiyi Wang,421

Jingchen Ye, Andrea Burns, Hardie Cate, Diana Gage Wright, Federico Piccinini, Lei422

Zhang, Chu-Cheng Lin, Ionel Gog, Yana Kulizhskaya, Ashwin Sreevatsa, Shuang Song,423

Luis C. Cobo, Anand Iyer, Chetan Tekur, Guillermo Garrido, Zhuyun Xiao, Rupert424

Kemp, Huaixiu Steven Zheng, Hui Li, Ananth Agarwal, Christel Ngani, Kati Goshvadi,425

Rebeca Santamaria-Fernandez, Wojciech Fica, Xinyun Chen, Chris Gorgolewski, Sean426

Sun, Roopal Garg, Xinyu Ye, S. M. Ali Eslami, Nan Hua, Jon Simon, Pratik Joshi,427

Yelin Kim, Ian Tenney, Sahitya Potluri, Lam Nguyen Thiet, Quan Yuan, Florian Luisier,428

Alexandra Chronopoulou, Salvatore Scellato, Praveen Srinivasan, Minmin Chen, Vinod429

Koverkathu, Valentin Dalibard, Yaming Xu, Brennan Saeta, Keith Anderson, Thibault430

Sellam, Nick Fernando, Fantine Huot, Junehyuk Jung, Mani Varadarajan, Michael431

Quinn, Amit Raul, Maigo Le, Ruslan Habalov, Jon Clark, Komal Jalan, Kalesha Bullard,432

9



Achintya Singhal, Thang Luong, Boyu Wang, Sujeevan Rajayogam, Julian Eisenschlos,433

Johnson Jia, Daniel Finchelstein, Alex Yakubovich, Daniel Balle, Michael Fink, Sameer434

Agarwal, Jing Li, Dj Dvijotham, Shalini Pal, Kai Kang, Jaclyn Konzelmann, Jennifer435

Beattie, Olivier Dousse, Diane Wu, Remi Crocker, Chen Elkind, Siddhartha Reddy436

Jonnalagadda, Jong Lee, Dan Holtmann-Rice, Krystal Kallarackal, Rosanne Liu, De-437

nis Vnukov, Neera Vats, Luca Invernizzi, Mohsen Jafari, Huanjie Zhou, Lilly Taylor,438

Jennifer Prendki, Marcus Wu, Tom Eccles, Tianqi Liu, Kavya Kopparapu, Francoise439

Beaufays, Christof Angermueller, Andreea Marzoca, Shourya Sarcar, Hilal Dib, Jeff440

Stanway, Frank Perbet, Nejc Trdin, Rachel Sterneck, Andrey Khorlin, Dinghua Li,441

Xihui Wu, Sonam Goenka, David Madras, Sasha Goldshtein, Willi Gierke, Tong Zhou,442

Yaxin Liu, Yannie Liang, Anais White, Yunjie Li, Shreya Singh, Sanaz Bahargam, Mark443

Epstein, Sujoy Basu, Li Lao, Adnan Ozturel, Carl Crous, Alex Zhai, Han Lu, Zora Tung,444

Neeraj Gaur, Alanna Walton, Lucas Dixon, Ming Zhang, Amir Globerson, Grant Uy,445

Andrew Bolt, Olivia Wiles, Milad Nasr, Ilia Shumailov, Marco Selvi, Francesco Piccinno,446

Ricardo Aguilar, Sara McCarthy, Misha Khalman, Mrinal Shukla, Vlado Galic, John447

Carpenter, Kevin Villela, Haibin Zhang, Harry Richardson, James Martens, Matko Bosn-448

jak, Shreyas Rammohan Belle, Jeff Seibert, Mahmoud Alnahlawi, Brian McWilliams,449

Sankalp Singh, Annie Louis, Wen Ding, Dan Popovici, Lenin Simicich, Laura Knight,450

Pulkit Mehta, Nishesh Gupta, Chongyang Shi, Saaber Fatehi, Jovana Mitrovic, Alex451

Grills, Joseph Pagadora, Dessie Petrova, Danielle Eisenbud, Zhishuai Zhang, Damion452

Yates, Bhavishya Mittal, Nilesh Tripuraneni, Yannis Assael, Thomas Brovelli, Prateek453

Jain, Mihajlo Velimirovic, Canfer Akbulut, Jiaqi Mu, Wolfgang Macherey, Ravin Kumar,454

Jun Xu, Haroon Qureshi, Gheorghe Comanici, Jeremy Wiesner, Zhitao Gong, Anton455

Ruddock, Matthias Bauer, Nick Felt, Anirudh GP, Anurag Arnab, Dustin Zelle, Jonas456

Rothfuss, Bill Rosgen, Ashish Shenoy, Bryan Seybold, Xinjian Li, Jayaram Mudigonda,457

Goker Erdogan, Jiawei Xia, Jiri Simsa, Andrea Michi, Yi Yao, Christopher Yew, Steven458

Kan, Isaac Caswell, Carey Radebaugh, Andre Elisseeff, Pedro Valenzuela, Kay McK-459

inney, Kim Paterson, Albert Cui, Eri Latorre-Chimoto, Solomon Kim, William Zeng,460

Ken Durden, Priya Ponnapalli, Tiberiu Sosea, Christopher A. Choquette-Choo, James461

Manyika, Brona Robenek, Harsha Vashisht, Sebastien Pereira, Hoi Lam, Marko Velic,462

Denese Owusu-Afriyie, Katherine Lee, Tolga Bolukbasi, Alicia Parrish, Shawn Lu,463

Jane Park, Balaji Venkatraman, Alice Talbert, Lambert Rosique, Yuchung Cheng, An-464

drei Sozanschi, Adam Paszke, Praveen Kumar, Jessica Austin, Lu Li, Khalid Salama,465

Wooyeol Kim, Nandita Dukkipati, Anthony Baryshnikov, Christos Kaplanis, XiangHai466

Sheng, Yuri Chervonyi, Caglar Unlu, Diego de Las Casas, Harry Askham, Kathryn467

Tunyasuvunakool, Felix Gimeno, Siim Poder, Chester Kwak, Matt Miecnikowski, Va-468

hab Mirrokni, Alek Dimitriev, Aaron Parisi, Dangyi Liu, Tomy Tsai, Toby Shevlane,469

Christina Kouridi, Drew Garmon, Adrian Goedeckemeyer, Adam R. Brown, Anitha470

Vijayakumar, Ali Elqursh, Sadegh Jazayeri, Jin Huang, Sara Mc Carthy, Jay Hoover,471

Lucy Kim, Sandeep Kumar, Wei Chen, Courtney Biles, Garrett Bingham, Evan Rosen,472

Lisa Wang, Qijun Tan, David Engel, Francesco Pongetti, Dario de Cesare, Dongseong473

Hwang, Lily Yu, Jennifer Pullman, Srini Narayanan, Kyle Levin, Siddharth Gopal,474

Megan Li, Asaf Aharoni, Trieu Trinh, Jessica Lo, Norman Casagrande, Roopali Vij,475

Loic Matthey, Bramandia Ramadhana, Austin Matthews, CJ Carey, Matthew John-476

son, Kremena Goranova, Rohin Shah, Shereen Ashraf, Kingshuk Dasgupta, Rasmus477

Larsen, Yicheng Wang, Manish Reddy Vuyyuru, Chong Jiang, Joana Ijazi, Kazuki478

Osawa, Celine Smith, Ramya Sree Boppana, Taylan Bilal, Yuma Koizumi, Ying Xu,479

Yasemin Altun, Nir Shabat, Ben Bariach, Alex Korchemniy, Kiam Choo, Olaf Ron-480

neberger, Chimezie Iwuanyanwu, Shubin Zhao, David Soergel, Cho-Jui Hsieh, Irene481

Cai, Shariq Iqbal, Martin Sundermeyer, Zhe Chen, Elie Bursztein, Chaitanya Malaviya,482

Fadi Biadsy, Prakash Shroff, Inderjit Dhillon, Tejasi Latkar, Chris Dyer, Hannah Forbes,483

Massimo Nicosia, Vitaly Nikolaev, Somer Greene, Marin Georgiev, Pidong Wang,484

Nina Martin, Hanie Sedghi, John Zhang, Praseem Banzal, Doug Fritz, Vikram Rao,485

Xuezhi Wang, Jiageng Zhang, Viorica Patraucean, Dayou Du, Igor Mordatch, Ivan Jurin,486

Lewis Liu, Ayush Dubey, Abhi Mohan, Janek Nowakowski, Vlad-Doru Ion, Nan Wei,487

Reiko Tojo, Maria Abi Raad, Drew A. Hudson, Vaishakh Keshava, Shubham Agrawal,488

Kevin Ramirez, Zhichun Wu, Hoang Nguyen, Ji Liu, Madhavi Sewak, Bryce Petrini,489

DongHyun Choi, Ivan Philips, Ziyue Wang, Ioana Bica, Ankush Garg, Jarek Wilkiewicz,490

Priyanka Agrawal, Xiaowei Li, Danhao Guo, Emily Xue, Naseer Shaik, Andrew Leach,491

10



Sadh MNM Khan, Julia Wiesinger, Sammy Jerome, Abhishek Chakladar, Alek Wenjiao492

Wang, Tina Ornduff, Folake Abu, Alireza Ghaffarkhah, Marcus Wainwright, Mario493

Cortes, Frederick Liu, Joshua Maynez, Andreas Terzis, Pouya Samangouei, Riham494

Mansour, Tomasz Kepa, François-Xavier Aubet, Anton Algymr, Dan Banica, Agoston495

Weisz, Andras Orban, Alexandre Senges, Ewa Andrejczuk, Mark Geller, Niccolo Dal496

Santo, Valentin Anklin, Majd Al Merey, Martin Baeuml, Trevor Strohman, Junwen Bai,497

Slav Petrov, Yonghui Wu, Demis Hassabis, Koray Kavukcuoglu, Jeffrey Dean, and498

Oriol Vinyals. Gemini 1.5: Unlocking multimodal understanding across millions of499

tokens of context, 2024. URL https://arxiv.org/abs/2403.05530.500

[16] Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux,501

Timothée Lacroix, Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, Aurelien502

Rodriguez, Armand Joulin, Edouard Grave, and Guillaume Lample. Llama: Open and503

efficient foundation language models, 2023. URL https://arxiv.org/abs/2302.504

13971.505

[17] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N.506

Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need, 2023. URL507

https://arxiv.org/abs/1706.03762.508

[18] Xun Wu, Shaohan Huang, and Furu Wei. Mixture of lora experts. arXiv preprint509

arXiv:2404.13628, 2024.510

[19] Barret Zoph, Irwan Bello, Sameer Kumar, Nan Du, Yanping Huang, Jeff Dean, Noam511

Shazeer, and William Fedus. St-moe: Designing stable and transferable sparse expert512

models. arXiv preprint arXiv:2202.08906, 2022.513

11

https://arxiv.org/abs/2403.05530
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/1706.03762


Figure 3: Validation loss curves for a 125M activated parameter model with StructMoE and
a parameter matched baseline MoE with 10 experts showing StructMoE outperforms the
baseline. Both models have approximately 710M, total parameters, out of which 125M are
activated, and are trained for 100B tokens on RedPajama.

Figure 4: This plot shows the importance of entangling the LoREs with their corresponding
experts. Using LoREs as standalone experts underperforms our entangled LoRE technique.
Both models have approximately 710M total parameters, with 125M activated, and are
trained for 80B tokens on RedPajama

NeurIPS Paper Checklist514

The checklist is designed to encourage best practices for responsible machine learning515

research, addressing issues of reproducibility, transparency, research ethics, and societal516

impact. Do not remove the checklist: The papers not including the checklist will be desk517

rejected. The checklist should follow the references and follow the (optional) supplemental518

material. The checklist does NOT count towards the page limit.519
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will be published with the paper.530
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Figure 5: The impact of having routed LoREs. We observe that having a single LoRE with
the capacity of all the routed LoREs performs worse than routed LoREs which highlights
the importance of the dynamic selection of LoREs. Models have approximately 710M total
parameters, with 125M activated, and are trained for 100B tokens on RedPajama

The reviewers of your paper will be asked to use the checklist as one of the factors in their531

evaluation. While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to532
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checklist",543

• Keep the checklist subsection headings, questions/answers and guidelines below.544

• Do not modify the questions and only use the provided macros for your answers.545
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• The authors should reflect on the scope of the claims made, e.g., if the approach578

was only tested on a few datasets or with a few runs. In general, empirical579

results often depend on implicit assumptions, which should be articulated.580

• The authors should reflect on the factors that influence the performance of the581

approach. For example, a facial recognition algorithm may perform poorly582

when image resolution is low or images are taken in low lighting. Or a speech-583

to-text system might not be used reliably to provide closed captions for online584

lectures because it fails to handle technical jargon.585

• The authors should discuss the computational efficiency of the proposed algo-586

rithms and how they scale with dataset size.587

• If applicable, the authors should discuss possible limitations of their approach588

to address problems of privacy and fairness.589

• While the authors might fear that complete honesty about limitations might590

be used by reviewers as grounds for rejection, a worse outcome might be that591

reviewers discover limitations that aren’t acknowledged in the paper. The592

authors should use their best judgment and recognize that individual actions in593

favor of transparency play an important role in developing norms that preserve594

the integrity of the community. Reviewers will be specifically instructed to not595

penalize honesty concerning limitations.596

3. Theory Assumptions and Proofs597

Question: For each theoretical result, does the paper provide the full set of assump-598

tions and a complete (and correct) proof?599

Answer: [NA]600

Justification: [TODO]601

Guidelines:602

• The answer NA means that the paper does not include theoretical results.603

• All the theorems, formulas, and proofs in the paper should be numbered and604

cross-referenced.605

• All assumptions should be clearly stated or referenced in the statement of any606

theorems.607

• The proofs can either appear in the main paper or the supplemental material,608

but if they appear in the supplemental material, the authors are encouraged to609

provide a short proof sketch to provide intuition.610

• Inversely, any informal proof provided in the core of the paper should be com-611

plemented by formal proofs provided in appendix or supplemental material.612

• Theorems and Lemmas that the proof relies upon should be properly refer-613

enced.614

4. Experimental Result Reproducibility615

Question: Does the paper fully disclose all the information needed to reproduce616

the main experimental results of the paper to the extent that it affects the main617
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claims and/or conclusions of the paper (regardless of whether the code and data618

are provided or not)?619

Answer: [Yes]620

Justification: We use a public training framework and provide all the necessary621

details regarding hyperparameters, dataset etc in 4622

Guidelines:623

• The answer NA means that the paper does not include experiments.624

• If the paper includes experiments, a No answer to this question will not be625

perceived well by the reviewers: Making the paper reproducible is important,626

regardless of whether the code and data are provided or not.627

• If the contribution is a dataset and/or model, the authors should describe the628

steps taken to make their results reproducible or verifiable.629

• Depending on the contribution, reproducibility can be accomplished in various630

ways. For example, if the contribution is a novel architecture, describing the631

architecture fully might suffice, or if the contribution is a specific model and632

empirical evaluation, it may be necessary to either make it possible for others633

to replicate the model with the same dataset, or provide access to the model.634

In general. releasing code and data is often one good way to accomplish this,635

but reproducibility can also be provided via detailed instructions for how636

to replicate the results, access to a hosted model (e.g., in the case of a large637

language model), releasing of a model checkpoint, or other means that are638

appropriate to the research performed.639

• While NeurIPS does not require releasing code, the conference does require640

all submissions to provide some reasonable avenue for reproducibility, which641

may depend on the nature of the contribution. For example642

(a) If the contribution is primarily a new algorithm, the paper should make it643

clear how to reproduce that algorithm.644

(b) If the contribution is primarily a new model architecture, the paper should645

describe the architecture clearly and fully.646

(c) If the contribution is a new model (e.g., a large language model), then there647

should either be a way to access this model for reproducing the results648

or a way to reproduce the model (e.g., with an open-source dataset or649

instructions for how to construct the dataset).650

(d) We recognize that reproducibility may be tricky in some cases, in which651

case authors are welcome to describe the particular way they provide for652

reproducibility. In the case of closed-source models, it may be that access to653

the model is limited in some way (e.g., to registered users), but it should be654

possible for other researchers to have some path to reproducing or verifying655

the results.656

5. Open access to data and code657

Question: Does the paper provide open access to the data and code, with sufficient658

instructions to faithfully reproduce the main experimental results, as described in659

supplemental material?660

Answer: [TODO]661

Justification: [TODO]662

Guidelines:663

• The answer NA means that paper does not include experiments requiring code.664

• Please see the NeurIPS code and data submission guidelines (https://nips.665

cc/public/guides/CodeSubmissionPolicy) for more details.666

• While we encourage the release of code and data, we understand that this667

might not be possible, so “No” is an acceptable answer. Papers cannot be668

rejected simply for not including code, unless this is central to the contribution669

(e.g., for a new open-source benchmark).670
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• The instructions should contain the exact command and environment671

needed to run to reproduce the results. See the NeurIPS code672

and data submission guidelines (https://nips.cc/public/guides/673

CodeSubmissionPolicy) for more details.674

• The authors should provide instructions on data access and preparation, in-675

cluding how to access the raw data, preprocessed data, intermediate data, and676

generated data, etc.677

• The authors should provide scripts to reproduce all experimental results for678

the new proposed method and baselines. If only a subset of experiments are679

reproducible, they should state which ones are omitted from the script and680

why.681

• At submission time, to preserve anonymity, the authors should release682

anonymized versions (if applicable).683

• Providing as much information as possible in supplemental material (appended684

to the paper) is recommended, but including URLs to data and code is permit-685

ted.686

6. Experimental Setting/Details687

Question: Does the paper specify all the training and test details (e.g., data splits,688

hyperparameters, how they were chosen, type of optimizer, etc.) necessary to689

understand the results?690

Answer: [Yes]691

Justification: Yes, the training details are in 4692

Guidelines:693

• The answer NA means that the paper does not include experiments.694

• The experimental setting should be presented in the core of the paper to a level695

of detail that is necessary to appreciate the results and make sense of them.696

• The full details can be provided either with the code, in appendix, or as supple-697

mental material.698

7. Experiment Statistical Significance699

Question: Does the paper report error bars suitably and correctly defined or other700

appropriate information about the statistical significance of the experiments?701

Answer: [NA]702

Justification: Model scale and compute available prevents us from reporting statisit-703

cal significance of the experiments.704

Guidelines:705

• The answer NA means that the paper does not include experiments.706

• The authors should answer "Yes" if the results are accompanied by error bars,707

confidence intervals, or statistical significance tests, at least for the experiments708

that support the main claims of the paper.709

• The factors of variability that the error bars are capturing should be clearly710

stated (for example, train/test split, initialization, random drawing of some711

parameter, or overall run with given experimental conditions).712

• The method for calculating the error bars should be explained (closed form713

formula, call to a library function, bootstrap, etc.)714

• The assumptions made should be given (e.g., Normally distributed errors).715

• It should be clear whether the error bar is the standard deviation or the standard716

error of the mean.717

• It is OK to report 1-sigma error bars, but one should state it. The authors should718

preferably report a 2-sigma error bar than state that they have a 96% CI, if the719

hypothesis of Normality of errors is not verified.720

• For asymmetric distributions, the authors should be careful not to show in721

tables or figures symmetric error bars that would yield results that are out of722

range (e.g. negative error rates).723
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• If error bars are reported in tables or plots, The authors should explain in the724

text how they were calculated and reference the corresponding figures or tables725

in the text.726

8. Experiments Compute Resources727

Question: For each experiment, does the paper provide sufficient information on the728

computer resources (type of compute workers, memory, time of execution) needed729

to reproduce the experiments?730

Answer: [Yes]731

Justification: Yes, we use a public training framework and provide info about732

resources we used and the amount of compute the experiments took in 4733

Guidelines:734

• The answer NA means that the paper does not include experiments.735

• The paper should indicate the type of compute workers CPU or GPU, internal736

cluster, or cloud provider, including relevant memory and storage.737

• The paper should provide the amount of compute required for each of the738

individual experimental runs as well as estimate the total compute.739

• The paper should disclose whether the full research project required more740

compute than the experiments reported in the paper (e.g., preliminary or failed741

experiments that didn’t make it into the paper).742

9. Code Of Ethics743

Question: Does the research conducted in the paper conform, in every re-744

spect, with the NeurIPS Code of Ethics https://neurips.cc/public/745

EthicsGuidelines?746

Answer: [Yes]747

Justification: We have read the ethics guidelines and are complying with all of them.748

Guidelines:749

• The answer NA means that the authors have not reviewed the NeurIPS Code750

of Ethics.751

• If the authors answer No, they should explain the special circumstances that752

require a deviation from the Code of Ethics.753

• The authors should make sure to preserve anonymity (e.g., if there is a special754

consideration due to laws or regulations in their jurisdiction).755

10. Broader Impacts756

Question: Does the paper discuss both potential positive societal impacts and757

negative societal impacts of the work performed?758

Answer: [No]759

Justification: No broader impact than what standard MoE models already have.760

Guidelines:761

• The answer NA means that there is no societal impact of the work performed.762

• If the authors answer NA or No, they should explain why their work has no763

societal impact or why the paper does not address societal impact.764

• Examples of negative societal impacts include potential malicious or unin-765

tended uses (e.g., disinformation, generating fake profiles, surveillance), fair-766

ness considerations (e.g., deployment of technologies that could make decisions767

that unfairly impact specific groups), privacy considerations, and security con-768

siderations.769

• The conference expects that many papers will be foundational research and770

not tied to particular applications, let alone deployments. However, if there771

is a direct path to any negative applications, the authors should point it out.772

For example, it is legitimate to point out that an improvement in the quality773

of generative models could be used to generate deepfakes for disinformation.774
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On the other hand, it is not needed to point out that a generic algorithm for775

optimizing neural networks could enable people to train models that generate776

Deepfakes faster.777

• The authors should consider possible harms that could arise when the technol-778

ogy is being used as intended and functioning correctly, harms that could arise779

when the technology is being used as intended but gives incorrect results, and780

harms following from (intentional or unintentional) misuse of the technology.781

• If there are negative societal impacts, the authors could also discuss possible782

mitigation strategies (e.g., gated release of models, providing defenses in783

addition to attacks, mechanisms for monitoring misuse, mechanisms to monitor784

how a system learns from feedback over time, improving the efficiency and785

accessibility of ML).786

11. Safeguards787

Question: Does the paper describe safeguards that have been put in place for re-788

sponsible release of data or models that have a high risk for misuse (e.g., pretrained789

language models, image generators, or scraped datasets)?790

Answer: [No]791

Justification: We are not releasing models at this point.792

Guidelines:793

• The answer NA means that the paper poses no such risks.794

• Released models that have a high risk for misuse or dual-use should be released795

with necessary safeguards to allow for controlled use of the model, for example796

by requiring that users adhere to usage guidelines or restrictions to access the797

model or implementing safety filters.798

• Datasets that have been scraped from the Internet could pose safety risks. The799

authors should describe how they avoided releasing unsafe images.800

• We recognize that providing effective safeguards is challenging, and many801

papers do not require this, but we encourage authors to take this into account802

and make a best faith effort.803

12. Licenses for existing assets804

Question: Are the creators or original owners of assets (e.g., code, data, models),805

used in the paper, properly credited and are the license and terms of use explicitly806

mentioned and properly respected?807

Answer: [Yes]808

Justification: All data, code models used are credited.809

Guidelines:810

• The answer NA means that the paper does not use existing assets.811

• The authors should cite the original paper that produced the code package or812

dataset.813

• The authors should state which version of the asset is used and, if possible,814

include a URL.815

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.816

• For scraped data from a particular source (e.g., website), the copyright and817

terms of service of that source should be provided.818

• If assets are released, the license, copyright information, and terms of use in the819

package should be provided. For popular datasets, paperswithcode.com/820

datasets has curated licenses for some datasets. Their licensing guide can821

help determine the license of a dataset.822

• For existing datasets that are re-packaged, both the original license and the823

license of the derived asset (if it has changed) should be provided.824

• If this information is not available online, the authors are encouraged to reach825

out to the asset’s creators.826

13. New Assets827
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Question: Are new assets introduced in the paper well documented and is the828

documentation provided alongside the assets?829

Answer: [No]830

Justification: No new assets introduced.831

Guidelines:832

• The answer NA means that the paper does not release new assets.833

• Researchers should communicate the details of the dataset/code/model as834

part of their submissions via structured templates. This includes details about835

training, license, limitations, etc.836

• The paper should discuss whether and how consent was obtained from people837

whose asset is used.838

• At submission time, remember to anonymize your assets (if applicable). You839

can either create an anonymized URL or include an anonymized zip file.840

14. Crowdsourcing and Research with Human Subjects841

Question: For crowdsourcing experiments and research with human subjects, does842

the paper include the full text of instructions given to participants and screenshots,843

if applicable, as well as details about compensation (if any)?844

Answer: [NA]845

Justification: No human subjects involved.846

Guidelines:847

• The answer NA means that the paper does not involve crowdsourcing nor848

research with human subjects.849

• Including this information in the supplemental material is fine, but if the main850

contribution of the paper involves human subjects, then as much detail as851

possible should be included in the main paper.852

• According to the NeurIPS Code of Ethics, workers involved in data collection,853

curation, or other labor should be paid at least the minimum wage in the854

country of the data collector.855

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with856

Human Subjects857

Question: Does the paper describe potential risks incurred by study participants,858

whether such risks were disclosed to the subjects, and whether Institutional Review859

Board (IRB) approvals (or an equivalent approval/review based on the requirements860

of your country or institution) were obtained?861

Answer: [NA]862

Justification: No studies were done.863

Guidelines:864

• The answer NA means that the paper does not involve crowdsourcing nor865

research with human subjects.866

• Depending on the country in which research is conducted, IRB approval (or867

equivalent) may be required for any human subjects research. If you obtained868

IRB approval, you should clearly state this in the paper.869

• We recognize that the procedures for this may vary significantly between870

institutions and locations, and we expect authors to adhere to the NeurIPS871

Code of Ethics and the guidelines for their institution.872

• For initial submissions, do not include any information that would break873

anonymity (if applicable), such as the institution conducting the review.874
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