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Abstract. This paper introduces the Episode Tracker Module, an
encoding mechanism that tracks sensory information through space and
time, building up high-level semantic representations called episodes.
This module is aimed to extend the Cognitive Systems Toolkit (CST) as
a reusable framework for building different cognitive models for episode
detection. We created two instances of the episode tracker with two
different mechanisms for identifying property categories (geographical
regions). Each mechanism correctly induced a different episode detection
dynamic. Overall, the Episode Tracker architecture provides a robust and
flexible framework for episode detection.
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1 Introduction

Episodic memory is an essential component of the human cognitive system.
While there is evidence of episodic-like memory in other animals [1], human
episodic memory is a cornerstone in the evolution of the species [16].

For example, when searching for our car in a vast parking lot, we use episodic
memory to recall where we parked the vehicle and find its current location. We
also use it to remember previously inspected places to avoid searching redundant
areas. We cannot recollect past experiences or understand our current context
without episodic memory. A notable example is the case of Kent Cochrane,
widely known as patient K.C., who suffered a brain injury that did not interfere
with his understanding of the facts and concepts of the world (semantic memory)
but severely damaged his episodic memory, turning impossible for him, for exam-
ple, to recall his visits to the lab where he was being attended [16]. Therefore,
episodic memory is essential to model human intelligence as we know it.

Nuxoll and Laird also highlight several cognitive capabilities that an agent
would benefit from episodic memory, such as action modeling, decision-making,
retroactive learning, and virtual sensing [13].
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One key issue in designing artificial episodic memory relies on how the
episodes should be encoded (i.e., the mechanism which assembles the episodes)
and, consequently, their representation. Although a few attempts exist to model
and implement episodic memory in artificial agents and cognitive architectures,
the usual encoding process suffers from a limited scope for semantic interpre-
tation. Typically, an episode representation is just a sequence of snapshots of
other memory components, resulting in inappropriate interoperability between
episodes and high-level cognitive functions. Our motivation for building yet
another artificial episodic memory system is surpassing these limitations and
enhancing those capabilities.

In this work, we present a first approach to the problem of modeling episodic
memory in cognitive architectures, addressing this concern for semantic inter-
pretability. In particular, we focus on the problem of detecting relevant events
and building episodes from perceptual data across time. We employ Cognitive
Systems Toolkit (CST) [14] to build an Episode Tracker Module, the most fun-
damental building block towards a full-featured episodic memory computational
model.

The Episode Tracker Module is an encoding mechanism, translating sen-
sory data through space and time into high-level semantic representations called
scene-based episodes. Also, as a framework within a cognitive architecture, our
implementation has a flexible design that enables the adoption of different mech-
anisms to identify relevant events that compose an episode.

The paper is organized as follows. We first draw the reader’s attention to the
difference between a simpler encoding strategy, considering what we call state-
based episodes, and a more elaborated (and suitable for semantic interpretation)
representation of episodes, which we call scene-based. Then, we describe the main
details regarding our Episode Tracker Module, followed by a description of our
experiments and their results, before a final conclusion.

2 State-Based and Scene-Based Episodes

There are two ways of representing an episode: state-based or scene-based [5].
A state-based approach represents an episode as a sequence of time-stamped
internal states. State-based episodes are easier to encode since they are simply
copies of information from other components’ states.

This approach has two main downsides. First, it consumes more memory
since the episodes are simple copies of the full agent’s experiences. Second, these
experiences are not interpreted, creating difficulties while interoperating with
high-level cognitive functions, as there is no interpretation of what happened
during this state sequence.

For instance, suppose a decision-making mechanism relying on previous
episodes lived by the agent to choose between actions in a certain context. If
these episodes are merely sequences of states, they will not carry the seman-
tic knowledge of what of importance occurred during these states, regarding the
agent’s actions. This knowledge would require an additional processing cost. This
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overhead will be necessary whenever a high-level cognitive mechanism is con-
nected with a state-based episodic memory. Scene-based representations bypass
this hurdle by directly providing high-level semantic representations.

Unlike state-based episodes, scene-based episodes encode a spatiotemporal
segment into a more elaborated representation carrying semantic content, which
we term a scene. A scene comprises high-level elements, such as objects, their
properties, and performed actions. Thus, scene-based episodes require complex
perception mechanisms that interpret multi-dimensional sensory data to encode
conceptual information (e.g., properties, objects, and actions). In this way,
scene-based episodes are analogous to high-level interpretations of state-based
episodes. For this reason, developing such a mechanism with a general (task-
independent) approach is challenging. As a trade-off, scene-based episodes have
the advantage of better interfacing with high-level cognitive functions since they
have compatible high-level representations. Nevertheless, state-based episodes
are the most frequent approach in cognitive architectures.

For example, in the episodic memory systems developed by Nuxoll and
Laird [13], Kuppuswamy et al. [11], and Dodd and Gutierrez [6], all of them
present prototypical state-based episodes, where an episode is a sequence of
snapshots from other memory components, e.g., working memory.

Also, in the case of Brom et al. [4], the agent’s base memory is a tree-like
structure with all possible tasks the agent can perform. The episode represen-
tation is a path traversing previously executed tasks. This path is analogous
to a sequence of the agent’s states. Therefore, this can be considered, also, a
state-based representation.

The case that most resembles what we call here a scene-based episodic repre-
sentation is given in the work of Martin et al. [12], which introduces a bio-inspired
model of episodic memory. The proposed model interprets the agent’s sensory
states into a high-level visuo-spatial representation termed a frame1 formed by
objects, their spatial configuration, and assigned categories from a determined
instant. Two subsequent frames from the agents’ experience form frame asso-
ciations. In this model, an episode is a chain of frame associations. Although
the episodes contain high-level visuospatial elements within an instant, there is
no temporal interpretation between instants, e.g., change in object’s properties.
Therefore, we still consider that the episodes have a state-based representation,
where each state is a frame.

3 The Episode Tracker Module

In this work, we describe the Episode Tracker Module, a sub-system of a cog-
nitive architecture, which is inspired by the cognitive models of Baddeley [2],
Tulving [16] and Gärdenfors [9], from Cognitive Psychology. The main task of

1 Martin et al. [12] originally used the term scene to what we are calling here a frame.
We are using frame here to avoid ambiguity with using the term scene in scene-based
episodes.
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the Episode Tracker Module is to encode perceptual data over time into scene-
based episodes, which are made available for further processing in the Working
Memory and eventually stored in a future Episodic Memory Module, which is
still being developed.

From the neuropsychological point of view, the Episode Tracker Module
is analogous to a structure called Episodic Buffer, within Baddeley’s multi-
component Working Memory model, as they both integrate sensory information
across time and space into high-level representations [2,3].

Episodes generated by the Episode Tracker Module might be directly stored
in the Episodic Memory Module. The Episodic Memory Module is functionally
equivalent to Tulving’s concept of Episodic Memory [15,16]. Our model presumes
that Tulving’s long-term Episodic Memory receives the encoded episodes from
the Episodic Buffer. We consider two pieces of evidence for proposing this app-
roach. First, the Episodic Buffer presumably interfaces information with long-
term memory. Second, the episode representation is similar in both systems.
Baddeley [2] also mentions this resemblance. Thus, the Episode Tracker Module
is the Episodic Memory Module’s encoding mechanism for perceptual data. Our
scene-based representation of episodes, using objects and properties, is deeply
inspired in Gärdenfors [9] conceptual spaces. Properties are bundles of quality
dimensions, and objects are composed of multiple properties. However, we have
a different description of events. Our definition of events is similar to actions in
conceptual spaces, while events in conceptual spaces are closer to our definition
of episodes. We define an event in the Episode Tracker Module as a relevant mod-
ification in a single object’s property instance between two timesteps. Previous
experiences and attentional mechanisms under the effect of conscious awareness
select which events are relevant to track. Finally, we define an episode as an
interpreted version of multiple events containing context between events from
different objects.

3.1 The Episode Tracker Module’s Architecture

The Episode Tracker was constructed using the Cognitive Systems Toolkit
(CST), and after completion, will be available as a cognitive module in the
toolkit. CST is a toolkit implemented in Java for building cognitive architec-
tures under development by our research group [14]2. A cognitive architecture
built under CST is basically constructed relying on two fundamental compo-
nents: codelets3 and memory objects4.

2 CST’s source is available in https://github.com/CST-Group/cst.
3 Codelets, first introduced in [10] and later enhanced in [7], are small segments of

non-blocking code executed in a loop. Codelets run in parallel and are responsible
for all data processing within the architecture.

4 Memory objects in CST hold any type of data structure to store information. Mem-
ory Objects are the canonical storage for data in the cognitive architecture. Different
knowledge representation schemes might be used in each Memory Object.

https://github.com/CST-Group/cst
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The Episode Tracker Module’s architecture can be seen in Fig. 1, which
describes how information is processed by a sequence of tasks, from receiving
perceptual data to the final delivery of scene-based episodes. Rounded rectangles
are codelets, yellow circles are memory objects, red circles are memory objects
containing long-term memory categories, and the arrows represent the informa-
tion flow.
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Fig. 1. Episode Tracker Module diagram.

First, the Raw Data Bufferizer receives the sensory data and creates a buffer
containing the last n data states; all Bufferizers produce this same behavior.
Then, the Object Proposer reads the buffer’s information detecting objects and
their respective property values. Furthermore, the Object Proposer can assign
object and property categories using the information provided by the List of
Object Categories and the List of Property Categories, respectively.

The codelet container receives the object’s information along time, as a buffer
of objects’ states. The codelet container is a CST class that allows the operation
of a dynamic number of codelets to be included, operating on the same inputs
and outputs. All its codelets receive the same input information and manage
access to the output. Each codelet container’s Event Tracker detects a specific
change in property values within one object. It can also track a shift in an
object’s property categories using the List of Property Categories’ information.
We consider an event an atomic episode since our episode representation is a
chain of multiple events.

Finally, the Episode Tracker codelet interprets sequences of events into
episodes. Episodes can group sequences of events and capture the cause-and-
effect relations from multiple objects’ events. This codelet can also detect pre-
existent categorized patterns of episodes through the List of Episode Categories’
information.
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The resultant episode representation is scene-based since it encodes high-
level visuospatial and temporal information. Visuospatial interpretation shapes
objects and their properties at each instant of time. Temporal interpretation
takes the form of changes in objects’ properties through time and their relations
(i.e., events and episodes).

4 Experiments

Our experiments used GPS data from mobile devices as sensory input to the
Episode Tracker Module. Subjects from our research group commuted in the
neighborhood around the UNICAMP campus, collecting GPS data (latitude,
longitude, timestamp) from their smartphones using a rate of 1 Hz frequency.
The Episode Tracker Module then uses this sensory input to represent the entity
user and detect how the user changes its property location over time, creating
relevant episodes. The challenge is inferring and categorizing relevant regions and
then evaluating the movement from one relevant region to the next, assembling
meaningful movement episodes. In the end, the Episode Tracker Module outputs
sequences of episodes describing meaningful episodes describing both staying in
a relevant position and moving from one relevant position to the next along the
day.

We introduced two methods for recognizing property categories, objects, and
episodes. The first method is the pheromone algorithm that learns the relevant
regions online using the subject’s permanence in a determined position as cri-
teria. The second solution uses an offline clustering solution for generating the
relevant regions and then inputs the regions as property categories in the Episode
Tracker.

4.1 Pheromone Algorithm for Event Detection

We designed an algorithm, termed the pheromone algorithm, for detecting rele-
vant regions. We employ the algorithm in the Property Category Learner codelet.
The codelet outputs the relevant regions as property categories stored in the
Property Categories memory object.

The main idea behind the algorithm is that it deems a region relevant if the
subject has spent substantial time parked in that region. The representation of
each region is a list of circles with a relevance value. The region is relevant if
its relevance value exceeds a pre-setted relevance threshold value. The algorithm
receives the subject’s current location and updates the detected relevant regions.
For each received location, the algorithm creates a circular area centered around
the location’s coordinates. If there is an overlap between any existing region
and the new circle, the overlapping region’s relevance increases, and the new
circle is appended to the region. If there is no overlap, it creates a new region
containing solely the new circle. After this evaluation, it removes regions below a
pre-setted minimum value, and regions below the relevance threshold value have
their relevance value multiplied by a decay rate parameter ranging from 0 to 1.
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4.2 Location Clusterization Algorithm for Event Detection

Clustering algorithms are data grouping processes. They are an unsupervised
learning method where the goal is to divide a dataset into clusters such that the
elements within a cluster are similar to each other and different from the elements
in other clusters. There are several clustering algorithms, and in this experiment,
we used the MeanShift algorithm [8]. This density-based clustering algorithm
works by identifying dense regions of points in the data and assigning each point
to the cluster whose density is closest without defining the number of clusters
beforehand. The clustering result represents relevant regions through GPS sensor
data, represented by latitude, longitude, and timestamp, and processed offline to
determine the regions. Latitude, longitude, timestamp, distance, and speed data
were defined as input features in the cluster. Based on these characteristics,
the MeanShift algorithm calculates relevant regions. After grouping, outliers
were removed to keep only the concentrated locations, resulting in the relevant
regions, which are the relevant property categories, being stored in the List of
Property Categories memory object.

5 Results

The results of the experiments demonstrate the capability of the Episode Tracker
Module to generate property categories and utilize them for event detection. The
architecture shows its flexibility by employing both online and offline identifi-
cation of relevant regions through the pheromone and clustering algorithms in
Fig. 2a and b, respectively. This allows for tracking events over time, enabling
the creation of a trajectory history. The Episode Tracker Module successfully
marked the relevant regions for users using both the Pheromone Algorithm and
the Clustering Algorithm. Additionally, it effectively detected events such as
entering, leaving, and staying within these regions.

Fig. 2. Event detection algorithms: pheromone and location clusterization.
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The offline identification of relevant regions can be seen as a mechanism that
queries information in long-term memory. This process is similar to focusing
attention on salient features or events that are considered important as a refer-
ence. By storing these relevant regions offline, the Episode Tracker Module uses
memory information for event detection and tracking. Furthermore, the online
identification of relevant regions aligns with the concept of selective attention,
where the system dynamically focuses on specific regions of interest in real time.
This mechanism enables the detection and immediate response to events, repli-
cating the attentional processes observed in cognitive models. By incorporating
both offline and online identification of relevant regions, the Episode Tracker
Module combines the advantages of long-term memory and selective attention.
This association with attentional models enhances the system’s ability to adapt
and respond to changing environments, making it a powerful tool for event detec-
tion and tracking tasks.

6 Conclusion

Our work introduces the Episode Tracker Module, a cognitive module within
the Cognitive Systems Toolkit that interprets sensory information through time
and space into scene-based episodes. Its modular design allows the association of
different algorithms or learning models with the same cognitive module, which
can be effective in identifying events from sensor data on mobile devices. Two
algorithms were implemented and tested: a pheromone algorithm that identifies
relevant regions online and a clustering algorithm that identifies relevant regions
offline. The results of the experiments showed that the architecture can deal with
different ways of storing category properties and that both algorithms were able
to identify events accurately. The modular cognitive architecture allows different
approaches to be experimented with and evaluated, enabling the identification
of better solutions for the problem in question.

Acknowledgements. This project was supported by the Ministry of Science, Tech-
nology, and Innovation of Brazil, PPI-Softex grant # [01245.013778/2020-21]. The
authors also thank CEPID/BRAINN (Proc. FAPESP 2013/07559-3).

References

1. Allen, T.A., Fortin, N.J.: The evolution of episodic memory. Proc. Natl. Acad. Sci.
110(supplement 2), 10379–10386 (2013)

2. Baddeley, A.: The episodic buffer: a new component of working memory? Trends
Cogn. Sci. 4(11), 417–423 (2000). ISSN: 1364-6613

3. Baddeley, A.D., Allen, R.J., Hitch, G.J.: Binding in visual working memory: the
role of the episodic buffer. Neuropsychologia 49(6), 1393–1400 (2011). ISSN: 0028-
3932



758 E. Y. Sakabe et al.
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