
AUTOSCRAPER: A Progressive Understanding Web Agent for Web Scraper
Generation

Anonymous ACL submission

Abstract

Web scraping is a powerful technique that ex-001
tracts data from websites, enabling automated002
data collection, enhancing data analysis capa-003
bilities, and minimizing manual data entry ef-004
forts. Existing methods, wrappers-based meth-005
ods suffer from limited adaptability and scal-006
ability when faced with a new website, while007
language agents, empowered by large language008
models (LLMs), exhibit poor reusability in di-009
verse web environments. In this work, we in-010
troduce the paradigm of generating web scrap-011
ers with LLMs and propose AUTOSCRAPER,012
a two-stage framework that can handle diverse013
and changing web environments more effi-014
ciently. AUTOSCRAPER leverages the hierar-015
chical structure of HTML and similarity across016
different web pages for generating web scrap-017
ers. Besides, we propose a new executability018
metric for better measuring the performance of019
web scraper generation tasks. We conduct com-020
prehensive experiments with multiple LLMs021
and demonstrate the effectiveness of our frame-022
work. Our work is now open-source.023

1 Introduction024

Web scraping is a process where software auto-025

mates the extraction of data from websites, typi-026

cally using bots or web scrapers to gather specific027

information (Thapelo et al., 2021). It is impor-028

tant because it allows for efficient data collection029

and aggregation, which can be crucial for market030

research, competitive analysis, and real-time data031

monitoring.032

Due to the diversity of sources and information033

on the internet, the construction of a web scraper034

requires substantial human effort. Consequently,035

two types of methods for automatic web informa-036

tion acquisition have been proposed, categorized as037

wrapper-based and language-agent-based (Sarkhel038

et al., 2023). The wrapper-based method en-039

tails complex sequences of operations within cus-040

tomized rule-based functions, which are designed041
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Figure 1: An illustration of comparing wrapper-based
methods, language-agent-based methods and AUTO-
SCRAPER .

to efficiently access and retrieve desired data from 042

websites, which is especially beneficial for struc- 043

tured websites with stable layouts (Kushmerick, 044

1997; Dalvi et al., 2011; Bronzi et al., 2013). Con- 045

versely, the language-agent-based method lever- 046

ages powerful natural language processing capabil- 047

ities of large language models (LLMs) to interpret 048

free-text queries and directly extract data within 049

websites to meet the demand, effectively handling 050

both structured and dynamic web content (White- 051

house et al., 2023; Marco Perini, 2024). 052

Although both types of methods facilitate web 053

scraping to varying degrees, as shown in Figure 1, 054

they exhibit significant shortcomings in terms of 055

scalability. Wrapper-based method, while reusable, 056

struggles with entirely new website structures, 057

which necessitates extensive human effort to de- 058

velop additional customized functions (Gulhane 059

et al., 2011; Lockard et al., 2019). Conversely, 060

although language-agent-based methods demon- 061

strate superior performance in adapting to new con- 062

tent, their reliance on a limited number of super- 063
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powerful API-based LLMs for web scraping incurs064

considerable time and financial costs. Together,065

these challenges impede the broader adoption and066

scalability of current web scraping technologies,067

limiting their practicality in dynamic and diverse068

web environments.069

To address the shortcomings of the aforemen-070

tioned two paradigms, the paradigm of generating071

web scrapers with LLMs would be the optimal so-072

lution. On one hand, compared to wrapper-based073

methods, it fully leverages the reasoning and re-074

flection capacities of LLMs, reducing manual de-075

sign on new tasks and enhancing scalability. On076

the other hand, compared to language-agent-based077

methods, it introduces repeatable extraction pro-078

cedures, reducing the dependency on LLMs when079

dealing with similar tasks, and thereby improving080

efficiency when handling a large number of web081

tasks. However, there are several challenges asso-082

ciated with using LLMs to generate web scrapers:083

1. Long HTML document. Although LLMs084

excel in comprehending long textual content,085

HTML, as semi-structured data, comprises086

both structured (tags and attributes) and un-087

structured (textual content) elements. Conse-088

quently, it is challenging for LLMs to generate089

executable web scrapers that strictly adhere090

to the hierarchical structure of web pages in091

complex markup contexts.092

2. Reusability. A good scraper needs to be093

reusable across multiple web pages. How-094

ever, the differences in content and structure095

between various web pages can lead to the cre-096

ation of a scraper that references a webpage,097

which can only be applied to some web pages.098

3. Appropriate evaluation metrics. For a099

scraper to be considered useful, it must be100

able to automatically extract the desired re-101

sults from all web pages. However, existing102

evaluation metrics for web information ex-103

traction, which focus on the extraction results104

from individual web pages, do not adequately105

reflect the usability of the scraper. This can106

potentially mislead experimental conclusions.107

We introduce AUTOSCRAPER, a two-stage108

framework to address the web scraper generation109

task. Illustrated in Figure 2, AUTOSCRAPER com-110

prises two main components: progressive gener-111

ation and synthesis. The progressive generation112

stage leverages the hierarchical structure of HTML 113

for progressive understanding to address the long 114

HTML document. Subsequently, the synthesis 115

module integrates multiple scrapers generated on 116

different web pages to produce a cohesive, website- 117

specific scraper that functions universally within 118

that site. Besides, we propose a new evaluation 119

metric for web scraper generation tasks, called the 120

executability metric. Unlike traditional information 121

extraction metrics that measure single web pages, 122

this metric measures multiple web pages within 123

a website, accurately reflecting the reliability and 124

reusability of the scraper. 125

We evaluate AUTOSCRAPER on three available 126

datasets with 7 LLMs. On all three datasets, AU- 127

TOSCRAPER consistently outperforms all base- 128

lines and achieves new state-of-the-art results in 129

zero-shot settings. Also, AUTOSCRAPER can sur- 130

pass supervised learning methods. Moreover, AU- 131

TOSCRAPER demonstrates superior efficiency on 132

large-scale web information extraction task. Com- 133

pared to traditional wrappers, AUTOSCRAPER ad- 134

justed more quickly according to different web- 135

sites and task requirements. This flexibility enables 136

scrappers to handle diverse and changing web en- 137

vironments more efficiently. Compared to the lan- 138

guage agent paradigm, it introduces intermediate 139

functions to enhance reusability and reduce the 140

dependency on LLMs when dealing with similar 141

tasks, thereby improving efficiency when handling 142

a large number of web tasks. 143

2 Related Work 144

Wrapper-based methods for web scraping utilize 145

the hierarchical structure of the webpage. Method 146

of this category includes rule-based (Zheng et al., 147

2008), learning wrappers (i.e a DOM-specific 148

parser that can extract content) (Gulhane et al., 149

2011; Kushmerick, 1997; Dalvi et al., 2011), heuris- 150

tic algorithm (Lockard et al., 2018, 2019) and deep 151

learning neural network (Lin et al., 2020; Zhou 152

et al., 2021; Li et al., 2022; Wang et al., 2022). 153

These methods demand substantial human involve- 154

ment, including creating wrapper annotations, ap- 155

plying heuristic scoring rules (such as visual prox- 156

imity), crafting features for neural network input, 157

and using prior knowledge for verification. There- 158

fore, it is difficult for wrapper-based methods to 159

automatically scale up when facing web scraping 160

tasks across a large number of different websites. 161

With the emergence of powerful LLMs (Ope- 162
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nAI, 2023; Touvron et al., 2023), language163

agent (Sumers et al., 2023) act in interactive en-164

vironments with the help of LLM-based reasoning,165

grounding, learning, and decision making. Cur-166

rent language agents target the web mainly aim167

to streamline the web environment (Sridhar et al.,168

2023; Gur et al., 2023; Zheng et al., 2024) and169

to devise strategies for planning and interacting170

with the web (Sodhi et al., 2023; Ma et al., 2023).171

However, these frameworks mainly focus on the172

concept of the open-world web simulation envi-173

ronments (Shi et al., 2017; Yao et al., 2023; Deng174

et al., 2023; Zhou et al., 2023), encompassing a175

broad spectrum of tasks found in real-life scenar-176

ios, such as online shopping, flight booking, and177

software development. These task scenarios are178

oriented towards individuals, and there is a huge179

difference in the requirements for accuracy and180

efficiency compared to web scraping. Therefore,181

current language-agent-based methods, cannot ef-182

fectively utilize the HTML structural similarities183

between multiple web pages, reducing the depen-184

dency on LLMs when performing repetitive opera-185

tions, resulting in inefficiencies.186

3 Preliminaries187

In this section, we first define the scraper gener-188

ation task and then present the dataset collection189

process and its corresponding evaluation metrics.190

3.1 Task Formulation191

First, we formulate our scraper generation task.192

Given a set of webpages on the same website193

w ∈ W describing a subject entity s (also called194

topic entity in the previous literature), and its corre-195

sponding predefined target attribute r ∈ R, the task196

objective is to generate an executable rule/action197

sequence A to extract target information o from all198

webpages.199

3.2 Datasets200

We adopt the semi-structure information extraction201

task as a testbed for the scraper generation task.202

SWDE (Hao et al., 2011) is a Structured Web203

Data Extraction dataset that contains webpages204

from 80 websites in 8 domains, with 124,291 web-205

pages. Each of the websites from the same domains206

focuses on 3-5 attributes in the web pages.207

EXTENDED SWDE (Lockard et al., 2019) in-208

volves fine-grained manual annotation of 21 sites209

Dataset NumCase NumTask NumWeb

SWDE 320 32 32,000
EXTENDED SWDE 294 221 29,400
DS1 83 11 186

Table 1: The statistic of web scraping task benchmarks.
We report the number of the case (NumCase), the number
of the different extraction task (NumTask) and the total
number of webpages (NumWeb).

in 3 domains from SWDE. While SWDE contains 210

an average of 4,480 triples for 3 predicates per web- 211

site, the EXTENDED SWDE dataset averages 41K 212

triples for 36 predicates per site. 213

DS1 (Omari et al., 2017) contains 166 annotated 214

webpages from 30 real-life large-scale websites cat- 215

egorized into books, shopping, hotels, and movies. 216

We transform the dataset with the following set- 217

tings. First, we design instructions for each of the 218

domains, and for each of the attributes as the input 219

information for LLMs1. Second, for each website 220

in each domain, we sample 100 web pages as the 221

whole test set. We consider the set of webpages 222

on the same websites and the corresponding ex- 223

traction instruction as a case. For example, for 224

the ESPN websites2 in NBA player domains, the 225

sampled 100 detail webpage of players and the in- 226

struction Please extract the team of the player he 227

plays now is a complete case of our scraper gen- 228

eration task. Third, we pre-process the web pages 229

by removing irrelevant elements in a webpage. We 230

use open-source BeautifulSoup library3 and filter 231

out all DOM element nodes with <script> and 232

<style>, as well as delete all attributes in the el- 233

ement node except @class. We replace the origi- 234

nal escape characters in the annotations to ensure 235

consistency with the corresponding information on 236

the web. The statistic of the dataset we transformed 237

is shown in Table 1. 238

3.3 Evaluation Metrics 239

Existing evaluation schemes for web page infor- 240

mation extraction tasks still follow the traditional 241

metrics of text information extraction tasks, namely 242

precision, recall, and F1 score. They limit the as- 243

sessment of methods for the scraper generation task 244

to two aspects. First, it focuses on extraction with 245

a single webpage, rather than considering the gen- 246

eralizability from the perspective of a collection 247

1Further details about the prompt is in Appendix D
2https://global.espn.com/nba/
3https://beautifulsoup.readthedocs.io
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sub HTML with more context. 

Step3:  [Top-down] 
XPath: ./span[2]/text()
# Get the text from the second node of 
current sub HTML.

[Full HTML]

[Sub HTML]

[Extract the text]    16.6

[Get the sub HTML]

[Extract the text]    5.1

Figure 2: AUTOSCRAPER framework of two phases: (a) progressive generation and (b) synthesis.

of webpages. Second, it does not effectively mea-248

sure the transferability when adopting the action249

sequence to other web pages.250

To address this issue, we transform the tradi-251

tional IE task evaluation into an executable eval-252

uation. Based on the traditional IE evaluation on253

a collection of web pages, we categorize the exe-254

cutability of action sequences into the following255

six situations. Specifically, for each extraction256

task on a website, the result is classified based257

on the extraction result on precision, recall, and258

f1-score. (1) Correct: both precision, recall and f1-259

score equal 1, which indicates the action sequence260

is precisely; (2) Precision(Prec.): only precision261

equals 1, which indicates perfect accuracy in the262

instances extracted following the action sequence,263

but misses relevant instances; (3) Recall(Reca.):264

only recall equals 1, which means that it success-265

fully identifies all relevant instances in the webpage266

but incorrectly identifies some irrelevant instances;267

(4) Un-executable(Unex.): recall equals 0, which268

indicates that the action sequence fails to identify269

relevant instances; (5) Over-estimate(Over.): pre-270

cision equals 0, which indicates that the action se-271

quence extracts the instances while ground truth is272

empty; (6) Else: the rest of the situation, including273

partially extracting the information, etc. 274

Since the above classifications are mutually ex- 275

clusive, we use the ratio metric to calculate the 276

proportion of each result in our task. 277

MR =
# case of situation

# total case
(1) 278

We are more concerned with success rate, so for the 279

Correct metric, higher values indicate a better pro- 280

portion of generated execution paths; whereas for 281

the Un-executable metric, lower values are prefer- 282

able. 283

4 AUTOSCRAPER 284

In this section, we describe our framework AU- 285

TOSCRAPER for generating a scraper to extract 286

specific information from semi-structured HTML. 287

Our approach is divided into two phases: first, we 288

adopt a progressive generation module that utilizes 289

the hierarchical structure of web pages; second, 290

we employ a synthesis module based on results 291

from multiple web pages. The overall framework 292

is presented in Figure 2. 293

4.1 Modeling 294

Unlike the wrapper method that generates an XPath, 295

we model the scraper generation task as an action 296
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sequence generation task. In specific, we generate297

an action sequenceAseq that consists of a sequence298

of XPath4 expression from a set of seed webpages299

(i.e., a small portion of webpages in the test case300

for generating the sequence).301

Aseq = [XPath1,XPath2, ...,XPathn] (2)302

where n denotes the length of the action sequence.303

We execute the XPath in the sequence using the304

parser in order. In the sequence, all XPath expres-305

sions except the last one are used for pruning the306

web page, and the last one is used for extracting307

the corresponding element value from the pruned308

web page.309

4.2 Progressive Generation310

Dealing with the lengthy content and hierarchical311

structure of webpages, generating a complete and312

executable scraper in one turn is difficult. How-313

ever, the HTML content is organized in a DOM314

tree structure, which makes it possible to prune315

irrelevant page components and hence, limit the316

length and height of the DOM tree to improve the317

performance of LLM generation.318

Specifically, we perform a traversal strategy319

consisting of top-down and step-back operations.320

Top-down refers to starting from the root node of321

the current DOM tree, progressively refining down322

to the specific node containing the target informa-323

tion. Step-back refers to reassessing and adjusting324

selection criteria by moving up the DOM tree to325

choose a more reliable and broadly applicable node326

as a foundation for more consistent and accurate327

XPath targeting. At each step, we first employ a328

top-down operation, guiding the LLMs to directly329

write out the XPath leading to the node contain-330

ing the target information and to judge whether the331

value extracted with XPath is consistent with the332

value it recognizes. If execution fails, then adopt a333

step-back operation to retreat from the failed node,334

ensuring the web page includes the target informa-335

tion, which is driven by LLMs. The detail is shown336

in Algorithm 1.337

4.3 Synthesis338

Although we gain an executable action sequence339

within the progressive generation process, there are340

still differences in the specific location of the tar-341

get information and the structure between different342

web pages. The action sequence may collect XPath343

4https://en.wikipedia.org/wiki/XPath

with specific characteristics in a single HTML and 344

lose generalizability. To enhance the reusability of 345

the action sequence, we propose a synthesis phase. 346

Specifically, we randomly select ns webpages 347

from the case as seed webpages. Then, we generate 348

an action sequence for each of them. Subsequently, 349

we execute multiple different action sequences to 350

extract information from the seed web pages, re- 351

spectively. We collect all action sequences and 352

their corresponding results and then choose one 353

that can extract all the target information in the 354

web pages as the final action sequence. 355

5 Experiment 356

Intending to put AUTOSCRAPER to practical use, 357

we investigate the following research questions: 358

1) Can AUTOSCRAPER outperform the state-of-the- 359

art scraper generation methods? 2) How does AU- 360

TOSCRAPER framework improve the performance 361

of the scraper generation task? 3) Does AUTO- 362

SCRAPER meet the requirements for web scraping 363

tasks, specifically being accurate and efficient? 364

5.1 Experimental Settings & Evaluation 365

Metrics 366

We conduct our experiment on various LLMs 367

including closed-source LLMs: GPT-3.5- 368

Turbo (OpenAI, 2022), Gemini Pro(Team et al., 369

2023) and GPT-4-Turbo (OpenAI, 2023) as 370

well as open-source LLMs: Mistral-7B (Jiang 371

et al., 2023), CodeLlama-34B (Rozière et al., 372

2024), Mixtral 8×7B (Jiang et al., 2024) and 373

Deepseek-Coder-33B (Guo et al., 2024). Fur- 374

thermore, we apply different LLM-prompt-based 375

web agents as our baselines, including COT (Wei 376

et al., 2023) and Reflexion (Shinn et al., 2023) 377

and AUTOSCRAPER to them. The comparison 378

between them is discussed in Appendix B.1. 379

Due to the limited-length context of LLMs, 380

all experiments are conducted under zero-shot 381

settings. 382

We test them on three datasets: SWDE (Hao et al., 383

2011), EXTEND SWDE (Lockard et al., 2019) and 384

DS1 (Omari et al., 2017). The experimental result 385

of the last two can be found in Appendix A.1 and 386

A.2. We set the size of seed webpages ns = 3 and 387

max retry times dmax = 5. 388

In addition to the execution evaluation metrics 389

described in Section 3.3, we also employ tradi- 390

tional evaluation metrics to more comprehensively 391

assess the quality of different action sequences. 392
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Models Method EXECUTABLE EVALUATION IE EVALUATION

Correct(↑) Prec Reca Unex.(↓) Over. Else Prec Reca F1

Closed-source LLMs

GPT-3.5-Turbo
COT 36.75 8.83 6.71 43.46 0.71 3.53 89.45 50.43 47.99

Reflexion 46.29 11.66 2.83 37.10 0.71 1.41 94.67 55.85 55.10
AUTOSCRAPER 54.84 11.83 8.96 19.35 1.08 3.94 85.85 73.34 69.20

Gemini Pro
COT 29.69 10.94 7.50 47.19 1.25 3.44 81.21 45.22 41.81

Reflexion 33.12 6.56 4.06 52.50 0.63 3.12 87.45 42.75 40.88
AUTOSCRAPER 42.81 11.87 4.69 34.38 1.25 5.00 85.70 57.54 54.91

GPT-4-Turbo
COT 61.88 12.50 7.19 14.37 0.94 3.12 87.75 79.90 76.95

Reflexion 67.50 13.75 4.37 10.94 0.94 2.50 93.28 82.76 82.40
AUTOSCRAPER 71.56 14.06 5.31 4.06 0.63 4.37 92.49 89.13 88.69

Open-source LLMs

Mistral 7B
COT 3.44 0.31 0.63 95.31 0.00 0.63 94.23 4.55 4.24

Reflexion 2.19 0.00 0.31 97.19 0.00 0.31 95.60 2.78 2.49
AUTOSCRAPER 2.87 0.00 0.00 96.77 0.36 0.00 98.57 3.23 2.87

CodeLlama
COT 17.98 3.75 2.25 74.53 0.00 1.50 79.75 21.98 21.36

Reflexion 18.08 4.80 2.95 73.06 0.00 1.11 78.96 23.26 22.44
AUTOSCRAPER 23.99 8.12 1.48 64.94 0.00 1.48 78.59 28.70 28.41

Mixtral 8×7B
COT 28.75 8.13 4.37 57.81 0.31 0.63 89.79 38.23 37.26

Reflexion 36.25 6.88 3.12 51.25 0.00 2.50 89.35 44.57 43.60
AUTOSCRAPER 46.88 10.62 7.19 30.31 0.63 4.37 87.32 62.71 59.75

Deepseek-coder
COT 36.56 10.94 5.63 42.50 0.63 3.75 86.05 48.78 47.05

Reflexion 37.19 11.25 4.06 44.69 1.25 1.56 86.41 48.28 47.08
AUTOSCRAPER 38.75 11.25 5.31 39.69 0.63 4.37 84.91 52.11 49.68

Table 2: The executable evaluation and IE evaluation of LLMs with three frameworks in SWDE dataset. We examine
7 LLMs, including 3 closed-source LLMs and 4 open-source LLMs.

Specifically, we adopt precision (P.), recall (R.),393

and macro-f1 (F1), which are calculated as the394

mean of the corresponding metrics for each case.395

5.2 Main Results on SWDE396

Results in Table 2 show that: 1) With AUTO-397

SCRAPER generating action sequence, LLMs can398

achieve better performance. Compared to the COT399

and Reflexion baseline, our method performs a400

higher ratio of correct and a lower ratio of un-401

executable. Also, it should be noted that Mixtral402

8×7B + AUTOSCRAPER can outperform ChatGPT403

+ Reflexion, indicating the superiority of AUTO-404

SCRAPER in the generation of executable action405

sequences in the scraper generation task. 2) Mod-406

els with small parameter sizes have significant dif-407

ficulties in understanding and writing executable408

paths, so they can be considered challenging to409

apply in this task. On the contrary, large-scale410

models demonstrate a more stable ability in instruc-411

tion alignment, web structure comprehension, and412

reflection on execution results; 3) Traditional IE413

evaluation metrics cannot well describe the success414

rate of our task. Especially for the precision met-415

ric, it fails to reveal the performance gap among416

different methods with different models. This is 417

because the extraction metrics only evaluate the 418

results that have been extracted, ignoring that unex- 419

ecutable or empty extractions also greatly damage 420

the executability. 421

5.3 Generate with Golden Label 422

To better illustrate the effectiveness of our frame- 423

work in generating executable action sequences, 424

we compare the performance of COT, Reflexion, 425

and AUTOSCRAPER , while answering the instruc- 426

tion. By offering the same extraction targets, we 427

can effectively detect the performance of different 428

frameworks in generating action sequences. 429

Table 3 shows experimental results, from which 430

we can have the following observations: 1) Our 431

proposed progressive understanding framework 432

still effectively enhances the model’s performance 433

under this setting; 2) LLMs still suffer in accu- 434

rately understanding web page contents with semi- 435

structured markup languages, which illustrate the 436

performance gap between Table 2 and Table 3; 437

3) Compared to closed-source LLMs, even pro- 438

vided with golden labels, Open-source LLMs are 439

unable to achieve sustained performance improve- 440
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Models Method EXECUTABLE EVALUATION

Correct(↑) Prec Reca Unex.(↓) Over. Else

Closed-source LLMs

GPT-3.5-
Turbo

COT 41.70 12.92 7.38 35.42 0.74 1.85
Reflexion 47.23 16.24 2.21 33.21 0.37 0.74

AUTOSCRAPER 56.89 19.43 5.65 13.43 0.71 3.89

Gemini
Pro

COT 33.44 9.38 9.06 44.69 0.94 2.50
Reflexion 35.31 9.38 6.88 43.75 1.56 3.12

AUTOSCRAPER 45.31 13.44 6.25 30.31 1.25 3.44

GPT-4-
Turbo

COT 61.88 11.56 9.06 11.56 1.25 4.69
Reflexion 71.25 7.19 4.69 14.37 0.94 1.56

AUTOSCRAPER 75.31 10.94 4.37 4.06 0.63 4.69

Open-source LLMs

Mistral 7B
COT 2.19 0.00 0.31 97.19 0.00 0.31

Reflexion 2.19 0.00 0.00 97.50 0.31 0.00
AUTOSCRAPER 2.19 0.00 0.00 97.19 0.31 0.31

CodeLlama
COT 21.40 6.27 2.21 66.79 0.74 2.58

Reflexion 22.21 4.93 3.94 66.95 0.49 1.48
AUTOSCRAPER 26.20 12.55 5.54 53.51 0.00 2.21

Mixtral
8×7B

COT 27.50 7.50 5.31 56.87 0.94 1.87
Reflexion 34.69 8.13 5.31 49.06 0.63 2.19

AUTOSCRAPER 45.62 11.56 5.94 32.50 1.25 3.12

Deepseek-
coder

COT 35.00 18.75 5.31 36.25 0.63 4.06
Reflexion 38.75 11.87 2.81 42.19 0.63 3.75

AUTOSCRAPER 38.44 20.94 4.06 31.56 0.94 6.56

Table 3: The executable and IE evaluation with 7 LLMs
on SWDE dataset with golden label.
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Figure 3: The performance of AUTOSCRAPER with
different number of seed websites in SWDE dataset.

ment. This phenomenon demonstrates that the bot-441

tleneck for these models lies not in understanding442

the webpage content but in understanding the web-443

page’s hierarchical structure itself.444

5.4 Ablation Study445

To further justify the effectiveness of each com-446

ponent of AUTOSCRAPER, we perform an abla-447

tion study. The results are shown in Table 4. It448

shows that: 1) AUTOSCRAPER without a second449

module still beat the other two baseline methods450

among different LLMs. 2) The second module451

of AUTOSCRAPER, synthesis module, not only452

improves AUTOSCRAPER, but also improves the453

performance of other methods. Using more web454

pages for inference can make the generated scraper455

more stable and have better generalization.456

Models Method EXEC EVAL IE EVAL

Correct(↑) Unex.(↓) F1

GPT-3.5-
Turbo

COT 36.75 43.46 47.99
- synthesis 27.56 57.24 34.44

Reflexion 46.29 37.10 55.10
- synthesis 28.62 59.01 35.01

AUTOSCRAPER 54.84 19.35 69.20
- synthesis 44.52 29.33 58.44

Gemini
Pro

COT 29.69 47.19 41.81
- synthesis 27.56 57.24 33.09

Reflexion 33.12 52.50 40.88
- synthesis 28.62 59.01 37.60

AUTOSCRAPER 42.81 34.38 54.91
- synthesis 39.46 31.56 56.48

GPT-4-
Turbo

COT 61.88 14.37 76.95
- synthesis 46.88 30.00 61.20

Reflexion 67.50 10.94 82.40
- synthesis 56.87 25.31 69.78

AUTOSCRAPER 71.56 4.06 88.69
- synthesis 65.31 11.87 80.41

Table 4: Ablation study on AUTOSCRAPER. We report
Correct, Unexecutable from the executive evaluation,
and F1 score from the IE evaluation in SWDE dataset.

Model F1

Render-Full (Hao et al., 2011) 84.30
FreeDOM (Lin et al., 2020) 82.32
SimpDOM (Zhou et al., 2021) 83.06
MarkupLMBASE (Li et al., 2022) 84.31
WebFormer (Wang et al., 2022) 92.46

Reflexion + GPT-4-Turbo 82.40
AUTOSCRAPER + GPT-4-Turbo 88.69

Table 5: Comparing the extraction performance (F1) of
5 baseline models to our method AUTOSCRAPER using
GPT-4-Turbo on the SWDE dataset. Each value of the
supervised model in the table is trained on 1 seed site.

5.5 Seed Websites 457

In all previous experiments, we fixed the number 458

of seed websites ns = 3, which demonstrates the 459

effectiveness of the synthesis module. In this exper- 460

iment, we offer different numbers of seed webpages 461

and test the performance of AUTOSCRAPER. The 462

result is shown in Figure 3. 463

As the number of seed webpages increases, the 464

correct ratio increases, while the unexecutable ra- 465

tio decreases. It suggests that the performance of 466

AUTOSCRAPER can still be further improved by 467

providing more seed webpages. In addition, the 468

performance improvement reduces as the number 469

increases, which shows that there is an upper limit 470

to improve the performance of AUTOSCRAPER by 471

increasing the number of seed webpages. 472
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5.6 Comparison with supervised baselines473

To further demonstrate that AUTOSCRAPER is474

adaptive to different web information extraction475

tasks, we conduct a comparison with 5 baseline476

models in web information extraction on super-477

vised learning scenarios: Render-Full (Hao et al.,478

2011) proposes a complicated heuristic algorithm479

for computing visual distances between predicted480

value nodes and adjusting the predictions. Free-481

DOM (Lin et al., 2020) and SimpDOM (Zhou et al.,482

2021) encode textual features of DOM tree node483

with LSTM, while MarkupLM (Li et al., 2022) is484

pre-trained on HTML with text and markup infor-485

mation jointly. WebFormer (Wang et al., 2022)486

leverages the web layout for effective attention487

weight computation.488

Table 5 shows the result. Although the compar-489

ison is unfair because our method is in zero-shot490

settings, AUTOSCRAPER beat most of them on F1491

scores. It shows that by designing an appropriate492

framework, LLMs can surpass supervised learning493

methods in some web information extraction tasks.494

5.7 Efficiency Analysis495

Suppose the number of seed webpages is ns, the496

number of webpages on the same website is NW ,497

the time to generate a wrapper is Tg, the time of498

synthesis is Ts, and the time for extract information499

from a webpage with a wrapper is Te. The total500

time for extracting all information from all websites501

with AUTOSCRAPER is502

T1 = TG + TE = (nsTg + Ts) +NWTe (3)503

Besides, the time for LLMs directly extracting504

information from a webpage is Td, and the total505

time for extracting all information from all websites506

directly is507

T2 = NWTd (4)508

In a real-world scenario, there are many web509

pages from the same websites to be extracted. Al-510

though generating a wrapper takes more time than511

extracting directly from a single webpage, the ex-512

traction efficiency of subsequent web pages would513

be significantly improved. To explore how many514

webpages are needed to make AUTOSCRAPER515

more efficient in web IE, we calculate the threshold516

of NW . Suppose T1 ≤ T2, we have517

TG + TE = (nsTg + Ts) +NWTe ≤ NWTd (5)518

NW ≥
nsTg + Ts

Td − Te
(6)519

It should be noted that Tg depends on dmax 520

in Algorithm 1 and can be roughly considered as 521

Tg ≈ dmaxTd. In our experimental settings, we set 522

dmax = 5 and ns = 3. Also, under the approxima- 523

tion that Ts ≈ Td and Td ≫ Te, AUTOSCRAPER 524

have better extraction efficiency when a website 525

contains more than 16 webpages. 526

5.8 Error Analysis 527

We perform an analysis by looking at the recorded 528

action sequence of AUTOSCRAPER with GPT-4- 529

Turbo and identify the following common failure 530

modes. We mainly focus on the case categorized 531

as unexecutable, over-estimate, and else. 532

Non-generalizability of webpages The target in- 533

formation and corresponding webpage structures 534

exhibit variations across different webpages, lead- 535

ing to a lack of generalizability in AUTOSCRAPER 536

(i.e., the inability to apply the same rules across all 537

webpages in the same website). For instance, for 538

the task "Please extract the name of the company 539

offering the job" in the website job-careerbuilder, 540

most webpages contain the company name, but 541

there is one webpage where the company name is 542

"Not Available" on another node of DOM tree. 543

Miss in multi-valued Presented with the task 544

of generating a scraper for extracting address in 545

restaurant webpages or contact phone number from 546

university websites, the target information is lo- 547

cated in multiple locations in the webpage, such 548

as the information bar, title, etc. Although AU- 549

TOSCRAPER is capable of generating action se- 550

quences to extract portions of information, crafting 551

a comprehensive action sequence that captures all 552

of the information remains a challenge. 553

6 Conclusion 554

In this paper, we introduce the scraper generation 555

task and the paradigm that combines LLMs and 556

scrapers to improve the reusability of the current 557

language-agent-based framework. We then pro- 558

pose AUTOSCRAPER , a two-phase framework in- 559

cluding progressive generation and synthesis mod- 560

ule to generate a more stable and executable ac- 561

tion sequence. Our comprehensive experiments 562

demonstrate that AUTOSCRAPER can outperform 563

the state-of-the-art baseline in the scraper genera- 564

tion task. 565
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Limitation566

We introduce a paradigm that combines LLMs with567

scrapers for web scraper generation tasks and pro-568

pose AUTOSCRAPER to generate an executable ac-569

tion sequence with progressively understanding the570

HTML documents. Though experimental results571

show the effectiveness of our framework, there are572

still some limits to our work.573

First, our framework is restricted to the paradigm574

in the information extraction task for vertical web-575

pages. LLMs with scrapers provide high effi-576

ciency in open-world web IE tasks, but can hardly577

transfer to existing web environments such as578

Mind2Web (Deng et al., 2023), WebArena (Zhou579

et al., 2023).580

Second, our framework rely on the performance581

of backbone LLMs. Enhancing LLMs’ ability to582

understand HTML is a very valuable research ques-583

tion, including corpus collection and training strat-584

egy. We will conduct research on HTML under-585

standing enchancement in future work.586
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guarantee the security of all annotators throughout596
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A Experiments 782

A.1 Main results on EXTENDED SWDE 783

Because EXTENDED SWDE dataset focuses on 784

OpenIE task (the relation is also expected to be ex- 785

tracted), we first map relations into a predefined list 786

of attributes and remove unusual ones. Specifically, 787

we conducted experiments with 294 attributes from 788

21 websites selected from the EXTENDED SWDE 789

dataset. 790

Table 9 shows the result. By comparing Table 2, 791

we find that: 1) Under complex extraction task set- 792

tings (multiple target values and ambiguous prob- 793

lem description), the closed-source LLMs perform 794

better in generating executable action sequences 795

compared to the open-source LLMs. 2) There are 796

some tasks with unclear descriptions, such as the 797

"Calendar System" and "Facilities and Programs 798

Offered" on university websites, which affect the 799

wrapper generation performance of all methods. 800

A.2 Main results on DS1 801

Due to DS1 only contains 166 hand-crafted web- 802

pages, and for each website, there are only two 803

webpages, so we take one webpage for inference 804

and the other for evaluation. Meanwhile, due to the 805

number of the seed websites being equal to one, we 806

test three methods without applying the synthesis 807

module described in Section 4.3. 808

Table 10 shows the result in the DS1 dataset. 809

Among all LLMs with three methods, GPT-4- 810

Turbo + AUTOSCRAPER achieves the best perfor- 811

mance, and AUTOSCRAPER beats the other two 812

methods in all LLMs, which is consistent with the 813

conclusion we make above. 814

B Analysis on AUTOSCRAPER 815

B.1 Comparison with COT & Reflexion 816

Figure 4 more intuitively shows the specific dif- 817

ferences between different baselines in the exper- 818

iment. The most significant difference between 819

AUTOSCRAPER and other methods lies in whether 820

the hierarchical structure of web pages is utilized 821

to help LLMs reduce the difficulty of complex web 822

structures. COT only executes one turn while the 823

other executes multiple turns and can learn from 824

the failed execution of the wrapper. Compared to 825

the Reflexion method, AUTOSCRAPER employs 826

top-down and step-back operations to prune the 827

DOM tree during each XPath generation process, 828

thereby reducing the length of the web page. In 829

11



Algorithm 1: Algorithm for progressive
understanding
Data: origin HTML code h0, task

instruction I , max retry times dmax

Result: Executable action sequence Aseq to
extract the value in the HTML

1 Initial history Aseq ← [], k = 0;
2 while True do
3 if k > dmax then break;

// Top-down

4 value, xpath← LLMg(hk, I);
5 result← Parsertext(hk, xpath);
6 if result == value then break;

// Step-back

7 repeat
8 xpath← xpath+ ”/..”;
9 hk+1 ← Parsernode(hk, xpath);

10 until h contains value;
11 Append(Aseq, xpath);
12 k ← k + 1;
13 end
14 return Aseq

Models 1 2 3 4 5 Avg.

GPT4 214 61 13 18 10 1.57
GPT-3.5-Turbo 115 65 22 30 43 2.35
Gemini Pro 94 52 33 27 105 2.99
Mixtral 8×7B 89 53 43 24 104 3.00
Mistral 7B 28 7 11 7 84 3.82
Deepseek-coder 137 70 55 29 23 2.14
CodeLlama 75 35 32 18 80 2.97

Table 6: Length of action sequence of AUTOSCRAPER
based on different LLMs in SWDE dataset.

contrast, the Reflexion method can only reflect and830

regenerate after producing an unexecutable XPath,831

which does not effectively simplify the webpage.832

B.2 Further Study with AUTOSCRAPER833

The length of the action sequence is dependent834

on the LLMs capability. To comprehensively835

explore the performance of different LLMs in un-836

derstanding web page structure, we explore the837

impact of models on the number distribution of838

the steps. In particular, we collect all the action839

sequences and calculate the average steps of AUTO-840

SCRAPER with different LLMs. The experimental841

result is reported in Table 6.842

We observe that AUTOSCRAPER with stronger843

LLMs generate fewer lengths of action sequence.844

AUTOSCRAPER with GPT-4-Turbo generates 1.57845

steps on average, while the AUTOSCRAPER with 846

Mistral 7B generates 3.82 steps on average. This 847

phenomenon can be interpreted as more power- 848

ful models having a better understanding of the 849

web page hierarchical structure, thus being able 850

to accurately output the appropriate XPaths in 851

longer/deeper web pages, thereby reducing the 852

number of steps. 853

The "U" curve of compression ratio We define 854

the length of HTML as the number of tokens in the 855

HTML, and its height as the height of the DOM 856

tree represented by the HTML. we define the com- 857

pression ratio of length and height as the ratio of the 858

length/height of the original web page to that of the 859

web page after being pruned by AUTOSCRAPER . 860

CompressionL =
#tokens of new HTML
#tokens of origin HTML

CompressionH =
#height of new HTML
#height of origin HTML

(7) 861

We calculate their compression ratio of the Cor- 862

rect case and rank LLMs based on their perfor- 863

mance. Figure 5 shows the result. It is interesting 864

to note that there is a "U" curve on both the length 865

and height compression ratios. This phenomenon 866

can be explained from two aspects: on one hand, 867

when LLM is powerful, it can generate the cor- 868

rect XPath without the process of step-back to re- 869

accessing the sub-DOM tree; on the other hand, 870

when the model is weak, it is unable to effectively 871

understand the hierarchical structure of web page, 872

and thus cannot generate reliable, effective XPaths 873

for the web page. 874

XPath fragility within AUTOSCRAPER The 875

fragility of XPath often refers to the characteristic 876

of XPath expressions becoming ineffective or inac- 877

curately matching the target element when faced 878

with new webpages. This is mainly due to XPath 879

specifying specific information through predicates, 880

such as text, @class, etc. 881

We mainly focus on the fragility of text because 882

these webpages are from the same websites (i.e. 883

@class is a good characteristic for generating 884

stable action sequences). Table 7 shows XPath 885

expressions that rely on text. We aim to explore 886

the reusability of generating XPath based on text 887

features. We manually calculated the proportion 888

of bad cases with two types of predicates, contains 889

and equal 5. The results in Table 8 show that the 890

5https://www.w3schools.com/xml/xpath_
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AUTOSCRAPER

ReflexionCOT
Instruction: What’s the average point of James Harden?

//*[text()=‘APG’]
/ span[1]/text()

5.1

Wrong
//*[text()=‘PPG’]
/ span[1]/text()

17.1

//*[text()=‘PTS’]
[1]/ text()

19

//*[text()=‘APG’]
/ span[1]/text()

5.1

Wrong//*[text()=‘APG’]
/ span[1]/text()

5.1

Figure 4: Comparison with the other two baselines.

Good case Bad case

Question Here’s a webpage on detail information with detail in-
formation of an NBA player. Please extract the height
of the player.

Here’s a webpage with detailed information about a
university. Please extract the contact phone number
of the university.

Case //div[@class=‘gray200B-dyContent‘]/
b[ contains(text(),‘Height:‘) ]/following-
sibling::text()

//div[@class=‘infopage‘]//h5[ contains
(text(), ‘703-528-7809‘) ]

Table 7: Examples of XPath fragility. The green focuses on the common information across different webpages,
while the red focuses on specific information of seed webpages.
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Figure 5: The curve on length and height compression
ratio in SWDE dataset.

stronger LLMs capability, the lower the proportion891

of bad cases with AUTOSCRAPER . However, it892

should be noted that the current SoTA LLM GPT-4-893

Turbo still suffers from an XPath fragility problem,894

which indicates that relying entirely on LLMs to895

generate reliable XPath still has some distance to896

syntax.asp

Models Contains Equal(=)

GPT4 0.61% 2.90%
GPT-3.5-Turbo 9.33% 9.78%
Gemini Pro 10.62% 14.29%
Mixtral 8×7B 12.88% 8.55%
Deepseek-Coder 11.63% 7.55%
CodeLlama 18.75% 14.29%
Mistral 7B 18.18% 33.33%

Table 8: Bad case ratio in two types of predicate.

go. 897

C Dataset Statistic 898

Table 11, 12, 13 shows the detailed statistic about 899

the semi-structure web information extraction 900

dataset SWDE, EXTENDED SWDE and DS1. 901

D Prompt List 902

Table 14 shows the task prompt we design for each 903

attribute for SWDE. 904
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Models Method EXECUTABLE EVALUATION IE EVALUATION

Correct(↑) Prec Reca Unex.(↓) Over. Else Prec Reca F1

Closed-source LLMs

GPT-3.5-
Turbo

COT 34.49 3.48 4.53 56.10 0.35 1.05 87.96 42.16 40.58
Reflexion 43.90 1.74 2.09 49.13 0.35 2.79 93.46 49.58 48.66

AUTOSCRAPER 45.30 4.18 8.01 35.89 0.35 6.27 83.60 60.84 56.69

Gemini Pro
COT 34.49 2.09 6.62 49.13 0.35 7.32 81.09 46.55 42.40

Reflexion 34.15 2.09 6.97 51.57 0.35 4.88 84.43 45.19 41.66
AUTOSCRAPER 35.89 5.23 10.10 42.86 0.35 5.57 83.74 52.75 47.73

GPT4
COT 55.05 2.44 7.32 30.31 0.35 4.53 84.11 67.31 64.04

Reflexion 63.76 3.83 5.57 20.91 0.35 5.57 86.00 76.50 74.50
AUTOSCRAPER 63.07 3.48 5.92 16.72 0.35 10.45 81.29 78.77 74.77

Open-source LLMs

CodeLlama
COT 9.01 1.29 2.15 85.84 0.00 1.72 87.22 12.62 11.21

Reflexion 13.73 1.72 3.00 80.26 0.00 1.29 89.41 17.76 16.01
AUTOSCRAPER 11.16 0.00 1.72 85.84 0.00 1.29 92.49 13.29 12.52

Mixtral
8×7B

COT 31.36 1.05 4.88 58.19 0.35 4.18 86.83 40.16 37.25
Reflexion 29.62 1.05 4.18 62.02 0.35 2.79 83.44 36.44 33.64

AUTOSCRAPER 40.07 3.83 9.41 39.37 0.35 6.97 81.63 57.10 51.57

Deepseek-
coder

COT 38.33 3.83 6.62 47.74 0.35 3.14 81.32 48.52 44.80
Reflexion 36.24 3.48 3.83 51.92 0.00 4.53 83.53 45.03 43.64

AUTOSCRAPER 37.63 2.44 5.92 50.52 0.35 3.14 86.91 47.09 44.33

Table 9: The executable evaluation and IE evaluation of LLMs with three frameworks in EXTENDED SWDE dataset.
We examine 6 LLMs, including 3 closed-source LLMs and 3 open-source LLMs.

Models Method EXECUTABLE EVALUATION IE EVALUATION

Correct(↑) Prec Reca Unex.(↓) Over. Else Prec Reca F1

Closed-source LLMs

GPT-3.5-
Turbo

COT 32.65 4.08 8.16 53.06 0.00 2.04 90.56 43.54 41.16
Reflexion 36.73 8.16 4.08 51.02 0.00 0.00 95.56 44.22 43.75

AUTOSCRAPER 48.98 4.08 0.00 44.90 0.00 2.04 94.90 51.70 52.38

Gemini Pro
COT 17.72 2.53 3.80 75.95 0.00 0.00 90.82 22.88 22.10

Reflexion 20.25 10.13 1.27 65.82 0.00 2.53 88.83 26.93 27.66
AUTOSCRAPER 43.04 15.19 3.80 34.18 0.00 3.80 93.76 55.97 56.92

GPT4
COT 50.60 9.64 6.02 30.12 0.00 3.61 93.60 65.75 64.73

Reflexion 50.60 10.84 4.82 33.73 0.00 0.00 96.85 62.65 63.50
AUTOSCRAPER 57.83 15.66 4.82 16.87 0.00 4.82 92.88 74.95 75.52

Open-source LLMs

CodeLlama
COT 2.70 2.70 5.41 89.19 0.00 0.00 78.72 10.62 9.19

Reflexion 8.82 0.00 5.88 85.29 0.00 0.00 94.12 14.41 12.69
AUTOSCRAPER 13.51 0.00 5.41 81.08 0.00 0.00 84.12 18.92 17.39

Mixtral
8×7B

COT 17.72 6.33 0.00 74.68 0.00 1.27 94.81 21.15 22.01
Reflexion 22.78 6.33 1.27 69.62 0.00 0.00 94.15 28.03 28.20

AUTOSCRAPER 36.71 11.39 6.33 43.04 0.00 2.53 91.59 48.52 48.23

Deepseek-
coder

COT 25.30 9.64 2.41 60.24 0.00 2.41 92.47 34.71 35.65
Reflexion 22.89 6.02 3.61 65.06 0.00 2.41 90.21 31.43 32.04

AUTOSCRAPER 39.76 10.84 6.02 42.17 0.00 1.20 90.43 51.39 50.28

Table 10: The executable evaluation and IE evaluation of LLMs with three frameworks in DS1 dataset. We examine
6 LLMs, including 3 closed-source LLMs and 3 open-source LLMs.
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Domain Attribute Website Num Domain Attribute Website Num

Auto

model
price
engine
fuel_economy

aol 2000

Movie

ttitle
director
genre
mpaa_rating

allmovie 2000
autobytel 2000 amctv 2000
automotive 1999 boxofficemojo 2000
autoweb 2000 hollywood 2000
carquotes 2000 iheartmovies 2000
cars 657 imdb 2000
kbb 2000 metacritic 2000
motortrend 1267 msn 2000
msn 2000 rottentomatoes 2000
yahoo 2000 yahoo 2000

Book

title
author
isbn_13
publisher
pub_date

abebooks 2000

NBAPlayer

name
team
height
weight

espn 434
amazon 2000 fanhouse 446
barnesandnoble 2000 foxsports 425
bookdepository 2000 msnca 434
booksamillion 2000 nba 434
bookorders 2000 si 515
buy 2000 slam 423
christianbook 2000 usatoday 436
deepdiscount 2000 wiki 420
waterstone 2000 yahoo 438

Camera
model
price
manufacturer

amazon 1767

Restaurant

name
address
phone
cuisine

fodors 2000
beachaudio 247 frommers 2000
buy 500 zagat 2000
compsource 430 gayot 2000
ecost 923 opentable 2000
jr 367 pickaretaurant 2000
newegg 220 restaurantica 2000
onsale 261 tripadvisor 2000
pcnation 234 urbanspoon 2000
thenerd 309 usdiners 2000

Job

title
company
location
date_posted

careerbuilder 2000

University

name
phone
website
type

collegeboard 2000
dice 2000 collegenavigator 2000
hotjobs 2000 collegeprowler 2000
job 2000 collegetoolkit 2000
jobcircle 2000 ecampustours 1063
jobtarget 2000 embark 2000
monster 2000 matchcollege 2000
nettemps 2000 princetonreview 615
rightitjobs 2000 studentaid 2000
techcentric 2000 usnews 1027

Table 11: Detail statistic of SWDE dataset.
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Domain Website # Attributes

Movie

allmovie 20
amctv 13
hollywood 12
iheartmovies 8
imdb 34
metacritic 17
rottentomatoes 10
yahoo 10

NBAPlayer

espn 10
fanhouse 14
foxsports 10
msnca 12
si 12
slam 12
usatoday 5
yahoo 9

University

collegeprowler 18
ecampustours 14
embark 23
matchcollege 15
usnews 19

Table 12: Detail statistic of EXTEND SWDE dataset.

Domain Attribute Website

Book
title
author
price

abebooks
alibris
barnesandnoble
fishpond
infibeam
powells
thriftbooks

E-commerce title
price

amazoncouk
bestbuy
dabs
ebay
pcworld
tesco
uttings

Hotel
address
price
title

agoda
expedia
hotels
hoteltravel
javago
kayak
ratestogo
venere

Movie
actor
genre
title

123movieto
hollywoodreporter
imdb
mediastinger
metacritic
rottentomatoes
themoviedb
yidio

Table 13: Detail statistic of DS1 dataset.
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Domain Task prompt Prompt

Auto Here’s a webpage with detailed infor-
mation about an auto.

Please extract the model of the auto.
Please extract the price of the auto.
Please extract the engine of the auto.
Please extract the fuel efficiency of the auto.

Book Here’s a webpage with detailed infor-
mation about a book.

Please extract the title of the book.
Please extract the author of the book.
Please extract the isbn number of the book.
Please extract the publisher of the book.
Please extract the publication date of the book.

Camera Here’s a webpage with detail informa-
tion of camera.

Please extract the product name of the camera.
Please extract the sale price of the camera.
Please extract the manufacturer of the camera.

Job Here’s a webpage with detailed infor-
mation about a job.

Please extract the title of the job.
Please extract the name of the company that offers the job.
Please extract the working location of the job.
Please extract the date that post the job.

Movie Here’s a webpage with detailed infor-
mation about a movie.

Please extract the title of the movie.
Please extract the director of the movie.
Please extract the genre of the movie.
Please extract the MPAA rating of the movie.

NBAPlayer Here’s a webpage with detailed infor-
mation about an NBA player.

Please extract the name of the player.
Please extract the team of the player he plays now.
Please extract the height of the player.
Please extract the weight of the player.

Restaurant Here’s a webpage with detailed infor-
mation about a restaurant.

Please extract the restaurant’s name.
Please extract the restaurant’s address.
Please extract the restaurant’s phone number.
Please extract the cuisine that the restaurant offers.

University Here’s a webpage on detailed informa-
tion about a university.

Please extract the name of the university.
Please extract the contact phone number of the university.
Please extract the website url of the university.
Please extract the type of the university.

Table 14: Prompts for crawler generation task in SWDE dataset.
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