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Abstract

Mutual information (MI) is hard to estimate for high dimensional data, and various esti-
mators have been proposed over the years to tackle this problem. Here, we note that there
exists another challenging problem, namely that many estimators of MI, which we denote
as I(X;T), are sensitive to scale, i.e., I(X;aT) # I(X;T) where « € RT. Although some
normalization methods have been hinted at in previous works, there is no in-depth study
of the problem. In this work, we study new normalization strategies for MI estimators
to be scale-invariant, particularly for the Kraskov-Stogbauer—Grassberger (KSG) and the
neural network-based MI (MINE) estimators. We provide theoretical and empirical results
and show that the original un-normalized estimators are not scale-invariant and highlight
the consequences of an estimator’s scale-dependence. We propose new global normalization
strategies that are tuned to the corresponding estimator and scale invariant. We compare
our global normalization strategies to existing local normalization strategies and provide
intuitive and empirical arguments to support the use of global normalization. Extensive
experiments across multiple distributions and settings are conducted, and we find that our
proposed variants KSG-Global-L,, and MINE-Global-Corrected are most accurate within
their respective approaches. Finally, we perform an information plane analysis of neural net-
works and observe clearer trends of fitting and compression using the normalized estimators
compared to the original un-normalized estimators. Our work highlights the importance of
scale awareness and global normalization in the MI estimation problem.

*Equal Contribution.
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1 Introduction

Mutual information (MI), is a fundamental measure of dependency between two variables, which has be-
come pivotal in various machine learning domains, including generalization (Xu & Raginsky}, 2017; |[Bu et al.
2019 Russo & Zoul [2020), representation learning (Bachman et al., 2019; |Tschannen et al., 2020) and
fairness (Wang et all 2023; |Roh et al., [2020). Estimating MI for high-dimensional continuous variables
(Xu et al.l 2020) is particularly challenging, due to the hardness of accurately estimating the probabil-
ity distribution in high dimensions (Goldfeld & Greenewald) [2021). For example, traditional estimators
like Kraskov—-Stogbauer—Grassberger (KSG) (Kraskov et al., |2004), rely on distance metrics, and for high
dimensional data, the distances would have less variation due to the curse of dimensionality.

In this paper, we highlight an important but underexplored factor affecting MI estimation accuracy: the scale
of the variables (| X|). Specifically, for mutual information I(X;aT'), where o € RT is a scaling factor, we
show that MI estimates become dependent on « and tend to converge to low values at both extremes (o — 0
and a — o0). This is problematic since, by definition, I(X;aT) = I(X;T) for any two continuous random
variables (RVs), and more generally, I(X; f(T)) = I(X;T) for any continuous and invertible transformation
f (Cover & Thomas, |2006). Our study focuses specifically on the impact of scale, revealing its significant
role in MI estimation errors.

As we show in this work, commonly used MI estimators such as binning, KSG (Kraskov et al.l [2004) and
MINE (Belghazi et al., |2018) are not natively scale invariant. Typically this is addressed via normalization
approaches. Despite numerous surveys that have explored various methods of MI estimation, some examples
of which include (Walters-Williams & Li, 2009; [McAllester & Stratos, 2020; [Paninskil, [2003), an in depth
study of normalization approaches has been absent. A standard approach used in most works is local
normalization, where each dimension is adjusted to have a variance of 1 (Hjelm et al., |2019; Xie et al., [2024;
Kraskov et all 2004). However, local normalization treats each dimension independently and normalizes
them to have a variance of 1, which, as we demonstrate in Section 1.1} does not work well in the high-
dimension setting especially in neural networks, across two separate experiments. This is because most
high-dimensional feature representations in neural networks always contain some noisy dimensions, which
are of low energy and contain irrelevant features. We rigorously verify this in Appendix [J} Thus, amplifying
these low energy dimensions can lead to suboptimal MI estimates. We also note that the recent work by
(Czyz et al.,[2023)), in addition to trying out local normalization approaches, also studied other preprocessing
methods including the transformation of the margin distribution to uniform distribution (via converting to
rank). We note that this conversion step also brings all individual dimensions to equal importance like local
normalization, and thus would have the same pitfalls in this scenario.

To address this issue, in our work, we propose a set of global normalization approaches. Unlike local
normalization, global normalization preserves the relative energies between the different dimensions, and
thus avoids scaling up low-energy noisy dimensions. Our proposed estimator modifications do not only
include new normalization approaches, however, and often also have an additional maximization step, which
helps bias our estimators better. It is well known that KSG and other MI estimators have a tendency to
have negative bias |Czyz et al.| (2023), especially in high dimensions. Our normalization approaches for KSG
incorporate this observation via an additional maximization step, which also follows intuitively from one of
our theoretical observations in Proposition [3]

We summarize our contributions as follows:

e We theoretically show that native KSG and MINE estimators depend on the scale of random variables.

o We propose scale-invariant KSG and MINE extensions that resolve one-sided scale issues and significantly
improve accuracy. Our analysis of normalization methods is, to our knowledge, the first of its kind.

e We show that KSG-Global-L,, and MINE-Global-Corrected consistently yield the most accurate MI
estimates across varied synthetic experiments, including high-dimensional, low-data setups.

¢ We analyze MI dynamics between inputs and neural network layer outputs during training, finding that
unnormalized estimators confound scale, whereas our methods reveal distinct training phases such as
fitting and compression.

Note that a detailed background on MI Estimators studied in this work is presented in Appendix[A] Next, we

provide a summary of related works that have either studied robustness of MI estimators to transformations,
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or proposed transformation robust MI estimators. Note that a more detailed discussion of what follows is
available in Appendix

1.1 Overview of Related Works

The notion of self-consistent equitability, discussed in (Reshef et al., 2013} |Kinney & Atwal, 2014), is a more
general study of invariance of MI estimators, but has not explicitly studied scaling due to preprocessing
techniques enforcing scale invariance. These works assess invariance in MI estimates across a broad range
of transformations, but our study differs by prioritizing MI estimation accuracy and testing cascaded trans-
formations that modify dimensionality and structure. Unlike previous studies that apply one-dimensional
transformations independently to each feature, our approach introduces richer transformations that could
be further explored within an equitability framework. Similarly, recent MI estimation studies such as (Czyz
et al., [2023) mainly focus on dimension-wise transformations, whereas we consider transformations rele-
vant to deep learning applications, such as sigmoid activation and random matrix multiplications. Prepro-
cessing wise, most works have focused on standard local normalization. While (Czyz et all 2023) finds
Gaussianization-based local normalization beneficial for long-tailed distributions, the improvements are mi-
nor and they end up preferring standard local normalization. Notably, scale invariance is absent in their
analysis due to preprocessing techniques that normalize local scales, whereas our study explicitly ensures
scale-invariant MI estimates while maintaining robustness to noisy dimensions.

Neural network-based preprocessing strategies for MI estimation have also been explored in recent works.
Gowri et al.| (2024]) propose a two-step MI estimation method where compressed representations are learned
to minimize an upper bound on conditional entropy before applying KSG estimation. While their approach
inherently involves scale variations due to neural network compression, they mitigate this using local unit
normalization, and our findings on global normalization strategies can be applied to their framework to
potentially enhance performance. Similarly, Butakov et al.| (2024) introduce an MI estimator based on
normalizing flows, transforming data distributions into simpler forms with closed-form MI solutions. Their
method primarily focuses on Gaussian base distributions, and while it may be inherently scale-invariant, no
explicit theoretical analysis has confirmed this. Our work highlights the importance of scale invariance in
MI estimation, emphasizing on preventing scale confounding in estimator outputs.

2 Motivation

Estimating MI is fundamental to various domains, ranging from learning theory to practical applications
such as medical analysis and wireless communication (Shwartz-Ziv & Tishby [2017; [Saxe et al.l [2018). To
motivate our proposed normalization strategy, this section outlines several desirable properties that effective
MI estimators should possess. Let S = {(X1,T1), (X2,T2),...,(Xn,Tyh)} be the sampled data. With this,
let f;’st(X ; T) represent an estimate of the MI between X and T using the estimator est, given n sampled

points from the joint distribution P(X,T'). Ideally, we seek the estimator to have the following properties:

1. Global Scale Invariance: For any a € R* and n € Z*, I",(aX;aT) = I",,(X; T)
2. One-Sided Scale Invariance For any o € RT and n € Z, I (X;aT) = I"(X;T)

We emphasize the importance of these properties because true mutual information inherently satisfies them.
By definition, I(aX;aT) = I(X;T) and I(aX;T) = I(X;T) for a scalar . In the case of neural net-
works, where X represents the input, Y represents the target, and T represents the features, estimation of
I(X;T) becomes important, as it was hypothesized that it can predict the generalization behavior of deep
learning networks (Shwartz-Ziv & Tishby| 2017). Furthermore, (Shwartz-Ziv & Tishby, |2017)) also predicts
a two-phase behavior of I(X;T) during training: (a) fitting, where I(X;T) and I(T;Y") increases, and (b)
compression where I(X;T) decreases. However, this is often not observed (Saxe et al., |2018]). We hypothe-
size that it could be because of the scale-sensitivity of the estimators, as the scale of T' changes significantly
during training.

We note that the current estimators may not obey one-sided scale invariance. First, we study three estimators
theoretically: KSG, MINE, and binning.
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2.1 Testing One-sided Scale-Invariance of MI Estimators

In this section, we introduce new theoretical results that analyze the global-scale invariant and one-sided
scale invariant properties of commonly used MI estimators. Note that for all results that follow, we assume
every RV is bounded. That is, if X is bounded, we have that |X| < B for some finite B < oco. Also, for
the following results, let X € R? and 7' € R™. Also note that by R*, we mean the set of all positive real
numbers, excluding zero.

Binning: Let us denote the binning estimator described in (Paninski, 2003) by fb"m Then we have the
following result.

Proposition 1. Let T{)Lin (X;T) denote the mutual information estimated using a fixed number of bins per
dimension, with bin edges defined by the minimum and maximum values of the data. Then, for all & € RT,
I (aX;0T) = 5, (XGT) & I (X;0T) = I, (X5 T).

Remark 1. We note that even though the binning estimator is scale-invariant, the native binning estimator
is not a good estimator for MI, more so in the high dimension setting (Kraskov et al.l [2004). This is because
in high dimensions the data occupies the space sparsely, and most bins will yield zero datapoints and thus
a zero probability. However, in recent years there have been variants proposed based on structured density
estimation, which are more robust for use in high dimensional spaces. Nonetheless, we only investigate the
KSG and MINE estimators in our work. Additional discussions on state-of-the-art binning estimators is

provided in Appendix [A]

KSG: Let us denote the KSG estimator proposed in (Kraskov et al. [2004) by IA}’{SG. Then, we have the
following results.

Proposition 2. It holds that f}gSG(aX; o) = j}”(SG(X;T)7 Vo € RT.

Proposition 3. Let {(X;,T})}™ , be drawn i.i.d. from a bounded distribution on R4 xR that is absolutely
continuous. Then, it holds almost surely that lim,_,q+ IA}'QSG (X;aT) =limg— oo IA}’{SG(X; o) = —%. Thus,
T7 ¢ (X;aT) need not be equal to 17 ¢ (X;T).

MINE: We first define two variants of the MINE estimator as follows:

MINE-Opt: This estimator refers to the MINE estimator where instead of training the neural network on
MINE’s loss function defined in [7] by stochastic gradient descent (SGD), we pick the best neural network
configuration that directly maximizes[7] Thus, we pick the global optimum.

MINE-SGD: This estimator refers to the MINE estimator where optimization of the loss function defined
in[7] is performed using conventional stochastic gradient descent. This is the standard approach proposed
originally by (Belghazi et al., 2018)).

We denote the MINE-based MI estimators by IA}@[ INE—opt a0d f{(/HNEfsgd. We then have the following
results.

Proposition 4. It holds that I§; ;g ope(X;0T) = I}y g ope (X3 T) Va € RY .

Next, we outline a theoretical result regarding the limiting behaviour of the first layer weights for the MINE
estimator’s neural network, when the scale of one of the variables approaches zero.

Proposition 5. Consider the MINE optimization problem with input data S = {(aX1,Y7),...,(aX,,Y,)}
where X € R% | Y € R%, (X,Y) ~ P(X,Y) are bounded RVs and a € R* is a scaling factor. We consider a
neural network of depth L + 1 having hq, hs, ..., hy ReLU-activated hidden neurons in the respective layers.
The network is trained via gradient descent on the MINE loss function in |Belghazi et al.| (2018)) for a fixed
number of iterations ny, with a learning rate schedule 0 < 7(t) < oo for all ¢ < np. Let the weights between
the i node of the [ + 1** hidden layer and the j** node of the I*" hidden layer after ¢ iterations be denoted
by wéz(t) Assume that the initialized weights are bounded, i.e., V (1,4, j), \wgi(0)| < € for some € > 0. Lastly,
let w);[X] denote the first layer weights that are attached to X. We then have, ¥(i, ),

lim |w%[X](n7)| < e (1)

a—0t
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With this, we have the following result that explores scale invariance for MINE.

Proposition 6. We consider the same setting as Proposition [5| for the MINE estimation problem.
There, it holds that lim, 0+ Iy yp_sea(X;0T) = 0 . Thus, Iy nve_,q(X;aT) need not be equal to

~

I]T\l/[INE—sgd(X; 7).
3 Methodology

3.1 Normalization Strategies

We consider a setting where we are given an RV X = [x1, %9, ...,24] € R, where x; € R represents the i-th
component of X. Suppose X ~ P, where P is a probability distribution, and let S = {X;, Xs,..., X,,} be
an independent and identically distributed (i.i.d.) sample drawn from P, with X; € R? for j = 1,...,n.
With this, we outline three normalization strategies that form the basis of our studies in this work. We
define them as follows.

Definition 1. (Local Normalization) The locally normalized variable X, s = [z},...,2},..., )] € R%is

11—1_11'

defined by normalizing each dimension ¢ individually as z} = , fori=1,...,d, where

n N
w2y (@i —Ti)?

the empirical mean is defined as: 7; = - Y7 @i ;.

Definition 2. (Global Normalization)

The globally normalized variable Xx,5 € R? is defined as Xsis = X_X

NESSAER=TE

, where ||-|]|2 denotes the

Lo-norm, and X is the empirical mean: X = & > X
Definition 3. (Global L., Normalization)

The globally Lo-normalized variable X5 __ |5 € R? is Xs 15 = 1 X_X

I X, XL where |||l denotes the
n j=1 oo

Loo-norm and X is the empirical mean: X = LY | X;.

Note that for any RV X, we denote by X5 and Xy its locally and globally normalized versions respectively.

3.2 Studied Scale-Invariant Estimators

We are given the RVs X € R? and T € R™, and sampled data S = {(X1,T1), (X2, T2), ..., (Xn, T0)} ~ Pip.
All following estimates are for the MI between X and T, given S. With this, we propose the following
normalization approaches for KSG and MINE estimators. We outline our approaches for scale-invariant
KSG and MINE extensions in Table [Il

Table 1: Proposed Scale-Invariant KSG and MINE variants

KSG MINE
KSG-Local: [KSG(X¢7|S§ T0|S) MINE-Local: IZVIINE(X0|S; T0|S)
KSG-Global: ( max ) [fKSG(XE\S§ CTE|S):| MINE-Global: fMINE(XELS‘; TE|S)
ce{ci,c2,...,.Cm
KSG-Global-Loc: _ max |Tics6(Xsisi¢Ts..js)| | MINE-Global-Corrected: [uins(vix Xsisi VarTs)s)
ce{ci,c2,....cm

Remark 2. In addition to the above approaches, we compare the standard baselines of KSG and MINE.
Furthermore, we also include a updated variant of KSG in our comparisons, called BI-KSG (Gao et al., [2017)),
which has smaller bias levels for highly correlated data. We do not include the native binning estimator in
our experimental results, as we find that they fare poorly for almost all of our studied cases. Thus, we only
study the KSG and MINE variants empirically in this work. Also, note that the range of multiplier scales
€1,C2, ..., Cn are tunable hyperparameters, and we fix ¢; = 0.1,¢c2 = 0.2,. .., ¢, = 2 for all our experiments.
Note that for the KSG-Global variants, this does slow down the MI estimation process, as it takes m times
the computation time to estimate the measure when compared to KSG.
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4 Experimental Studies

Our empirical studies can be categorized into roughly four broad sections:

1. Empirical motivation for proposed normalization variants (E1-E3): We provide in-depth em-
pirical analyses for each normalization variant proposed in this work, and also the overall reasons for
potentially choosing global normalization approaches over local ones.

2. Scale dependence and Signal to Noise Ratio (SNR) analysis of estimators (E4,E5): We
perform some basic tests and analyses of all estimators. First, we study their overall responses to scale
changes, and then we study their responses to changes in noise levels.

3. Accuracy analysis of estimators (E6): We conduct an extensive accuracy-bias-correlation analysis
of all estimators in three different settings where ground truth MI is known. In each setting, we generate
synthetic data using a diverse set of transformations to simulate different distribution scenarios.

4. Studying neural network training using estimators (E7): We study the MI dynamics of neural
networks during training. Specifically, we analyze the MI between inputs and features and compare the
trends resulting from various estimators.

Note that the experiments are numbered from E1 to E7 for clarity. We use three base distributions for
generating the RVs X and T. We refer to them in various parts of the experiments. They are:

« Correlated Gaussians: Here, we consider a joint Gaussian distribution where (X, T) € R? ~ N(0, )
with covariance matrix:
5 |:Id PId:|

plg Iy

This ensures that E[X,T;] = p for 1 < ¢ < d while E[X,;T;] = 0 for i # j.
+ Additive Gaussian Noise: Here X € R? ~ N(0,1,) and T = X + ¢, where € ~ N(0,021,).
« Correlated Student’s t-distributions: We sample correlated X, T € R? from a multivariate Student’s

t-distribution. Details on the sampling procedure are provided in Appendix @] (same as (Czyz et al.l
2023)).

The details for our estimators are provided in Appendix [F] We used the NPEET MI estimator toolbox for
estimating KSG and KSG-based measures [ﬂ For MINE, we used a pytorch-based package E} Code for all
our experiments is available in the Supplementary Material.

4.1 EI1-E3: Additional Motivation for Normalization Variants

In this section, we provide both intuitive and empirical arguments for every aspect of our proposed variants
in the previous section: (E1) why global normalization and not local, (E2) why maximization of MI for
KSG and (E3) why the specific choice of global normalization variants: KSG-Global-L., and MINE-Global-
Corrected.

4.1.1 E1: Global Over Local

Our main observation is that local normalization scales all variables equally, potentially overemphasizing
irrelevant, low-energy dimensions, which degrades MI estimates. However, global normalization preserves the
distance structure of the original RVs, which can benefit in high-dimensional settings, such as neural network
feature representations, where many features in T" are sparse. We highlight specific cases for KSG and MINE
below, where local normalization yields undesirable behaviour, which is avoided by global normalization.

KSG: Consider RVs X,T € R? where T = X + € with € ~ N(0,0%1;). We augment X with k independent
noise components € = [ey, ..., e, € ~ N(0,0?) with ¢/ < o, forming X’ = [X,€]. Although I(X;T) =
I(X';T), as shown in Figure KSG and global normalization maintain stable MI estimates with increasing
k, while local normalization underestimates MI by over-scaling the noise.

MINE: For MINE, we generate correlated Gaussian RVs X,T € R? (with a random correlation p € (0,0.8))
and similarly extend X with noise to form X’. Averaging over 10 trials, Figure reveals that local

L https://github.com/gregversteeg/NPEET 2 https://github.com/gtegner/mine-pytorch
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Figure 1: (E1) Comparative evaluation of MI estimators (KSG and MINE) under increasing noise dimensions. MI
should be unchanged, but local normalization significantly impacts estimates in both cases.
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Figure 2: (E2) Dependency of KSG estimator bias on data dimension (using base-2 log). We find that as dimension-
ality increases, KSG increasingly underestimates the true MI.

normalization causes the bias to increase significantly with k, whereas global normalization yields stable
estimates. This occurs because, for MINE, the network tends to overfit the added noise when each variable
is normalized equally, while global variants preserve the effective input dimensionality.

4.1.2 E2: KSG-Global: Why the Maximization Step?

We use a maximization step in our global normalization estimator for KSG in Table [[ We summarize two
main arguments for our maximization step:

1. Negative Bias in High Dimensions: The KSG estimator shows increasing negative bias as data
dimensionality grows. In one experiment, correlated Gaussians X,T € R? with fixed ground truth MI
(=~0.8) were sampled (20 trials of 1000 points each) while d ranged from 1 to 9, yielding a clear negative bias
in the estimators as seen in Figure a). A second experiment with d € {2,4,8,16,32,64} and randomly
chosen correlation p confirmed that the fraction of MI estimates below the ground truth rises significantly
with d (Figure 2b)). Taking the maximum estimate over scales helps mitigate this bias.

2. Consequence of Proposition Proposition shows that for I(X;aT), the KSG estimator converges
to negative values at extreme scales a. This observation motivates taking the maximum over a range of scales
c for the globally normalized variables, i.e., I g4 (Xxs,cIx|s). Empirically, the estimator values exhibit
an approximately Gaussian trend with respect to ¢ (see Figure , making the maximum both well-defined
and meaningful.
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Remark 3. Note that MINE implicitly maximizes over relative scales via the arbitrary first-layer weights.
Since scaling these weights adjusts the effective input similarly (i.e., (aW)TX = W7 (aX)), the network
optimizes over affine transformations. Nonetheless, due to the tendency of gradient descent towards flatter
minima |Keskar et al.| (2017)), the full benefit of this invariance may not be achieved.

4.1.3 E3: Motivation for Global Normalization Variants

Next, we motivate our proposed global normalization variants: KSG-Global-L,, and MINE-Global-
Corrected.

1.2
] 0.0{
= 11 ==
E
£ 104 —0.21
H wy
= 09 S
= & 04
)
S0 0.8 — ksg — MINE
g KSG-Global —0.6{ — MINE-Global-Corrected
g 0.7 1= KSG-Global-L — MINE-Global
<ﬁ == True MI -- Zero Bias
0.6 — ‘ \ \ | [ — ‘ ‘ .
0 20 40 60 80 2 4 6 8
# Duplicate-Dimensions d

(a) (b)

Figure 3: (E3) Analysis of normalization variants: (a) Impact of data duplication for KSG-based approaches, and
(b) Estimator bias for MINE and MINE-Global variants across dimensions. These results highlight the importance
of our proposed global normalization variants.

KSG: We observe that since KSG computes distances using the L.,-norm, when dx > dr, global nor-
malization makes the individual dimensions of X significantly smaller than those of T, yielding smaller
L, distances. This motivates the proposed KSG-Global-L., approach, which scales based on L., norm
distances instead of Lo norm. To illustrate its impact, we duplicate X to form X’ = [X, X,..., X] (thus
I(X';T) = I(X;T)). As shown in Figure KSG-Global actually decreases its estimate with increasing
duplicates, whereas both KSG and KSG-Global-L,, maintain consistent MI estimates. This confirms the
necessity of employing the L.,-norm for scaling the variables using the global normalization approach.

MINE: Global normalization can lead to low per-dimension energy when dx >> dr, since E[Xys(i)?] =
1/dx versus E[T%s(i)?] = 1/dy. This imbalance may cause gradient descent to focus predominantly on 7.
To counter this, we rescale the normalized variables so that E[X’Z‘S(i)z} = E[Té‘s(j)Q] =1, ie, X5 =
Vdx Xys (and similarly for T'). Experiments with d ranging from 1 to 9 (Figure reveal that while
MINE-Global’s bias grows more negative with higher d, MINE-Global-Corrected has bias levels comparable
to standard MINE. This demonstrates that rescaling effectively mitigates the effects of imbalances in terms
of per-dimension energy of X and 7.

4.2 (E4-E5) Scale and SNR Analysis

In this analysis, we test the scale invariance properties of all estimators, and subsequently test their response
to changes in noise levels (SNR).

Scale: Experiments were conducted to study the effect of scaling on MI estimators I(nX;T), using correlated
Gaussian variables X, T. Scaling factors 1 were sampled logarithmically between 10~2 and 10? for KSG, and
1072 to 10 for MINE, as MINE estimates degrade sharply beyond 1 = 10. Results (Figure show KSG
estimates converging to —0.33 (matching Proposition [3)) as n increases, while MINE estimates drop to zero
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as 17 — 0 (supporting Proposition @ Global and local normalization variants remained robust to scaling,
with significantly lower RMSE compared to vanilla estimators (Figure .

SNR: MI estimators were tested with Signal-to-Noise Ratios (SNR) ranging from 0 to 5, where T = X + ¢
(e ~ N(0,0?%)) and scaled to T’ = 0.1T (estimating I(X;7")). We expect the MI estimates to increase with
SNR, following the ground truth. Scale invariance could be important here, as the noise variance o and
the final scale of T” will be related, and thus any estimator bias accompanying large scales can adversely
affect the trend. Results (Figure show global and local variants accurately following ground truth
MI trends, increasing with SNR. However, vanilla KSG and MINE estimators failed to reflect the true MI
trend, with MINE estimators even stabilizing at higher SNR values due to their inherent scale dependence.

4.3 EG6: Comparing Ml Estimators: Error Analysis

In this section, we undergo a comprehensive series of experiments, where we compute various error measures
of all estimators on a diverse range of datasets.

4.3.1 Experiment Summary

Dataset creation: To create these datasets, we follow the three base distributions described in the beginning
of this section. First, we generate X, T according to the base distributions: Additive Gaussian, Correlated
Gaussian and Correlated Student’s-t as defined in Section[d] Then, we then make X undergo some (or none)
of the following transformations, which are all MI preserving. For what follows, let X € R? and T € R?.

1. Randmat (rm): X' = aWTX, where a ~ Unif(0,1) and W € R4 where W (i,j) ~ Unif(0,1).
Unif(a,b) denotes a uniform distribution over [a,b). If the randomly generated W is not invertible, we
repeat the sampling process until we get an invertible W.

2. Cube (cb): X' = X o X o X, where o denotes element wise multiplication (Hadamard Product).

3. Sigmoid (sg): X’ = o(X), where o : R? — R? is such that X'[i] = ﬁ, where X[i] denotes the i*"
dimension of X and similarly for X’.

4. Duplicate-self (ds): X’ = [X,X,..., X] € RK4 We set K = 20 in our experiments.
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Figure 4: (E4) Analysis of MI Estimators in response to data scaling. Estimates are for I(nX;T), where 7 is the
scaling factor. These results clearly demonstrate the impact of scale on MI estimates.
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Figure 5: (E5) MI estimates across varying Signal-to-Noise Ratios (SNR). Estimates are for I(X;nT), where T" is
scaled by n = 0.1. Normalized variants reflect the SNR trends more accurately, whereas unnormalized estimators
may not.

5. Duplicate-noise (dn): X' = [X, €] € R™* where € = [ey, €a,...,¢e;] where ¢ ~ ./\/(0,0'2). We set
o’ =0.2 and k = 20.

Our objective is to evaluate the accuracy of the estimation of I(X'; T).

Performance Measures: We study three different measures of performance in our experiments. For
what follows, let fi1, fia, ..., fix denote the estimated values of MI for any estimator across k trials, and let
11, o, - - -, g denote the ground truth values. The performance measures used in our evaluation are: (a)
Normalized RMSE: We first estimate the RMSE as RMSE(ft, u) = +/E;[({i; — 1:)?]. Then we estimate a
baseline RMSE as RMSE Base(p) = /E; ;[(1ti — p;5)?]. With this, we can estimate the final measure as:

RMSE_Norm(f,p) = %%. (b) Spearman Correlation: The Spearman correlation measures
the degree of monotonic relationship between {1 and g (Zar, [2005). This is estimated as the Pearson’s

correlation coefficient between the rank values of fr and p. (c) Bias: We estimate the bias as E; [u; — (]

Evaluation Process: For each experiment, a specific MI-preserving transformation (listed in the first
column of Tablesand is applied to X. Across 40 trials, we generate N = 1000 samples of X, T ~ P(X,T),
apply the transformation to obtain X', and estimate I(X’;T). Performance metrics such as normalized
RMSE, Spearman correlation, and bias are computed. Red entries indicate cases with RMSE > 1, though
they often still exhibit strong Spearman correlation with the true MI. Note that here we only discuss the
results for the additive Gaussian noise base (see Appendix |G| for full results).

Table 2: (E6) Normalized RMSE of KSG-Based Estimators: Additive Gaussian Noise Base

Transformation d KSG-Based Measures

rm cb sg ds dn ksg bi-ksg ksg-loc ksg-glo ksg-glo-L

v v o/ 210351 0.404 0.147 0.208 0.110

v v 21028 0.335 0.060 0.084 0.050

v o 210458 0.533 0.145 0.113 0.113

v 4| 1.275  1.424 0.312 0.300 0.301

v v | 410862 0.932 0.445 0.594 0.396

v 410332 0.342 0.304 0.520 0.297

v | 410332 0.342 1.327 0.298 0.297

Ve 4| 1.131 1.233 0.977 0.959 0.931

v v | 4] 1275 1.424 1.334 0.300 0.301

v v v | 6] 1981 2.129 1.904 1.021 1.021

v 6 | 1.983 2.131 0.816 0.811 0.812

v v 6 | 1.377  1.408 1.343 1.605 1.290

v v 6 | 1.643 1.730 1.275 1.660 1.153

v v | 6] 1983 2.131 1.905 0.814 0.816
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Remark 4. Since every transformation is MI preserving, combining them yields new distributions whose
ground truth MI is unchanged. This flexible framework allows us to simulate high-dimensional data (up to
200 dimensions) with low intrinsic dimension (typically <10), reflecting the characteristics of neural network
features. Our choice of transformations is motivated by the behaviors observed under different normalization
strategies—for example, local normalization is adversely affected by added noise (duplicate-noise), while
KSG-Global struggles with duplicate-self, and nonlinear transformations (e.g., sigmoid and cube) can alter
nearest neighbor distances.

4.3.2 Takeaways

e Overall, global and local normalization variants fare significantly better than the baseline measures.

e Our global normalization variants (MINE-global-corrected and KSG-Global-L,) overall fare better than
other normalization strategies. In fact, when for the additive Gaussian noise base, we find that in most
cases MINE-global-corrected and KSG-global-L., outperform other normalization approaches.

¢ KSG-Global-L, shows consistent improvements throughout. Even when the normalized RMSE estimates
are insignificant (red entries), KSG-Global shows significant correlation with true MI in many of the cases
(see Appendix [G]).

« Aligning with our earlier discussions, we find that overall the global normalization variants (MINE-Global-
Corrected and KSG-Global-L,) perform better than their vanilla global normalization counterparts. This
is much more apparent in the case of MINE.

4.4 ET7: Application of MI Estimations in Deep Learning

Mutual information is a key measure for analyzing neural network behavior during training. We evaluate
MI on IB (Shwartz-Ziv & Tishby, 2017)), MNIST (Deng, 2012)), CIFAR-10 (Krizhevsky & Hinton, 2009) and
SVHN (Netzer et al.,|2011)) datasets. Network architectures, activations, and other details are in Appendix
For each classification dataset {X, Y}, networks are trained and an intermediate layer’s output Z is extracted
(third layer for IB and MNIST; Global Average Pooling for CIFAR-10 and SVHN). MI estimates I(X; Z)
and I(Z;Y) are computed using KSG, KSG-Local, MINE, MINE-Local, and our proposed KSG-Global-L,
and MINE-Global-Corrected estimators.

We analyze the MI estimates from two perspectives:

« Training Dynamics: In Figure [6 we plot I(X;Z) over epochs (averaged over 10 trials), along with
the scale |Z] (in blue). On MNIST and CIFAR-10, the original KSG estimates strongly follow the feature
scale, indicating sensitivity to scaling. In contrast, KSG-Global-L., does not mimic the scale curve; for

Table 3: (E6) Normalized RMSE of MINE-Based Estimators: Additive Gaussian Noise Base

Transformation d MINE-Based Measures

rm cb sg ds dn mine mine-loc mine-glo mine-glo-corr

v v oV 2 | 0.470 0.292 0.337 0.278

v v 2 | 0.445 0.255 0.275 0.233

v v 2 | 1.036 0.560 0.658 0.565

v 4] 1.302 0.720 0.968 0.684

v v | 4 0.930 0.438 0.803 0.381

v 41 0.276 0.369 0.642 0.375

v | 4| 0.622 0.423 0.895 0.269

v oV 4| 1.574 1.099 1.219 1.162

v v | 4| 1.335 0.423 0.895 0.286

v v v | 6| 1.881 0.570 1.516 0.437

v 6 | 1.843 1.147 1.535 1.185

v v 6 | 1.213 0.991 1.444 1.004

v v 6 | 1.014 1.088 1.441 1.058

v v | 6| 1.831 0.517 1.499 0.545
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Figure 6: (E7) I(X;Z) measures estimated after every epoch of training on IB, MNIST, CIFAR-10 and SVHN
datasets. Z represents the output of 3"¢ layer for IB dataset and MNIST dataset, and 7" layer for CIFAR-10 and
SVHN datasets. The scale of the features (|Z|) is plotted in blue.

IB and CIFAR-10, it first increases and then decreases (with CIFAR-10 showing a drop after 3 epochs),
consistent with the fitting-compression trend of (Shwartz-Ziv & Tishby, |2017)).

+ Information Plane Visualization: We also plot I(X;Z) vs. I(Z;Y) (in Appendix[[) to illustrate the
trade-off between input representation and label relevance.

Figure [] reveals distinct behaviors of the proposed MI estimators across datasets:

IB and MINIST: On the IB dataset, both local and global variants of KSG and MINE estimators successfully
exhibit the fitting (increase in I(X;Z)) and compression (decrease in I(X;Z)) phases during training,
consistent with the information bottleneck theory (Shwartz-Ziv & Tishby, [2017). However, on the MNIST
dataset, only the global variants, KSG-Global-L., and MINE-Global-Corrected, clearly demonstrate these
trends, while the vanilla variants primarily track the feature scale (| Z|) rather than capturing intrinsic mutual
information dynamics. This suggests that the normalized variants, which have been tested in the previous
section accuracy-wise, can yield different I(X; Z) trends than their vanilla counterparts.

CIFAR-10 and SVHN: For CIFAR-10, an interesting trend emerges. Vanilla KSG and MINE estimators
show fitting and compression phases, but the fitting phase appears to strongly correlate with initial scale
jumps of |Z], indicating sensitivity to feature scale. In contrast, the normalized variants predominantly
display compression-like trends throughout training, highlighting a different behavior. Notably, both KSG-
Global-Ls, and MINE-Global-Corr reveal a compression phase from the start.

In SVHN, we see that the unnormalized KSG and MINE both fail to reveal any significant trend and are
very close to zero throughout. In contrast both the local and global variants reveal some interesting trends
and differences. For both KSG and MINE, global variants suggest that there is no explicit fitting phase
(increasing I(X; Z)), but rather a slow compression phase throughout. Local variants are less consistent in
their trends and they don’t capture this slow compression mechanism.

12
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5 Conclusion and Limitations

We conducted a comprehensive study on scale invariance in MI estimators, analyzing its impact on estima-
tion accuracy and neural network training. We proposed multiple normalization approaches for KSG and
MINE, evaluating their effectiveness in high-dimensional, low-data regimes. Extensive experiments across
diverse settings showed that while both local and global normalization have strengths, global variants gen-
erally perform better. Finally, MI dynamics during training were analyzed on real datasets, where global
normalization variants revealed interesting dynamics different from other normalized and unnormalized ap-
proaches. Overall, our work highlights the importance of scale-awareness in the problem of MI estimation,
and its potential impact on MI estimates.

Limitations: While KSG-Global normalization variants demonstrate superior performance, their computa-
tional cost is notably higher, as the MI estimation process requires m times the computation time compared
to standard KSG variants. Furthermore, the intrinsic dimensionality of the data remains a fundamental
performance bottleneck for these estimators, in spite of normalization, and nonlinear diffeomorphisms such
as the cube function generally lead to lower accuracy. We see that while global normalization and its variants
remain the better choice in most settings, heavy-tailed distributions do impact performance regardless of
choice of normalization. Lastly, while in this work we focus mainly on KSG and MINE, in recent years other
estimators have been proposed and popularized, including variants of binning estimators (e.g., |[Anandkumar
et al.| (2014b)); Vandermeulen & Ledent| (2021b)) and other neural network based estimation approaches
(e.g., InfoNCE |Oord et al.| (2018)). We are considering the investigation of normalization methods for these
estimators for future work.
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A Background on Mutual Information Estimators

A.1 Mutual Information

Mutual information of two variables is a statistical measure that quantifies the mutual dependence between
two RVs. Specifically, it measures the amount of information obtained about one random variable through
the observation of another. To understand mutual information, it is essential to first examine another
foundational concept, Shannon entropy. Shannon entropy represents the intrinsic informational uncertainty
associated with a probabilistic system. Given a continuous RV X with a probability density function f from
a set X, the continuous entropy h(X) is defined as:

W)= = [ @)z (@) do. (2)

Then, the mutual information between continuous RVs X and Y is given by:

I(X;Y) = h(X) +h(Y) = h(X,Y), 3)

where h(X,Y) represents the joint differential entropy of X and Y, defined as Ah(X,Y) =
— f«'\ﬁy f(z,y)log f(x,y) dedy. Mutual information can be interpreted as the reduction in the uncertainty of
X due to the knowledge of Y, or equivalently, as the amount of information that X and Y share.

In the case of jointly continuous RVs, the mutual information can be expressed in terms of Kullback—Leibler
(KL-) divergence
I(X;Y) = Dxu (P(X,Y)|[P(X) ® P(Y)), (4)

where P(X) ® P(Y) is the product of two marginal distributions P(X) and P(Y), P(X,Y) is their joint
distribution. Dy, is defined as

mﬁ@:m%%] (5)

In practice, estimating the true distribution of continuous RVs is challenging, especially for high-dimensional
data. In the following section, we will discuss various non-parametric MI estimators, which estimate the
distribution of RVs and subsequently compute estimated mutual information.

A.2 Mutual Information Estimators

The overall setting of the MI estimation problem is as follows. We are given two RVs X, T ~ P(X,T) and

sampled data S = {(X1,T1),...,(Xn,Tn)}. Our estimators are denoted in the form j;”St(X;T), where est
denotes the name of the estimator.

In this section, we present several widely-used nonparametric MI estimators that are studied in our work
and have been extensively applied in other research.

Binning Estimator: Also known as histogram based estimators, this method represents the most direct
approach for estimating mutual information. To estimate MI, the continuous random variable is discretized
into bins, counting the number of samples that fall into each bin, and computing the probability density
(Paninskil |2003). There are many approaches in literature for estimating the bin edges. However, in our the-
oretical analysis, we consider a simple approach that places a fixed number of bins per dimension, according
to the extrema of the individual dimensions.

Generally, the binning estimator for n samples can be expressed as: fb”m(X;T) = ﬁbin(X) + ﬁbm(T) -
Hyi(X,T). where Hp;(X) represents the binned entropy given a RV X, such that Hy;,,(X) =
-3, P(X;) log P(X;). Let n(X;) be the number of samples that fall in the ' bin of X. Then we

have P(X;) ~ n(X;)/n for the histogram based estimator. Similarly, we represent binned joint entropy as
Hyin (X, T) = =32, ; P(X;,Tj) log P(X;,Tj), and P(X;, Tj) = n(X;, Tj)/n.
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While histogram-based estimators are widely acknowledged for their simplicity and lack of scale sensitiv-
ity, their vulnerability to the curse of dimensionality limits their applicability in high-dimensional settings.
However, recent work in structured density estimation has proposed histogram-like methods that circumvent
these limitations by imposing structural assumptions on the underlying density, such as low intrinsic dimen-
sion. For instance, low-rank tensor decompositions (Anandkumar et al. 2014a; Vandermeulen & Ledent,
2021a; |Amiridi et al., [2022ajb)) enable scalable estimation by capturing latent low-dimensional structure,
while learnable neural architectures (Vandermeulen et al., [2024) flexibly adapt to complex dependencies.
These structured approaches highlight the importance of using inductive biases to lessen the curse of di-
mensionality when estimating the distribution via histogram-based approaches. Though such models require
additional assumptions, they offer promising solutions for histogram-based MI estimation.

Kraskov—-Stogbauer—Grassberger (KSG) Estimator: Another popular non-parametric approach to
estimate MI in high dimensions is the KSG estimator in (Kraskov et al.l |2004). Unlike the binning estimator,
the KSG estimator uses the k-nearest neighbor (K-NN) statistic to estimate the probability function of
continuous RVs, which also uses the joint entropy decomposition method to estimate MI. The KSG estimator
effectively uses the k-nearest neighbor distances to estimate the various entropies involved in the joint-entropy
decomposition of I(X;T). We will need some prerequisites to define the KSG estimator. First, let the k&-NN
distance py;p, be defined as the distance from (X;,T;) to k-th nearest neighbor in the joint space (X,T) as

measured in [, distance. We now denote ng;p = >, 1 { X5 — Xl < le‘,p} as the number of neighbors

of the i-th sample X; within a specified distance under the [, norm, and similarly for T" as n;; ,. Eventually,
the KSG estimator yields the following estimate of I(X;T):

ThesaOGT) = 9() +(n) = & =~ > (90n00) + (me100)). (6)
i=1

where 1(z) is the digamma function (i.e., ¥(z) = I'(z)~1dl(z)/dz).

n (Gao et al., 2017)), authors proposed a bias-improved KSG (BI-KSG) that performs better than KSG
when n is small and X and T are not independent. It is also important to note that many other variants of
KSG and other estimators (Pal et al., |2010; |Gao et al., [2015) use a k-NN based approach.

Mutual Information Neural Estimator (MINE): In our work, we utilize neural network based MI esti-
mators, specifically Mutual Information Neural Estimation (Belghazi et al., |2018). This approach estimates
mutual information by using a dual representation of the KL-divergence, known as the Donsker-Varadhan
(DV) representation (Donsker & Varadhan, |1983). Given RVs X ~ P(X), T ~ P(T), we express [4|in terms
of DV representation as:

I(X;T)= sup Exropxr)[F(X,T)] —log (EX,T~P(X)><P(T) [eF(X’T)D ; (7)
F:XxT—R

where I can be any measurable function from X x 7" — R that satisfies the necessary integrability constraints
of two expectations in [7] to be well-defined, and the supremum is taken over all such functions.

To compute I(X;T) in practice, first we assume n independent and identically distributed samples (i.i.d.)
are drawn from {(X1,T1),...,(Xn,Tn)} ~ P(X,T). Next, (X;,T}), is artificially constructed by choosing T}
as a randomly shuffled set of ( i)r_q. When n is large enough the MINE estimator approximates the MI as:

oco N

Tving (X3 T) = sup — ZFe X, Ti) 10g< ZBF" X ) (8)

where Fy : X x T — R is parameterized by a deep neural network with parameters § € ©, and © is the
parameter space of the neural network. By training a neural network to optimize the above equation (i.e.,
finding the optimal 8* € ©), the final output will yield the true MI between X and T.
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B Additional Discussions on Related Works

B.1 Equitability

There is a body of work on the equitability of mutual information estimators, of which the notion of self-
consistent equitability is related to our work. The first work that proposes the notion of self-consistent
equitability (Reshef et al 2013), which is a generalized form of one-sided scale invariance discussed in our
work, as we consider the specific case when the function is scale-related. In our work, however, we do not
focus on the aspect of data transformation specifically, but mainly focus on the behaviour of estimators in
response to scaling. In such works concerned with self-consistent equitability, there is always a very wide
range of functions (Table 2 of (Reshef et al., 2013)) to get a broad overview of the behavior of MI in response
to any type of transformation. However, it is notable that scaling has not been one of them, most likely due
to the way the data was already preprocessed to be scale-invariant, using local normalization, which already
makes them self-equitable to scaling.

Our work only indirectly tests self-consistent equitability in Tables 1 and 2, where instead of prioritizing
the degree of self-consistent equitability, we prioritize the MI estimation accuracy. We also use a variety
of transformations as functions on the data (in a cascaded manner) and see the resulting estimation errors
for the various compared metrics. However, our choice of transformations (apart from cube and sigmoid)
is very different when compared to Table 2 of [Reshef et al. (2013))’s work, as they either encompass all
dimensions (like invertible random matrix multiplication) or change the dimensionality of the input by
adding noisy dimensions or duplicate dimensions. In contrast, most functions in self-consistent equitability
literature work with one-dimensional transformations applied to each data dimension individually. Lastly,
as we cascade a random subset of these operations in a random order, we get a richer set of MI-preserving
transformations, which can potentially also be tested in an equitability setup using their choice of metrics
(like in Figure 2 of (Kinney & Atwal, 2014)). We are considering this for future work.

B.2 Recent Ml Estimation works

We outline three different aspects in which our work differs from (Czyz et all [2023), which is an important
recent study that also tests MI Estimators and their performance under various settings.

Choice of transformations: As the focus in (Czyz et al, 2023) is not particularly on the neural net-
work use case where X is the input and Z represents a feature layer, their choice of transformations is
motivated differently. Most of their transformations are dimension-wise, i.e., a transformation applied to
each dimension. The only exception is their spiral diffeomorphism (Figure 5 of (Czyz et al., |2023))), which
radially morphs the distribution in such a way that the MI is preserved. We note that as our focus is mainly
on the natural use cases of MI in deep learning, we construct certain types of transformations relevant to
this setting. Apart from the cubic transformation, which is dimension-wise, all our other transformations
are motivated by the potential use case in deep learning. We outline each one as follows. The sigmoid
transformation is motivated by potential uses of sigmoid in the network’s hidden layers. The random matrix
multiplication (randmat) transformation is motivated via the features undergoing similar transformations
through neural network layers, which are usually matrix multiplications followed by non-linearity. Note that
the randmat also has an additional scaling term « (Section [£.3)), which scales the resulting transformed
vector as we wish to also focus on the robustness to scale. The duplicate-noise transformation, which adds
dummy noise dimensions, is motivated by the fact that the number of hidden neurons can change through
the layers and often many of these dimensions deeper within the network are usually very sparse and noisy.
Similarly, the duplicate-self transformation is another approach to changing the dimensionality of the input
while preserving the total information.

Preprocessing methods: |[Czyz et al.| (2023)’s work indeed finds that the Gaussianization-based local
normalization yields better results than uniform marginalization, when the base distribution is the multi-
variate student distribution. However, they do note that the improvements are minor, and overall they end
up choosing the standard variance-based local normalization over the other two. Our conjecture is that
Gaussianization may work better when the distribution has long tails, as long-tail distributions are typically
harder to estimate MI for, which was observed in (Czyz et al., [2023)). This is potentially because the data
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samples that are a part of the long tail may end up adding more noise to the final estimate, than in a typical
case with Gaussian variables, and Gaussianizing the data preserves MI while avoiding long tails in the input,
thereby leading to better performance. A potential direction of future work is thus incorporating similar
considerations for our global normalization strategies to further enhance the accuracy of MI estimators.

Scale invariance: As the data was already preprocessed using local normalization approaches, scale invari-
ance isn’t a part of the analysis in (Czyz et al.,|2023)), similar to (Kinney & Atwall |2014]). In our case, all our
proposed normalization approaches are focused on scale invariance while retaining other desired properties
which may not hold for standard normalization approaches, such as robustness to noisy dimensions.

B.3 Neural network-based pre-processing

As one of our contributions is a set of new pre-processing strategies to ensure desirable scale-invariant
behaviour of MI estimators, we discuss how this compares to other recent work that uses neural networks to
learn pre-processing strategies for more accurate MI Estimation.

Gowri et al.| (2024): In this work, the authors propose a two-step MI estimation procedure. First, they
train compressed representations of the input which minimize an upper bound on the conditional entropies
between the compressed representations and the input/output, after which they estimate the MI between
the compressed representations using KSG. In the limiting case, these compressed representations would
preserve the true MI, otherwise, normally they are upper-bounded by it. It is worth noting their compressed
representations can be of any isomorphic form w.r.t the choice of compressor, and as they use neural networks,
the scale of the compression can vary. So to alleviate the issue, they use the standard unit normalization
approach (local). As such, our findings in this work, including the different variants proposed for global
normalization, can be applied to their KSG estimation step to generate more robust MI estimates.

Butakov et al.| (2024): It seemed to us that this work proposed a new estimator using normalizing flows,
which in this case are function maps (which can be a neural network) which eventually transform the data
distribution to a simpler one which has a closed form solution for MI estimation. In their work, they seem
to focus on a Gaussian base distribution. In principle, their estimator could be scale invariant, as their final
estimator is the analytical MI expression itself. However, we did not see any explicit theoretical study on
this, as one will need to show that the correlation matrix at the end of applying multiple normalizing flows
is invariant to one-sided scaling of one of the variables. Overall, our work points out that scale-invariance is
an important consideration for any MI estimator to prevent scale confounding in the estimates.

B.4 Contrastive Learning-based MI Estimators

Contrastive learning-based MI estimators, such as InfoNCE (Oord et al.||2018), estimate mutual information
by maximizing the similarity between positive pairs while minimizing similarity between negative pairs.
However, we can show that these estimators do not satisfy one-sided scale invariance, which is a key
focus of our work. InfoNCE estimates MI by optimizing the following loss function:

ef(X,2)
Lintonce(X, Z) = —E |log W ’
where f(X,Z) is a learned similarity function, often a dot product or cosine similarity. The true MI is
computed as the lower bound I(X; Z) > logn—Lintoncr (X, Z). In the original work, they used a dot-product
like function, yielding f(X,Z) = g(X)TWZ. We note that when Z is scaled here, we obtain f(X,aZ) =
et (X,2)

af(X, Z). However this yields Linonce (X, aZ) = —E {log W

in the limiting case when o — 07, we can see that log % = log %, thus limy—0 Linfonce (X, aZ) =
. € E y
J

} . This will not be scale invariant, as

logn in this scenario. Thus, the lower bound in this case would be I(X;Z) > logn — Litoncre(X, Z) = 0.
Having noted that, applying local or global normalization to X and Z should similarly yield a scale invariant
estimator, so it is worthwhile exploring our approaches in this setting for future work.
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C Appendix: Details for Experiments

C.1 Details for the Section 5: Experimental Studies

Key Parameters:
Figure 1: Average MI estimates for KSG for a varying number of noise dimensions

o Setup: Additive Gaussian (X,T € R? where T = X + ¢, with € ~ N (0,0215))
e Number of Samples: 1000

e Number of Trials: 10
1

e g — ﬁ
e« o/ = 0.04

Figure 2: Bias of MINE-based measures for varying noise dimensions

o Setup: Correlated Gaussian X, T € R? with correlated coefficient p
e Number of Samples: 1000

e Number of Trials: 10

¢ Correlation coefficient: p: 0.2

Figure 3: Bias of the KSG estimator with the real data dimension
Figure 3(a):

« Setup: Correlated Gaussian X, T € R? with correlated coefficient p
e Number of Samples: 1000

e Number of Trials: 20

o Dimensionality (d): Evaluated over d € {1,2,3,4,5,6,7,8,9}

Figure 3(b):

o Setup: Correlated Gaussian X, T € R? with correlated coefficient p

e Number of Samples: 200

e Number of Trials: 20

o Correlation coefficient: p ~ Unif[0.4,0.9], where Unif denotes the uniform distribution
o Dimensionality (d): Evaluated over d € {2,4,8,16,32,64}, and log,d € {1,2,3,4,5,6}.

Figure 4: Data duplication: Average MI estimates for KSG-based approaches.

o Setup: Additive Gaussian (X,T € R? where T = X + ¢, with ¢ ~ N (0,0%;)), and X' =
X, X, X,...,X].

¢ Number of Samples: 1000

e Number of Trials: 10

« Dimensionality of Final Input: dx/ € {2,22,42,62,82,102,122, 142,162, 182}

Figure 5: Estimator bias versus dimension: Comparing MINE with MINE-Global variants
« Setup: Correlated Gaussian X, T € R? with correlated coefficient p
e Number of Samples: 1000
e Number of Trials: 10

¢ Correlation coefficient: p: 0.2
o Dimensionality (d): Evaluated over dx,dr € {1,2,3,4,5,6,7,8,9}

Figure 6: Analysis of MI Estimators in response to data scaling. Estimates are for I(nX;T),
where 7 is the scaling factor

Figure 6(a) & 6(b):
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e Setup: Correlated Gaussian X,T € R? with correlated coefficient p, estimates are for I(nX;T),
where 7 is the scaling factor.
e Number of Samples: 1000
e Number of Trials: 20
o Correlation Coefficient: p: 0.8 (KSG); 0.5 (MINE)
¢ Scaling Factor (7):
— For KSG: 7 € [1072,10%], equispaced on a log;, scale.
— For MINE: 5 € [1072,10], equispaced on a log;, scale.

Figure 6(c) & 6(d):

o Setup: Correlated Gaussian X, T € R? with correlated coefficient p, RMSE of MI estimates I(nX;T),
where 7 is the scaling factor.
¢ Number of Samples: 1000
e Number of Trials: 20
o Correlation Coefficient: p ~ Unif|0,0.8]
e Scaling Factor (n):
— For KSG: 7 € [1072,103], equispaced on a log;, scale.
— For MINE: n € [1072,10], equispaced on a log;, scale.
e Error Metric: RMSE computed between MI estimates and ground truth.

Figure 7: Average MI estimates for various estimators across different values of SNR.

o Setup: Additive Gaussian noise base, where T' = X + ¢ with ¢ ~ N(0,02I5). Additionally, T is scaled
to T = 0.1T, and the mutual information is estimated as I(X;T").
e Number of Samples: 1000

e Number of Trials: 10
1
VSNR
o Dimensionality (d): dx,dr =2

e g =

D Background: Multivariant Student’s t-distribution

Sampling Process To generate correlated samples following the multivariate Student’s t-distribution,
we construct a dataset where each sample consists of two correlated random variables, X and T, with a
specified dimensionality and degrees of freedom (v). The multivariate Student’s t-distribution is obtained
by first sampling an (m + n)-dimensional random vector (X,T) ~ N(0,Q) and a random scalar U ~ x2,
where € is a positive definite dispersion matrix. The rescaled variables are then defined as:

~ |v ~ v
X=X,/=, T=T\=
U’ U’

which follow the multivariate Student’s t-distribution. The tail behavior is controlled by the degrees of
freedom v, where lower values result in heavier tails. Specifically, for v = 1, the distribution reduces to the
multivariate Cauchy distribution, for » = 2, the mean exists but the covariance does not, and for v > 2,
both the mean and covariance exist, with Cov(X,T) = -%5€. When v > 1, due to the concentration of
measure phenomenon, U has most of its probability mass around v, and the variables (X, T) can be well
approximated by (X,T).

Ground Truth Mutual Information Estimation The mutual information I(X;T) quantifies the de-
pendency between X and T and can be computed as the sum of the mutual information of the Gaussian-
distributed basis variables and a correction term. (Arellano-Valle & Azzalini, 2013)) proved that:

I(X;T) = I(X;T) + c¢(v,m,n),
where the correction term c(v, m,n) is given by:

cv,m,n) = fv)+ fv+m+n) = flv+m)— fv+n),
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with
o= st (5) - 50 ).

where ¢ (z) is the digamma function. Unlike the Gaussian case, even when ) = I, 1, the mutual information
I(X;T) = ¢(v,m,n) remains non-zero, as U provides additional information about the magnitude. In our
benchmark, we use this dispersion matrix to evaluate how well estimators capture the information contained
in the tails, rather than focusing solely on estimating the Gaussian term.

E Sampling details for Synthetic Experiments

For our synthetic experiments in Tables [2[and [3|in the main paper, we describe how the various parameters
in choosing the distribution base were set (from Section .

1. Correlated Gaussians: For each trial, we sampled p ~ U(0,0.8), where U(a,b) denotes the uniform
distribution between a and b.

2. Additive Gaussian Noise: First let 0 = \/g Then for each trial, we sampled a ~ U(0,2.0).

3. Student’s t-distribution: In each trial, a random dof v from {1,2,3,5,8} was chosen (uniformly
distributed), which is the same set of dofs used in (Czyz et al.| [2023), and the dispersion was set as

— |:Idim pIdim:|
plaim  Idim

where p is sampled as p ~ U(0,0.8).

F Ml Estimators: Configurations

F.1 KSG

We used the NPEET MI estimator toolbox for estimating KSG and KSG-based measuresﬂ We set k = 3 for
all experiments. For the global KSG variants, we fix ¢; = 0.1,¢c0 = 0.2,..., ¢, = 2 for all our experiments.
F.2 MINE

We used the popular pytorch-based package E| for the MINE implementation.

Overall MINE implementation: For estimating I(X;T), we used single-hidden layer ReLU-activated
neural networks of the configuration: (dx + dr) — Hy — Hy — ... — Hp — 1, where dx + dr is the
dimensionality of the input and Hi,..., Hy is the number of hidden neurons for each hidden layer. The
last layer is a linear layer. We used the Adam optimizer with a learning rate of 0.001. The hidden neuron
configuration varies depending on our experiment. We set the number of epochs to 50 for all experiments.
Given a training dataset S = {(X1,T1),...,(Xn,Tn)}, the network Fy effectively minimizes the following

loss:
—7ZF0 X;,Ty) +log< ZeF9 Xi, T ) . (9)

i=1

Note that we estimated MINE in the standard manner as per its original definition, which is, once the
networks are optimized, we estimate the above loss on the training dataset |Song & Ermon| (2019). It is
noteworthy that to avoid overestimation, (Czyz et al., [2023]) proposes an approach where the MINE estimate
is computed on the test data. However, in our case, we find that MINE does not overestimate for most of
the cases in Tables 3 and 5, as it almost always has a negative bias, and thus the training/test split approach
is not necessary.

3 https://github.com/gregversteeg/NPEET 4 https://github.com/gtegner/mine-pytorch
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Figures [1bl3bl4l5b| and Table For the small dataset cases, we found that using a smaller number of
hidden neurons yielded significantly better and more stable results. Thus, for Figures [1bl3bll4li5b| and Table
using a single hidden layer with H; = 20 yielded the most stable results on average, and thus we set
H, =20. We found that for this small sample size setting, increasing H; led to unstable estimates and large
variance of estimators.

Figure [6: For the larger dataset cases, which is the case for our real datasets, we were able to increase
H, and the details are as follows. For the IB dataset, we have one hidden layer with H = 30 neurons. For
MNIST and CIFAR-10 datasets, we have two hidden layers with H = 30 neurons each. For the SVHN
dataset, we have one hidden layer with H = 100 neurons. The network layers are ReLU activated.

F.3 Network Architecture for Neural Network Analysis in Section 6

Table 4: Model Architecture for IB Dataset

Layer Dimension Activation Function
Input 28 x 28 -

Flatten 12 -

Dense 10 ReLU

Dense 7 ReLU

Dense 5 ReLU

Dense 4 ReLU

Dense 4 ReLU

Dense 2 SoftMax

Table 5: Model Architecture for MNIST Dataset

Layer Dimension Activation Function
Input 28 x 28 -

Flatten 784 -

Dense 1024 ReLLU

Dense 20 ReLU

Dense 20 ReLU

Dense 20 ReLU

Dense 10 SoftMax

Table 6: Model Architecture for CIFAR-10 Dataset

Layer Dimension Activation Function
Input 32x32x3 -
Conv2D 32 x 32 x 16 ReLU
Conv2D 32 x 32 x 16 ReLLU
MaxPooling 16 x 16 x 16 -
Conv2D 16 x 16 x 32 ReLLU
Conv2D 16 x 16 x 32 ReLU
Global AveragePooling 32 -
Dense 64 ReLU
Dense 10 SoftMax

For the MNIST and IB datasets, we replicate the network architectures from |Saxe et al.| (2018])’s work, using
the widely-adopted ReL U activation function for the hidden layers. Specifically, for the IB dataset, we utilize
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Table 7: Model Architecture for SVHN Dataset

Layer Dimension Activation Function
Input 32x32x3 -
Conv2D 32 x 32 x 16 ReLU
Conv2D 32 x 32 x 16 ReLLU
MaxPooling 16 x 16 x 16 -
Conv2D 16 x 16 x 32 ReLLU
Conv2D 16 x 16 x 32 ReLU
Global AveragePooling 32 -
Dense 256 ReLU
Dense 10 SoftMax

a neural network with 7 hidden layers of dimensions 12-10-7-5-4-3-2. For the MNIST dataset, the neural
network consists of 6 fully connected layers with dimensions 784-1024-20-20-20-10.

For the CIFAR-10 dataset, we adopt a neural network with 4 convolutional layers, 3 fully connected layers.
The networks are trained using SGD and cross-entropy loss. We train 2000 epochs for the IB dataset, 200
epochs for the MNIST dataset, and 1000 epochs for the CIFAR-10 dataset.

In Tables[dl]7] we present the network architecture and output dimensions for each layer of the neural networks
used in our study. The layers with bold text are the layers for extracted Z.

For the IB dataset, we trained for 2000 epochs with an SGD optimizer and a learning rate of 5 x 10~3. For
the MNIST dataset, we trained for 200 epochs with an SGD optimizer and a learning rate of 5 x 10~%. For
the CIFAR-10 dataset, we trained for 1000 epochs with an SGD optimizer and a learning rate of 1 x 1073,
For SVHN, we trained for 200 epochs, with an initial learning rate of 1 x 1073, The batch sizes were 256 for
the IB dataset, 128 for the MNIST dataset, and 512 for the CIFAR-10 and SVHN datasets.
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G Full Results on Synthetic Data

We provide the full results of Tables[2]and [3]of the main paper, in Table[0] and include the full results for the
correlated Gaussian distribution and the Student’s t-distribution bases in Tables [I0]and [§] In the following
tables, in addition to the normalized root mean squared error, we also report the Spearman correlation and
Bias of each estimator, as defined in Section Table [9] addresses the full KSG and MINE results in the
same setting as Tables [2] and [3] and similarly, tables [I0] and [§] address the full KSG and MINE results for
the correlated Gaussian distribution and Student’s t-distribution bases.

These are the specific takeaways from the additional results that follow:

1. Very interestingly, we find that although the prediction error in terms of normalized RMSE quickly
becomes higher than random guessing (red entries) for data in higher dimensions, the Spearman
correlation of MI estimates with the ground truth MI still stays high in many cases.

2. A particularly notable example of this is for KSG variants, where we find that in spite of normalized
RMSE exceeding 1, the KSG variants still have Spearman correlation measures very close to 1,
showing that they are very highly rank-correlated with the true MI. It is therefore clear that the
large negative bias of KSG variants in high dimensions affects all cases similarly, and thus the
dependency between the estimated MI and the true MI remains. This also highlights that using
some carefully calibrated ways of estimating MI in high dimensional settings may yield very accurate
predictions in terms of normalized RMSE as well.

3. In fact, we find that over all cases in correlated and additive Gaussian setups, only the KSG-global
variant stays very consistent in terms of high Spearman correlation. Barring only two cases, we see
that the Spearman correlation of KSG-global-L, is always greater than 0.9.

4. We find that overall our normalized variants of KSG and MINE showcase bias closest to 0. We see
that for all variants, the bias roughly becomes increasingly negative as the dimensionality of the
input increases. This mirrors our observation in Section [£.1.2}

5. We find that the overall results suffer in the heavy-tailed case of the Student’s t-distribution base,
especially MINE variants. However, we still see KSG-global-L, show consistently best performance
among the KSG variants in most scenarios, and overall find that MINE-glo-corr shows better per-
formance than other MINE variants, although the improvements are less significant in that case.

6. We find that certain transformations are more difficult to handle than others. Notably the cube
transformation which non-linearly maps each individual dimension, seems to significantly impact
performance negatively. This shows that invariance to diffeomorphisms such as the cube transfor-
mation is still a challenging problem.

26



Published in Transactions on Machine Learning Research (07/2025)

868°0 997°T- 608°0 86¢£°9- 9Py 1- 604°0- 808°0- 9TET- 8€T'T- selq
¥6€°0- 8¢°0- ¥8¥°0- 260°0- €69°0 L6L°0 cIvo GLEO- 0640 ueurreads 91 A ,
L6671 €01 PES'T 9I8'TI 381 91L°0 L€8°0 6021 AN wIou-HSINY
9€9°1T- e8I~ 9 1- G6L°0T- 0v0'1- 69L°0- £€66°0- 780~ cy6°0- selq
760°0 1020~ ¥80°0- G91°0- GeL’o 046°0 9¢6°0 866°0 6080 ueurreads 9 S S
E0'T PIT'T P0'T Grear 0€6°0 gcL’0 cy6°0 1080 G98°0 | WoU-HSINY
8G6'T- 656°T- cvo'e- GT8LEGT £€66°0- P8I'T- L6C°T- ¥ve'1-  €L6°0- seIq
cc0- c8T°0- L6€°0- [4aN0] 696°0 Gee0- 0€7°0- €CV'0- 296°0 ueurreads 9 » »
[ PIT'T 9GP'T 9287969 6€6°0 Gcl'l 102°1 €911 €€6°0 | WIoU-HSIN'Y
¥69°1- 648°T- CLL'T- VLE8- Iy 1- 169°0- 018°0- 096°0- 8€T'T- serq
69¢°0- 19¢°0- €€T°0- c61°0- €69°0 L08°0 LLE°0 8€0°0- 0640 ueurreads 9 S
80T €r'T 960°T 9GL°€T e8C'1 €04°0 cy8°0 886°0 SYI'T | WIou-HSIN'Y
v2e0- CILT- 66L°0 L6€°9- Yo 1- 008°0- LL8°0- €0€'1- 6611~ selq
61€°0- 60¢°0- G0- G60°0- GL9°0 668°0 Geeo 12¢°0- L2L°0 ueutreads 9| A rN
660°T 980°T 867'T CIS'TT (451" 99.°0 198°0 002'T 1C1'T | WIou-{HSINY
G190~ 12e1- €LT°0 G86°G- 9CT'1- Tc9s'0- 8¥9°0- vaeeT- ¥.6°0- serq
9¥¥°0- 18€°0- cs0- 88€°0- 696°0 €88°0 £€79°0 GL6°0 ueurreads vy, LN
L68°0 688°0 8€0'T YOv 11 6201 cvso 169°0 0€6°0 | WIOU-HSINY
9L T- VLT 9L9°T- €'86¥8¢- 01e'1- L8T°T- €0T'1- 18071~ selq
Lve0- 8€°0- L2070 €01°0- 8€EV°0 29070~ cee0- 999°0 ueutreods i A
€e0'T 620°T 986°0 €°9T667T ¥60°T 880°T Tt 600'T | WIou-HSINY
92470~ LYET- 602°0 ¥8°9- £V7°0- 0gv 0- 8T¥°0- LEV0- selq
6170~ 1,20~ 8640~ LVE0- 996°0 T196°0 196°0 296°0 ueurreads v,
268°0 68°0 €E0'T T8L°C1 90¥°0 96€°0 €6€°0 €0V°0 | WIou-HSIN'Y
€V0°T- Le71- G0°T- 29l VP 0- 0cv°0- 019°0- LEVO- selq
10T°0 cs10- 910~ TLE°0- 9%96°0 196°0 196°0 ¢%6°0 ueutreods i VA
9g.°0 L48°0 ¥08°0 91761 907°0 96€°0 186°0 €0V'0 | WIou-HSIN'Y
8T'T- TLET- 61T T- c0e'eT- 0LL°0- 687°0- ¥19°0- ¥0L°0- seIq
8¥¢'0- cITo- €410 60€°0- LEL°0 656°0 L¥6°0 68L°0 ueutreads vy, N S,
€¥8°0 188°0 T1€8°0 806°8T 6€L°0 09%°0 18¢°0 G89°0 | WIOU-HSIN'Y
9TV 1- 90G°T- 90¥°1- 8¥¢'9- 9eT'1- cgs'0- 6¥9°0- ¥.6°0- serq
1€°0- LLT°0- 8¥¢€°0- 62¥°0- 696°0 €88°0 6€9°0 GL6°0 ueurreads i S
V16°0 LE6°0 ¢16°0 10701 620°T 2vso 769°0 0€6°0 | WIOU-HSINY
9€¢'1- VL0 T- ¢G0T YO8 TT- 678°0- 617°0- S1¥°0- cGL0- selq
qero- 600°0 860°0 614°0- €8L°0 898°0 0480 7180 ueutreads 4 »rN
€VvL°0 2840 895°0 ¥2s0 98¢2°0 182°0 GLY'0 | WIou-HSINY
L96°0- L6°0- 686°0- 6LG°TT- 269°0- 882°0- 1LE°0- L29°0- selq
c00°0- 1€0°0- 8L0°0- cyeo- 928°0 6.8°0 668°0 480 ueurreads 4 A
e 2940 694°0 8ER'ET 8€Y°0 4220 9vc0 €07'0 | WIou-HSIN'Y
Gv6°0- G86°0- GL6°0- 8LGTT- €08°0- G6€°0- ¥8¥°0- 91L°0- selq
€20°0- G00°0- €10°0- ¥rao- 018°0 G68°0 L06°0 L2880 ueurreods 4 VA AR
6€S°0 $94°0 [45<y0] LER'ET 967°0 vL2°0 L0€°0 02e0 16Y°0 | WIou-{HSINY
1102-0[3-ourul  O[S-oultd  DO[-ouTuI aurm posiaea-3sy °7-018-8sy 0[3-8s) 20[-8sy sy omsEow p up sp 895 @ wu

soanseaA poseq-ANIIN

seansea]N paseg-9HS3

uorjeurIojsuedy,

aseg UOIINLIISIP-} S, JUOPNIG PAIR[OIIO)) :SI0YeWI)SH [N JO seanseawr soueuriojiod Surredwo)) :g o[qe],

27



Published in Transactions on Machine Learning Research (07/2025)

16€°0 890°0- LV8'T- VI8°0- T18°0- 126°T- GLT'C selq
LI80 9080 €180 $66°0 S66°0 926°0 GG6°0 ueurredds 91 2 ’
ayeo LIS°0 TER'T 918°0 7180 S06°T 1€1°C wIou-HSINY
8¢0'T- <o 296°0- 0ST 1~ 999°1- GLTT- 0€L'T- Selq
8180 86.°0 GLLO 9L6°0 1.8°0 L€6°0 Y1€0 ueutreads 9 A A
8C0'T 880°T V10T 6CT'T 099°1 GLC'1T 0€L'T uLou-HSINY
1L6°0- €€6°0- 8CT'T- 16C°1- 609°1- Ve 0TV 1- Selq
I88°0 €8L°0 769°0 686°0 896°0 6160 186°0 ueutreads 9 Va Va
700'T 166°0 €Ic'T 06¢'1 G09'1 1 807’1 WLIOU-HSINY.
qerT'1- 91T 1~ 198°T- 018°0- 608°0- 9TI8°0- GLI'C selq
qI8°0 TLL0 cr80 S66°0 G66°0 S66°0 L6670 ueurreads 9 Va
G8T'T LVTT €V8'1T 2180 T18°0 918°0 1€1°¢ WIou-HSINY
I8T°0- 6L1°0- 8681~ 120°T- 120’1~ 6161~ VL1°C- selq
geg0 98L°0 ze8°0 686°0 686°0 G060 996°0 ueurreads 9| A VAN
LEV'O 0L8°0 I88'T 120'T 120°T 706°T 6C1°C wWIou-HSINY
8¥1°0 ¥00°0- 6TT'T- ove0- 6€C°0- CIT'1- GeT1T- selq
6€6°0 0.8°0 2080 $66°0 966°0 916°0 166°0 ueurreads V|2 L’
982°0 €Cr°0 Gee'l T10€°0 00€°0 el vev'l WIOU-H SN Y
0960~ v16°0- 8611~ €LL70- 96L°0- 9180~ Sr0'1- Selq
69L°0 G06°0 creo 696°0 196°0 GL6°0 €50 ueutreads ¥ A
cII'T 61T 660°T VLG°T 1€6°0 656°0 22670 €EC1 uLou-HSINY
8110 61L°0- 2c00°0 9870~ 6€2°0- 6€2°0- L0T°T- 86¢°0- selq
2v6°0 L16°0 G980 9.8°0 766°0 S66°0 7466°0 766°0 ueutreads V|2
692°0 G68°0 €0 290 L62°0 862°0 LCET creo uou-HSINY
C€T0- Y670~ €2T°0- cc10- 6€2°0- 92v°0- Ve 0- 8620~ serq
166°0 ¢c6°0 ¢c6'0 1€6°0 ¥66°0 ¥66°0 660 ¥66°0 ueurreads 14 ,
GLE0 cr9°0 69€°0 920 L62°0 02s°0 70€°0 142\ WIou-HSINY
G92°0- 079°0- 9620~ 8€L°0- (440 0670~ €9¢°0- V1L°0- selq
G96°0 ¥¥6°0 L68°0 099°0 766°0 066°0 $66°0 67S°0 ueurreads V|, ,
I8€°0 €08°0 8¢7°0 0€6°0 96€°0 ¥65°0 ¥y 0 ce6°0 wIou-HSINY
€Veo- 18L°0- 996°0- SOT'1- oveo- oveo- ¥6C0- GeT1- selq
¢c6°0 T06°0 0€6°0 G08°0 G66°0 966°0 €66°0 166°0 wetrreads ¥ »
789°0 896°0 02,0 c0¢'T T10€°0 00€°0 cle0 eyl WIOU-H SN Y
262°0- 0ve0- €8¢C°0- 65G°0- 0S0°0- 0S0°0- 12070~ c0€'0- Selq
788°0 €480 9180 8740 186°0 1860 986°0 186°0 ueutreads 4 rS
G99°0 8490 09<°0 9€0'T €11°0 €1T1°0 gv1°0 €690 uLou-HSINY
€60°0- 9¢1°0- 8010~ €€C0- 700°0 g€0'0- €10°0- c61°0- selq
2€6°0 L16°0 626°0 8€6°0 0660 686°0 8860 2660 ueutreads 4 »rN
€€2°0 GL20 Ggco S¥yo 0S0°0 ¥80°0 090°0 geeo uLou-HSINY
LIT°0- 191°0- 0€1°0- 9¥C'0- Lv0°0- G010 cL0°0- 9¢¢’0- serq
8260 688°0 026°0 8€6°0 €860 286°0 €860 G860 ueurreads 4 LSS
842°0 LEE°0 c620 0L7°0 (0] 9 0} 8020 LVT°0 7070 wIou-HSINY
1102-0[8-outtt  O[3-aurur Jo[-our oulw | *°7-0[8-8sy 0[3-3sy 201-8sy Isy-1q S p up sp 9s @0 uu

soanseo A paseq-ANTIAN

saansea]\] pased-HS

UOIjeurIojsuedy,

(s3nsey [n.]) eseq OSION URISSNRr) dATYIPPY :sIojewnisy [JN JO senseawr soueuriojrod Surreduwro)) :g o[qe],

28



Published in Transactions on Machine Learning Research (07/2025)

L20°0- G80°0- L10°0- S0T°0- 000°0 ¥10°0- 0%0°0-  0v0'0- selq
096°0 096°0 €96°0 €6L°0 L96°0 ¥96°0 €760  896°0 ueurresds ¢ ooor | £ A,
0ST'0 Geeo LST°0 08¢2°0 190°0 8L0°0 6ST°0  TpI'0 | WIOU-HSINY
096°0 186°0- vvo Sy T- €2L°0- 12L 0~ 98¢'T-  ¢IT'T- selq
868°0 166°0 GL80 8VL°0 266°0 266°0 0S¥°0- 6900~ weurreads 0t ooot | ~ ,
€2L°0 0601 8080 G811 LL8°0 G180 91¢'1 Pep'l | WIou-HSINY
198°0- 0€0°1- v¥8°0- 698°0- 068°0- YT 0er'1-  €€0'1- selq
696°0 286°0 ¥56°0 9460 986°0 L¥6°0 w90 G180 weutredds 0T 0001 A ,
cl6'0 220'1 988°0 L€6°0 €901 €6ET 09¢'1 L1G'T | WIOU-HSINY
9L6°0- Gce1- 0660~ c8T'1- T10°T- TIT 1~ €901 VIT'T- selq
916°0 cv6°0 €€6°0 G990 006°0 G880 €c8°0  1€8°0 weutredds 0T 00G S S
9Tl G8E'T €911 L8¢'1 €1e'1 1ce'T oIVt 966" T | WIOW-HSINY
¥8L°0- c9e'T- 1sv°0- 8TV'1- 606°0- 016°0- €8¢'T-  TIC'T- selq
98.L°0 TLLO G000 064°0 60 G€6°0 €80°0-  LeT'0- ueurresds ot ooz | A~ VA
960°'T 1T €90°T 9T 1211 (44N} PIGT  Pop1 | WIOU-HSINY
062°1- 88¢€"T- 88C°1- [A AN 096°0- 196°0- (44 R R selq
908°0 0620 ¢l1g'0 €96°0 296°0 0LT°0  T€T°0 weurreads 0T 002 ,
eyl L6€°1 4! 000°1 666°0 ELV'1 [RET | WIOU-HSINY
€89°0- L9670~ 925°0- 089°0- ovv 0- 9G¥7°0- G¢19°0-  €29°0- selq
c06°0 v26°0 €26°0 I14°0 996°0 €96°0 €E€V'0  T8Y'0 weutredds g 0001 L,
99.°0 618°0 L92°0 3%6°0 vvL0 29270 186°0 8680 | WLIOU-HSINY
9L0°0 1wy o- TLT°0 ¥0€°0- veT°0- ver0- GST'0- 6V1°0- selq
¥66°0 896°0 L¥8°0 v.16°0 986°0 4986°0 686°0 0660 weuredds ¢ oootr | £~
49820 089°0 687°0 Y160 €92°0 €920 692°0 89T°0 | WIOU-HSINY
099°0- 889°0- 0L9°0- ¥8L°0- 09¥%°0- 970" 684°0-  6€9°0- selq
T1L°0 S08°0 €LL0 G09°0 6€6°0 L€6°0 T€6'0  €€6°0 ueurresds ¢ 002 a
L96°0 666°0 086°0 80T €69°0 g969°0 6T8°0 8140 | WIOU-HSINY
679°0- 189°0- 8¥9°0- cL9°0- 97€°0- 67€°0- 907°0- 86V°0-  ¢hv0- Selq
€€8°0 G9L°0 708°0 909°0 S06°0 G68°0 €68°0 69¢°0 €120 weurreads ¢ 00g ;
2S6°0 €66°0 996°0 .60 $29°0 829°0 889°0 €8L°0  8€L°0 | WIOU-HSINY
629°0- €L9°0- 1790~ €0L°0- ¥62°0- €62°0- [44 50 80 ¥99°0- selq
68L°0 2980 G6L°0 G1L°0 696°0 996°0 ¥96°0 80¥'0  9€L°0 weutredds ¢ 002 ,
7€6°0 3860 6¥6°0 10T 697°0 0L7°0 18%°0 8801 $96°0 | WIOU-HSINY
CIT'0- SvT0- Q0T 0- €1¢°0- 000°0 000°0 0500~ 090°0-  Tv0'0- selq
096°0 976°0 096°0 6.8°0 096°0 676°0 6€6°0 Ge6'0 060 weutredds ¢ 0001 rS
062°0 8¢€°0 182°0 687°0 090°0 090°0 <990°0 LyT°0  931°0 | WIOU-HSINY
2g0°0- cv00- G20°0- 010" L10°0 €00°0-  ¥00°0- TV0°0- T1€0°0- selq
696°0 €L6°0 176°0 L96°0 196°0 €76°0 ¥46°0 0960 L¥6°0 ueuiresds ¢ 0001 »rN
¥rT°0 69T°0 0€T°0 V.20 6¥0°0 2¢50°0 970°0 €0T°0  060°0 | WIou-HSINY
8€0°0- L8070~ 620°0- 90T°0- 000°0 €20°0- 610°0- ¥90°0-  9v0°0- Selq
196°0 696°0 v6'0 146°0 2960 096°0 1v6°0 8496°0 T196°0 weurreads ¢ 0001 A A
GS1°0 S61°0 SET°0 8.0 090°0 ¥60°0 ¢L0°0 161°0  6¢1°0 | WIOU-HSINY
9¢1°0- L2¢°0- 6v1°0- ¢8¢°0- LL0°0- Gcro- L1T°0- Ivro-  ¥elo- selq
¥v6°0 L06°0 688°0 9840 L98°0 916°0 116°0 86L0  ¥6L°0 weutredds ¢ 002 A S
gqov'o Y760 91¥°0 068°0 €82°0 ¥¢€0 182°0 GEE'0  G0E0 | WIOU-HSINY
80T°0- c61°0- 680°0- YIro- 200°0- cv0'0- 870°0- 160°0-  670°0- selq
0¥6°0 1€6°0 626°0 9880 818°0 868°0 ¥16°0 €260 €26°0 weutredds ¢ 00g A
gq1€’0 GLV'0 12€°0 64€°0 9110 091°0 0rT°0 OPT°0  8€T'0 | WIOU-HSINY
86270~ L6270~ Lye0- 86270~ ST0°0 v10°0 0500~ €20°0- 1200~ selq
1080 964°0 T1L°0 8LV°0 9€6°0 8€6°0 ¥¢6°0 6’0 81670 ueurresds ¢ 002
ggg’o 109°0 61670 €LG°0 STIT°0 €110 (44 1) GeI'0  GgI'0 | WIou-{HSINY
110D-0[3-oultu  O[8-eur DJo[-oulwl  aurw | *°7-0[3-3sy 0[3-3sy 00[-3sy 3Jsy-1q 3Isy SR p N up sp 9s @0 uu

soanseaJAl poseq-ANTIA

soansesJA pased-9HS3I

UOI)BULIOJSURLT,

asegq UeISSNEBL) P9je[elIo)) :SI0JeWIISH [N JO seanseswr soueuriojrod Sutredwio)) :01 9[qe],

29



Published in Transactions on Machine Learning Research (07/2025)

dim = 10 dim = 50

2.0 — KSG (N=1000) — KSG (N=1000)

-- KSG (N=10000) ~ KSG (N=10000)

= KSG (N=50000) 10 K30 Lo 1000

15 KSG-Local (N=1000) KSG-Local (N=10000)
KSG-Local (N=10000) KSG-Local (N=50000)
KSG-Local (N=50000) T oot m:::xé)

— KSG-GlobalL. (N=

— KSG-Global-L (N=1000) 10 - KSG-GlobalL. (N=50000)

-+ KSG-Global-L.. (N=10000) 075 oo — BEKSG (N=1000)

... KSG-Global-L.. (N=50000) ) ULEE TETS BELE e e - BEKSG (N=10000)

— BI-KSG (N=1000)

=- BI-KSG (N=10000)

-+ BI-KSG (N=50000)

== True MI

- BIKSG (N=50000)
= True M

Average MI Estimates

Average MI Estimates

1 !
e 2
o N
S o

-2 -1 2 3 -2 -1 1 2 3

0 1 0
log1o () (Scaling Factor) log1o (n) (Scaling Factor)

Figure 7: Analysis of the KSG Estimators in response to data scaling for varying number of data samples N =
{1000, 10000, 50000}, and different data dimensionality d = {10,50}. Estimates are for I(nX;T), where n is the
scaling factor.

H Additional Results

H.1 Scale Invariance Testing

In the same setting as Section we conduct more experiments to see if behaviour of the various estimators
in response to data scaling remains unchanged for a different number of sampled datapoints N = {1000, 5000}
and d = {10,50}. The results are shown in Figures []] and

KSG: Overall, for KSG (Figure , when we're analyzing the behaviour of the native estimators, we find
that they show similar response to scale, i.e., they converge to very low values near zero as the scale n
goes to either extremity. In contrast, the scale-invariant estimators preserve the response across scales for
d = 10. For higher dimensionality d = 50, we see some interesting behavioral changes for the scale-invariant
KSG-Local and KSG-Global variants. We find that although they do not reach negligible values when scale
reaches either extreme, the average MI estimates do not stay the same for all 7, and there is some variation.
Overall, the KSG-Global and Local variants behave similarly as before, and their average measures are
relatively stable when 7 is no not small or too large. Only when 7 is either less than 0.1 or greater than 10,
we see a slightly more pronounced change for the average MI estimates.

MINE: For the MINE results (Figure , we observe some interesting variations in the scale response
depending on the dimensionality and the number of datapoints. We find that when we use a greater number
of datapoints, then the MINE estimate converges to zero only for smaller scaling factors n. Our result in
Proposition [5| essentially applies for the limiting case when n — 07, and we can intuitively show that the
value of n for which we see this limiting behaviour reduces with the greater sample number. The proof
of Proposition [f] essentially finds that the weights associated with the scaled RV 5T is upper bounded in
magnitude by a multiplicative factor of 7 and the number of updates and epochs. As a greater number of
datapoints also implies a greater number of gradient descent updates, this also implies that we shall have
potentially larger weights when the sample number increases. This implies that for larger datapoints N the
MI estimate may stay non-zero for a larger range of 1, and drop to near-zero values only near the extreme
values of 7, which is what we see in Figure[8] Lastly, we see that the local and global variants of MINE have
relatively stable behaviour of their mean values across 7 for all d, N combinations. However, we do see that
the variance of these estimators increases with more datapoints.

H.2 Impact of noise in neural network training

In this experiment, we measure the MI between the inputs (X) and the features (Z) of a neural network,
when trained on the MNIST dataset. An additive noise layer is introduced after the Z layer that adds
Gaussian noise of the form N(0,02). Thus, subsequently, I(X;Z + N(0,0?)) is measured at the last epoch
of the training to evaluate how the MI changes when additive Gaussian noise is introduced. In figure [J] the
noise level is characterized using the signal-to-noise ratio (SNR) numbers, which quantifies the strength of a
signal relative to the background noise. Specifically, an SNR of a dB implies that with unit signal power, the
noise variance is 107%/10. Consequently, as SNR increases, the noise level decreases, leading to a reduction in
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Figure 8: Analysis of the MINE Estimators in response to data scaling for varying number of data samples N =
{1000,5000}, and different data dimensionality d = {10,50}. Estimates are for I(nX;T), where 7 is the scaling
factor.

interference. The mutual information I(X; Z + N (0,0?)) is expected to increase as the noise level decreases.
Since the SNR is expressed in decibels (dB), the noise reduction is more pronounced within the range of low
SNRs (e.g. 0 to 15 dB), decreasing faster compared to the range of high SNRs (15 to 30 dB), and MI within
the range of low SNR should also have a higher growing rate compared to high SNRs.

In Figure@l7 we present the trend of I(X; Z+N(0,02)) during training, comparing the original KSG estimator,
its local-normalized and global-normalized variants, and the MINE estimator and its variants. The displayed
results represent the averages from 10 trials. For the original KSG estimator, we observe that as the SNR
increases, the mutual information does not change as initially anticipated. Instead, the results for the
original KSG estimator initially increase and then decline as SNR continues to rise. Notably, both estimators
with global normalization exhibit the most consistent trend, reflecting the expected increase in dependence
between X and Z as noise is reduced, and having a higher growing rate at low SNR regime.

a 81 Lo MinE
1 MINE-Local
7+ —®— MINE-Global-Corr
= 3 =
o )
e s®
B 3
+ + 5
N N
X X
=] =
—e— KSG 4
KSG-Local
0 —o— KSG-Global-L. 3
0 5 10 15 20 25 30 0 5 10 15 20 25 30
SNR (dB) SNR (dB)
(a) KSG (b) MINE

Figure 9: I(X;Z 4+ N(0,0?)) results with varying SNR. Shaded regions indicate 95% confidence intervals derived
from 10 trials.
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I Information Plane Analysis

In Figure we present the information plane analysis for the IB, MNIST, CIFAR-10 and SVHN datasets,
employing both KSG and MINE estimators to examine MI dynamics during neural network training. The
displayed curves represent averages from 10 independent trials.

For the IB and MNIST datasets, the original KSG estimator shows that both I(X; Z) and I(Y; Z) generally
increase as training progresses. However, our proposed KSG-global-L, estimator reveals a clear information
bottleneck pattern. Specifically, it distinctly identifies two phases: a fitting phase characterized by an initial
increase in I(X; Z) that eventually stabilizes, and a subsequent compression phase where I(X; Z) decreases
while I(Y; Z) continues to increase. For CIFAR-10, the original KSG estimator exhibits an unstable and
irregular trend, initially increasing, then decreasing, and subsequently increasing again. We hypothesize that
the initial compression phase is later overshadowed by scale-related effects. In contrast, the KSG-global-L,
estimator clearly and consistently demonstrates a monotonic compression phase, showing clear differences
from MNIST.

Results from experiments with MINE estimators also yield insightful observations. For the IB dataset, the
vanilla MINE estimator initially shows an unexpected reduction in both I(X;Z) and I(Y;Z), indicating
a brief period where the model seems to discard label information. Subsequently, we see clear fitting and
compression phases, but only for the local and global variants. On the MNIST dataset, vanilla MINE
captures only the fitting phase, with I(X; Z) continuously increasing and no subsequent compression phase.
In contrast, our proposed MINE-global-corrected variant clearly demonstrates both fitting and compression
phases, unlike the local variant. For CIFAR-10, vanilla MINE only detects a fitting phase, while local-
normalized and global-normalized MINE variants successfully reveal clear compression phases, echoing the
results from their KSG counterparts.

In SVHN, there are some interesting observations. First, we see that the vanilla KSG and MINE, and the
local normalization variants show inconsistent trends. Notably, the vanilla estimators show very less variation
in I(X; Z), thereby not capturing any notable trend. In contrast, the global variants of KSG and MINE
show a consistent trend, showing a steady compression in terms of I(X; 7). But interestingly, for I(Y; Z)
we observe that both global and local variants capture a phase where I(Y’; Z) increases, and then a phase
when I(Y; Z) actually decreases, which is reminiscent of the compression phase but for I(Y; Z) instead of
1(X;2).

J Ml versus Feature Energy in Neural Networks

An important assumption in our work is that individual dimensions of X with lower energy compared to
others have less impact on the MI estimate, as they are potentially noisier relative to the target variable.
This assumption is central to highlighting the advantages of structure-preserving global normalization over
local normalization. In this section, we verify if this is true for neural networks. Here, we analyze I(z;Y),
where Z € R? = [21,22,...,24] are the convolutional neural network features that are input to the fully
connected layers, and Y is the ground truth output label. Our overall hypothesis is, that lower the energy
of z;, the less likely it is to share any meaningful information with the ground truth output Y, and thus
more likely it is to be a noisy dimension w.r.t the output, and can be ignored. To test this hypothesis, we
conduct an experiment by training CNNs on MNIST and CIFAR-10. The architecture for MNIST consists
of convolutional layers: [64, MaxPool(2x2), 128, MaxPool(2x2), 256, MaxPool(2x2) with padding 1, 512,
MaxPool(4x4)], followed by a fully connected layer of size 512.

Similarly, for CIFAR-10, the architecture consists of convolutional layers: [64, MaxPool(2x2), 128,
MaxPool(2x2), 256, MaxPool(2x2), 512, MaxPool(4x4)], followed by a fully connected layer of size 512.

In both cases, we define Z as the input to the fully connected layer, making Z € R®'? a 512-dimensional
random variable. To analyze the relationship between feature energy and mutual information, we compute
the MI between each individual feature dimension z; and the ground truth label Y. Simultaneously, we

2
n Z,’-’

measure the average energy of each feature dimension as: a; = ) ;" ; ==, where n is the total number of data

samples.
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Figure 10: Information plane (I(X;Z) against I(Y; Z)) for IB, MNIST, CIFAR-10 and SVHN datasets. Z is the

output of 3"¢ layer for IB dataset and MNIST dataset, and 7" layer for CIFAR-10 and SVHN datasets. Details in
Appendix@
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Figure 11: Comparison of individual feature dimension energy and its mutual information with the labels for MNIST
and CIFAR-10.

We present two key results: (1) a scatter plot of a; against the corresponding MI I(z;,Y), illustrating the
relationship between feature energy and information content, and (2) a plot showing the average MI of
feature dimensions with energy below a threshold 7, computed as E,, <, [I(z;,Y)], with 7 varying along the
x-axis. The results are summarized in Figure [T}

Our findings are clear: lower the average energy of a feature, less relevant it is to the model’s output. This
reinforces our hypothesis that in the neural network setting, lower energy features are more likely to behave
as noise in the context of MI estimation.

K Proofs of theoretical results

Proposition 1. Let fgin(X ; T) denote the mutual information estimated using a fixed number of bins per
dimension, with bin edges defined by the minimum and maximum values of the data. Then, for all o € R,

IIo(aX;al) = L (XT) & I, (X;aT) = I, (X 7).

Proof. For X € Rd, define Xpin, Xmax € R? as the componentwise extrema. Under scaling by a > 0, we
have:

& max(aX) = aXmax,

min(aX) = aXmin
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so the bin edges scale by «, and the number of bins remains fixed. Thus, each bin in X corresponds
bijectively to a bin in aX with identical counts. Therefore, the empirical distribution over bins, and hence

Ibm, is invariant under such scaling. O

Proposition 2. It holds that I} g (aX;aT) = IEgo(X;T), Ya € RY.
Proof. Let 1 denote the digamma function(Abramowitz, [1974)), and

Nowiso = O H||aXi — aXj|loo < P (10)
i#i

where py ; o is the sup-norm distance of {aX;, oT;} to its k-nearest neighbor in the joint {aX, aT'} space.
Here ||aX; — aX|||o represents the X-dimensions only distance.

Then, the KSG estimate of mutual information (equation 3 from (Kraskov et al., 2004) is

f?(SG(OZX;OéT) == 1/}( ) +'l/) Z nam ,1,00 + w(nat 1 cx))) . (11)

1 1
ko n

Let p}, ; o, denote the sup-norm distance of {X;,T;} to its k-nearest neighbor in the joint {X, T} space for
the unscaled variables. It is trivial to see that py i oc = ap;m’oo.
We then have,
Nax,ico = Z]I{Hoin —aXjlle < ap;e,i,oo} = ZH{HXl - X[l < p;c,i,oo} = Ng,i,00- (12)
i i
One can similarly show that nq¢i.0co = N¢,i,00-

Thus, ¥ (Naz.ice) = ¥(Naico) and Y(Nat.ise) = ¥(neiso), and it follows that T} ¢ (aX;aT) = Ik go(X;T).
O

Proposition 3. Let {(X;,T;)}", be drawn ii.d. from a bounded distribution on R¥* x R97 that is
absolutely continuous. Then, it holds almost surely that

~ -~ 1
lim Igea(X;aT)= lim Igga(X;aT) =——.
ol ksa(X;aT) m rsa(X;aT) L
Thus, f;‘(SG(X; aT') need not be equal to :T}”(SG(X; T).

Proof. Following the proof of Proposition [2| let pj ;o denote the sup-norm distance from (X, aT;) to its
k-th nearest neighbor in the joint space (X, aT). Define

Natieo = O H{||aT; = aTj||se < prico}s (13)
J#i
and similarly for ng ; . The KSG estimator’s estimate here will be:

T sa(X;aT) = (k) +9b(n) = = = Y ($(nayi00) + P(Nati00)) - (14)

i=1

First, we observe that

lim (X, aT) = (X;,aT) |, = T max{|Xi = X; e, a|T = Tk} = X = Xyl (15)

a— 0t
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Furthermore, as X and T are absolutely continuous, it holds almost surely that the k-nearest neighbor
distance in X space will be greater than zero and finite.

In the limit o — 0%, all pairwise distances ||aT; — aT}||oc — 0, and thus natico = Z#i I{||aT; — aT}l|eo <
Phisoo} = M.

Next, from equation [15|it follows that py ; ~ becomes the k-nearest neighbor distance in X space as a— 07,
and thus we can write

im0 = Y T{1Xi = Xlloo < pric} = b (16)
J#i

This enables us to replace the terms in equation [I4] yielding

3

1 1 1
2 W)+ () = (a7)

K2

lim (k) + ()

Il
-

Lastly, by global scale invariance (Proposition , IA}“‘(SG(X; o) = f?(SG(é X; T), and thus,

- - 1 N 1
Jim Tisq(X;aT) = lim Tige(—X3T) = Blimw Iisa(BX;T) = ——. (18)

Proposition 4. It holds that 1§ g ope(X;0T) = I}y npope (X T) Va € RY .

Proof. Let f be any neural network function used in the MINE objective:

E(X,T)NP(X,T) [f(Xv T)] — log ]E(X,T)NP(X) x P(T) [6f(X7T)]~ (19)

Define a corresponding function f’ for the scaled variable a1 by setting the first-layer weights on T in f’ to
Wi = Wr/a, and keeping all other parameters identical. Then f/'(X,aT) = f(X,T), so both expectations
in the MINE objective remain unchanged after the transformation.

As this holds for any f, the supremum over all such functions is preserved under scaling of 7' Hence,
LN Bopt (X5 &T) = I3 1 n g ope (X5 T) for all a > 0. O

Proposition 5. Consider the MINE optimization problem with input data S = {(aX1,Y1),..., (aX,,Y,)}
where X € R% Y € R% (X,Y) ~ P(X,Y) are bounded RVs and a € RY is a scaling factor. We consider a
neural network of depth L + 1 having hq, hs, ..., hy ReLU-activated hidden neurons in the respective layers.
The network is trained via gradient descent on the MINE loss function in [Belghazi et al.| (2018) for a fixed
number of iterations ny, with a learning rate schedule 0 < 7(t) < oo for all ¢ < np. Let the weights between
the i*" node of the [ + 1" hidden layer and the j** node of the I** hidden layer after t iterations be denoted
by wél(t) Assume that the initialized weights are bounded, i.e., V (1,4, j), \w§2(0)| < e for some € > 0. Lastly,
let w;-)i [X] denote the first layer weights that are attached to X. We then have, V(i, j),

: 0
a}g& ‘wji[X}(nT)} Se (20)
Proof. Let Zé (ax,y;t) denote the output of the j** node at layer [ in response to (ax,y) as the input at

iteration ¢, where (z,y) is a sampled instance of P(X,Y). Note that when [ = 0, Zé will be the inputs to

L. at iteration t is

the network (az,y) itself. As we are given the dataset S, the weight update rule for wi;,

then wh, (t + 1) = wl;(t) + Awl,(t), where
1 n
Awly(t) = —n(t)~ > ZiaXy, Yis )0 (a Xy, Yis ), (21)
k=1
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Here, (Sffl(osz7 Yy;t) denotes the backpropagation error signal at the i neuron of the (I 4 1) layer at
iteration ¢, computed in response to the input pair (aXp,Y)). For notational simplicity, we omit the input
instance arguments in the following expressions, and write the error signal as 67! (). Let a(-) be the ReLU
activation with its derivative o/(-) € {0,1}. Then we have,

hy
F10) = (1) (z az<t>w;;1<t>) , @)

where zéfl(t) denotes the pre-activation output of the j** node of the (I — 1)** layer itself. Note that
Z]l-(t) = a(zé-(t)) for I > 1. As |d/| <1, this yields:

hy
1651 ()] < Z |6: (8wl (B)]. (23)

Let us assume the whole network function can be denoted as fi (X,Y) : R%=+4s — R. Note that the network
outputs a single real number, and the last layer does not have any activation function (which is ReLU for
the other layers). In the context of MINE’s optimization problem, the network minimizes the following loss
function:

n

fMINE(X§ Y) = 7% Z fW (Oin, }/7) + lOg (711 Z 6fW(aXi,f’7:)> ) (24)
=1

i=1

The error signal at the last layer, §7+1(¢) is the derivative of the loss w.r.t the network output. However,
as the MINE optimization effectively has two distributions P(X,Y) and P(X)P(Y) of input, we consider
the error signal of these distributions separately. The loss function for the input X;,Y; ~ P(X,Y) is
—%fw (aX;,Y;), which yields an error signal 6471 (t) = —1/n. Whereas, the loss function for the input

X;,Y; ~ P(X)P(Y) is log (% S efw (O‘Xi’Yi)>, which yields an error signal

15 fw(aX:,Ys WX T
o (1) = (los (3 e ( ) et O (25)
dfw (OéXj,}/j) E?:l efW(OéXin)

Thus, across both cases, we have that the error signal ‘5L+1(t)‘ <1.

Next, we consider the case when |a| < A. where A € RT is a finite real. Within this setting, using the
principle of induction, we now will show that the error signal |0% (¢)| < D; ¥(I, j) and the weights |w!,(¢)| < B
Y(l,4,7) for some finite reals Dy, B; which are independent of «.

First, let us assume weights at iteration ¢ satisfy [w!,(t)| < By V(1, 14, j) for some B; € RT, which is independent
of a. Then, it first follows from equation [23] that

hy
A0 < D0 Bl (26

and as |64 (¢)| < 1, this ultimately yields
L
0 < (B T b @)
v=I+1

If we set D; = max;{(B;)LH1- L: hy}, we have that |04 (¢)| < D, V(1,7). Note that here D, only depends
v=Il+1 J

on B; and the network architecture. Following the weight update rule at iteration ¢ from equation we
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have:

n(t)
whi(t) — (T) > ZHaXk, Yist)oi T (1))
k=1

e+ 1)| =

t n
< Juky()] + TS |28 i, Vs )] 6 1)
k=1

< By +n(t)D < Z|Z (aXy, Yi: )|>. (28)

Next, as X and Y are bounded, we can assume that every dimension |z;] < K and |y;| < K for some
K € RT. Now, as |a| < A, the inputs X and Y are bounded. Furthermore, as the weights |w§l(t)| < By,

the outputs of the layers |Zjl-(aX &, Yi;t)| will be bounded by a finite scalar which can be written as a fixed
function of A, B;, K and the hidden layer counts hq,...,hr. Thus,

‘w (t+1)| <Bt+77( )Dtg(AaBthahla"'ahL)' (29)
We can set By = By +n(t)Dig(A, By, K, hq,...,hr), and the above then implies that \wé—i(t +1)| < By

Y(l,4,7), where By1; is also independent of a.

Lastly, as the weights at iteration 0 are finite (|w§l(0)| <€), via the principle of induction we have that for
any finite t, |w§1(t)| < B; for some finite By, when |a] < A. Let us consider B = maxX;c(o,1,... ny} Bt Then
for the entire duration of training and for any |a| < A, we have |w};(t)| < B. Note that B is independent of
a.

Thus, plugging this into equation we obtain, Y(l, j,t),
hy
6510 < Y Bl (). (30)
i=1

Subsequently, following the fact that [6XF(¢)| < 1, we get

L

61 ()] < B I ho- (31)

Let C = KBt H5:2 h,,. With this, following equation [21} we have that |AwY;[X](t)| < n(t)aC. This yields
nr

W} [X](nr)| < [w}[X](0)] +a (Z In(t C|> (32)

<e+aC (Z n(t)) . (33)

t=1

Thus, when a — 01, we have that e + aC (317, n(t)) — €, yielding lim, o+ ‘wo» X](nT)| <e O

Proposition 6. We consider the same setting as Proposition B for the MINE estimation problem.
There, it holds that lim, _ o+ IMINE Sgd(X oT) = 0. Thus, IMINE_Sgd(X aT') need not be equal to

IMINE—sgd<X7T)'

Proof. Let f* denote the neural network function learned via stochastic gradient descent (SGD) that maxi-
mizes the following MINE objective for Iy p g q(X;aT):
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Ex ar~p(x,ar) [f* (X, aT)] = log Ex ar~p(x)xP(aT) {ef*(X’aT)} .

Let W be the first-layer weights in f* connected to oT'. From Proposition as a — 01, we have [Wrlij <e,
thus yielding finite weights. Hence, the contribution of oT" to the output of a neuron of the first hidden layer
of f* becomes aTedr —0 as a— 07, where dr is the dimensionality of T. Therefore, f*(X,aT) = f*(X)
becomes independent of T" in the limit oo — 0.

In this case, both expectations in the above objective reduce to empirical averages of the same function
f*(X), and Jensen’s inequality implies

%Zf*(x» — log (i Zef’“xf)) <0,

with equality if and only if f*(X) is constant. Thus, the maximized objective converges to zero.

Hence, lim,_,q+ IA]’\ZINE_Sgd(X;aT) = 0, showing that E@HNE_Sgd(X;aT) need not equal IC]’\L/HNE_Sgd(X;T).

Proposition 7. We consider the same setting as Proposition [5| for the MINE estimation problem.
There, it holds that lim, _, o+ I}\}INE_sgd(X;aT) = 0 . Thus, IIT\L/HNE_Sgd(X;aT) need not be equal to

~

I&INE—Sgd(‘X; 7).

Proof. Let f* denote the neural network function learned via stochastic gradient descent (SGD) that maxi-
mizes the following MINE objective for I}y p g q(X;aT):

Ex ar~p(x,ar) [f*(X,aT)] —log Ex ar~pP(x)xP(aT) {ef*(X’O‘T)} .

Let W be the first-layer weights in f* connected to oT'. From Proposition as o — 07, we have [Wrl|;; <e,
thus yielding finite weights. Hence, the contribution of o' to the output of a neuron of the first hidden layer
of f* becomes aTedr —0 as o — 0T, where dr is the dimensionality of T'. Therefore, f*(X,aT) = f*(X)
becomes independent of T in the limit o — 0.

In this case, both expectations in the above objective reduce to empirical averages of the same function
f*(X), and Jensen’s inequality implies

%Zf*(Xz) — log <:-p, Zef*(xi)) <0,

with equality if and only if f*(X) is constant. Thus, the maximized objective converges to zero.

Hence, lim,_,q+ IA]’C“NE_Sgd(X;aT) = 0, showing that f}\ﬁHNE_Sgd(X;aT) need not equal foNE_Sgd(X;T).
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