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Abstract

While several benchmarks exist for reasoning001
tasks, reasoning across domains is an under-002
explored area in NLP. Towards this, we present003
a dataset and a prompt-template-filling ap-004
proach to enable sequence to sequence mod-005
els to perform cross-domain reasoning. We006
also present a case-study with commonsense007
and health and well-being domains, where008
we study how prompt-template-filling en-009
ables pretrained sequence to sequence models010
across domains. Our experiments across sev-011
eral pretrained encoder-decoder models show012
that cross-domain reasoning is challenging for013
current models. We also show an in-depth er-014
ror analysis and avenues for future research for015
reasoning across domains1.016

1 Introduction017

Humans often need to reason across different do-018

mains for several day-to-day decisions. For in-019

stance, Are leafy greens good for people with his-020

tory of blood clots ? Answering this question021

requires commonsense understanding that leafy022

greens are high in vitamin-K and a related health023

domain knowledge that people with history of024

blood clots are prescribed blood thinners and025

vitamin-K inhibits blood thinner action, increas-026

ing blood clots. Answering questions like these027

present an unique challenge - it requires knowl-028

edge in both commonsense and health and well-029

being domains as well as the ability to reason030

across them correctly and coherently.031

We formally define this as the cross-domain032

reasoning task, as one where the reasoning chain033

spans across multiple domains. While humans034

are adept at reasoning across domains, research035

in cognitive science shows that they often have036

different processing preferences for individual do-037

mains, and it is dependent on domain specific ex-038

pertise and their reliability of intuition for reason-039

1All code and data will be released upon acceptance

Input: The first blank is an activity. The 
second blank is a disease. Person who often 
does [BLANK] is at a higher risk of [BLANK]

Output: Person who is on blood thinner and 
eats leafy vegetables is at a higher risk of 

blood clots

Figure 1: An example of prompt-template-filling. We
propose an approach for cross-domain reasoning via
filling templates guided by prompts. In this exam-
ple, each prompt signifies a concept from a different
domain (activity from commonsense domain and
disease from health and well-being domain).

ing across domains (Pachur and Spaar, 2015; Ok- 040

tar and Lombrozo, 2020). Whether machines can 041

do such cross-domain reasoning is still an open 042

challenge. 043

Our goal in this work to is explore whether we 044

can train NLP models that can effectively reason 045

across domains in a given situation. Cross-domain 046

reasoning in NLP literature has been primarily 047

addressed via knowledge bases (KB) (Mendes 048

et al., 2012). Recently, pretrained NLP mod- 049

els have shown immense promise for reasoning 050

applications in several tasks such as common- 051

sense reasoning (Bosselut et al., 2019b; Shwartz 052

et al., 2020b), defeasible reasoning (Madaan et al., 053

2021), procedural knowledge (Rajagopal et al., 054

2021) and rule-based reasoning (Clark et al., 055

2020). Inspired by findings in cognitive science 056

and the current advances in reasoning systems, our 057

work extends this line of investigation to study 058

whether pretrained sequence-to-sequence mod- 059

els (SEQ-TO-SEQ) can be used to reason across 060

knowledge that connects diverse domains. 061

We model the cross domain reasoning challenge 062

as a prompt-based template filling task (prompt- 063

template-filling) where a SEQ-TO-SEQ model is 064

trained to fill a template that connects concepts 065
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Food habits (eating 
processed food, …)

Lifestyle choice 
(smoking, ..)

Profession choice 
 (coal miner, …)

…

disease (heart 
disease, …)

symptoms (fever or 
chills, …)

medical conditions 
(asthma, …)

…

commonsense health

Explanation

People who eat leafy vegetables are at a higher risk for blood clots because  
vitamin-K in these vegetables blocks blood thinner action  

{people_with_habit} are at a higher risk of a {disease} because {reason}

relation

becausequalifier

Figure 2: A sample from our cross-domain reasoning task. In this figure, {people with habit} is a com-
monsense concept slot, higher signifying the qualifier, and {disease} represents the health and well-being
slot and {reason} for the explanation in the template. The sentence below is a valid expansion sentence for the
template is given in the figure.

across domains. Figure 1 shows an example of our066

approach. In our use-case, we evaluate whether067

LMs can effectively reason across commonsense068

domain and health and well-being domain. To-069

wards this, our contributions in this paper are two-070

fold. First, we present a dataset of cross-domain071

cloze style templates and corresponding sentences072

that are valid completions of the template. The073

slots in the templates are open-ended and are not074

restricted to any particular vocabulary. The con-075

cept in each slot in the template is provided via076

a prompt indicates a category or an abstraction077

of a concept from a particular domain. Figure 1078

shows an example, where the first prompt indi-079

cates a commonsense concept activity and the080

second slot indicates a health concept disease.081

Next, our prompt-template-filling approach082

models the cross-domain reasoning challenge as083

a SEQ-TO-SEQ task, where given a template, the084

goal of the model is to produce meaningful com-085

pleted sentences for the template. Our exper-086

iments on reasoning across commonsense and087

health domain shows that SEQ-TO-SEQ models088

show reasonable ability for cross-domain reason-089

ing. We also present an in-depth error analysis090

along with our empirical analysis, leaving several091

open avenues for future research.092

To summarize, (i) we present the first prompt-093

ing based approach to enable SEQ-TO-SEQ per-094

form cross-domain reasoning that uses prompts to095

specify domain specific concepts to fill templates 096

(prompt-template-filling). (ii) For the use-case 097

of reasoning across the commonsense and health 098

and well-being domain, we present a dataset and 099

a corresponding study on the ability of prompt- 100

template-filling to enable SEQ-TO-SEQ to reason 101

cross-domain. 102

2 Dataset 103

To investigate whether SEQ-TO-SEQ models are 104

effective at cross domain reasoning, we collect a 105

dataset of templates that are composed of cross- 106

domain reasoning chains and corresponding sen- 107

tences that match the template. Figure 2 shows an 108

example of a sample from our dataset. Each tem- 109

plate in our dataset is composed of the following 110

basic units: 111

1. concept slot : contains an abstract category 112

form of a concept from one of the domains. 113

2. qualifier slot : a word or phrase that describes 114

the nature of the effect of concept of one do- 115

main on the other (e.g. higher, lower,...) 116

3. explanation slot : this optional field consists 117

of a free-form explanation that explains the 118

reasoning across the concepts from the dif- 119

ferent domains. 120

For our use-case, we use the commonsense do- 121

main and the health and well-being domain. In 122
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Template Sentences

{person_at_location} has a
{higher/lower} risk of
{disease} because {reason_for_risk}

Person who lives in a city has a higher risk of depression
- because of stress due to noise
Person who lives near a village has a lower risk of respiratory illness
- because of lower pollution

{person_taking_prescription}
has a higher risk
of {disease} due to {reason}

Someone on steroids have a higher risk for heart disease because
- steroids compromise heart pumping
People on insulin have a lower risk of hyperglycemia
- because of lower glucose levels.

{food_item_1} should not be consumed
with {food_item_2} because {reason}

Steak should not be consumed with mashed potatoes because
- pairing fried foods with starchy carbohydrates increases the risk of diabetes.
Pizza should not be consumed with French fries because proteins require
- a much different stomach environment than starches for proper digestion

A change in behavior such as {behavior_change}
is often associated with {a_medical_condition}
because {reason_for_condition}

A change in behavior such as becoming more sedentary is
- often associated with obesity because less activity leads to less calorie burning.
A change in behavior such as no longer drinking coffee is often
- associated with diminished insomnia because less caffeine equals improved sleep.

When severe symptoms like {a_symptom}
for a {a_medical_condition} shows up,
immediately one should perform {an_action}

When severe symptoms like confusion or disorientation for heatstroke show up,
immediately - one should perform cooling actions, such as applying cooling towels.
When severe symptoms like unconsciousness for a heart attack show up,
immediately - one should call 911 and perform CPR while awaiting help.

People often do {an_activity} before going to
bed in night to prevent risk of {disease}.
This is because {reason_for_activity}

People often do reading before going to bed in night to prevent risk of insomnia.
- This is because doing some light reading helps lull you to sleep.
People often do teeth brushing before going to bed in night to prevent risk
- of tooth decay. This is because brushing removes cavity-causing plaque from teeth.

Table 1: Examples from our dataset. Each template has two corresponding sentences. [concept] is a common-
sense knowledge concept, [concept] is a health and well-being concept, and [text] represents the explana-
tion and [text] represents a qualifier. We show two sentences each for a template.

reasoning, it is a long-standing challenge to ad-123

dress commonsense reasoning with approaches124

ranging from building commonsense knowledge125

bases (Matuszek et al., 2006; Speer and Havasi,126

2013) and neural-network based approaches (Sap127

et al., 2019; Bosselut et al., 2019a). There has also128

been specialized knowledge resources for reason-129

ing in the health and well-being domain (Boden-130

reider, 2004; Schmidt and Gierl, 2000). Due to131

their significant impact over the years, we chose132

these domains to collect corpus for our use-case.133

For the use-case to reason across commonsense134

and health and well-being, we collect a set of135

template (x) and its corresponding expansions (y)136

based on this overall schema of reasoning across137

commonsense and health and well-being domain.138

An example is shown in figure 2. Each template139

has atleast one concept slot, one from each do-140

main (people eating leafy vegetables from com-141

monsense domain and blood clot from the medi-142

cal domain in the example shown in the figure). A143

qualifier slot optionally specifies how the concept144

in a domain interacts with the concept from other145

domain. In the example in figure 2, higher risk146

indicates the qualifier. The template also includes147

an optional explanation slot that specifies in free-148

form text how leafy vegetable intake is connected 149

to blood clots. 150

2.1 Task Setup 151

To collect our dataset, we use amazon mechani- 152

cal turk platform 2. The interface is shown in fig- 153

ure 3. Each datapoint took ∼120 seconds to an- 154

notate, and we paid an average of $15 per hour. 155

Additionally, we used a filtering step to select 156

master annotators with an approval rate of more 157

than 90%. All the turkers were given specific in- 158

structions to input only factual information and 159

not opinionated statements. Specifically, the turk- 160

ers were instructed to use the following sources: 161

CDC3, WebMD4, Healthline5 and Mayo Clinic6. 162

The annotators were instructed to give a tem- 163

plate, and atleast two corresponding sentences that 164

matches the template. The statistics of the data are 165

shown in table 2 and some qualitative examples 166

from the dataset are given in the table 1. Overall, 167

our dataset contains about 7000 template-sentence 168

pairs with about 3600 unique templates. 169

2https://www.mturk.com/
3https://www.cdc.gov/
4https://www.webmd.com/
5https://www.healthline.com/
6https://www.mayoclinic.org/
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Figure 3: The mechanical turk interface for data collection. The human annotators were given instructors and
examples to introduce them to the task.

Category Statistic

#sent len 14.57
#datapoints 6909
# avg slots per template 2.4

Table 2: Dataset Statistics

Once the templates are collected, we post-170

process the data to validate that we do not have171

any identifying information like proper names. We172

then create a standard 70/10/20 train, validation173

test split with this dataset.174

3 Prompt Template-Filling Framework175

Early NLP systems have often relied with tem-176

plated rule-based systems (Riloff, 1996; Brin,177

1998; Agichtein and Gravano, 1999; Craven et al.,178

2000) due to their simplistic nature. Compared to179

machine learning methods, they were often rigid180

(Yih, 1997). Despite their rigidity, template based 181

systems are often easy to comprehend, and lend 182

themselves to easily incorporate domain knowl- 183

edge (Chiticariu et al., 2013). Our goal is to com- 184

bine the strengths of both template-based systems 185

and recent pretrained SEQ-TO-SEQ models for the 186

task of cross-domain reasoning. 187

In our prompt-template-filling formulation, we 188

setup the template filling task as a prompt-tuning 189

task inspired by the recent advances in prompt- 190

tuning. Prompt-based approaches have achieved 191

state-of-the-art performance in several few-shot 192

learning experiments (Brown et al., 2020; Gao 193

et al., 2021; Le Scao and Rush, 2021). Table 3 194

shows an example of our task setup. The template 195

filling task takes an input template x, containing 196

one or more template slots represented as spans 197

([MASK]) as input, and produce an expanded se- 198

quences y as output. Given a template x, the task 199

is to model p(y|x). Since there could be multi- 200

ple sentences in the output y, we concatenate these 201
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Template Output

The first blank is person_at_location.
The second blank is higher/lower.
The third blank is disease.
The fourth blank is a reason_for_risk.
[MASK] has a [MASK] risk of
[MASK] because [MASK]

Person who lives in a city
has a higher risk of depression
because of stress due to noise

Table 3: Task Setup. Each concept category is given as a prompt to the input and the slots are represented via the
[MASK] token. The task for SEQ-TO-SEQ is to generate the output

sentences as one for model training.202

In comparison to approaches such as Don-203

ahue et al. (2020), our approach does not204

strictly enforce that that sentences only fill205

missing spans of text. Rather, the ex-206

panded sentences can have additional modifi-207

cations. For instance, for the following in-208

put template - {person_at_location} has209

a {higher/lower} risk of {disease} be-210

cause {reason_for_risk}, a valid sentence211

is person who lives in the city has a higher risk of212

depression due to noise. In this example, the word213

because does not match the output sentence phrase214

“due to" but it is considered a valid output for the215

template.216

3.1 Training217

Given a template x ∈ X and its corresponding
expansion y ∈ Y , we can train any sequence-
to-sequence model that models pθ(y|x). Towards
this, we use a pretrained sequence-to-sequence
model M to estimate the filled template y for an
input x. We model the conditional distribution
pθ(y | x) parameterized by θ: as

pθ(y | x) =
M∏
k=1

pθ(y
k | x, y1, .., yk−1)

where M is the length of y.218

4 Experiments219

In this section, we describe the experimental setup,220

baselines for our approach. Since our approach is221

agnostic to the pretrained encoder-decoder archi-222

tecture type, we perform experiments on several223

state-of-the-art seq-to-seq models.224

4.1 Experimental Setup225

Following experimental setup for similar reason-226

ing tasks (Rudinger et al., 2020), we use the227

ROUGE metric (Lin, 2004) 7 as our automatic met- 228

ric. To perform the evaluation, we compare the 229

generated sentence for the template against the 230

gold annotations in our dataset. We remove the 231

template words from the output and only compare 232

the slot filler concepts for ROUGE to avoid score 233

inflation due to copying. All the experiments were 234

performed on a cluster of 8 NVIDIA V100 GPUs 235

for a total of 32 GPU hours. 236

4.2 Models 237

We follow the same experimental settings across 238

the baseline and our approach for all the models. 239

We initialize all the models with their pretrained 240

weights. We use commonly used encoder-decoder 241

architectures for our experiments - BART-BASE, 242

BART-LARGE, T5-BASE. The model settings are 243

given below: 244

• BART-BASE: This pretrained encoder- 245

decoder transformer architecture is based on 246

Lewis et al. (2020). It consists of 12 trans- 247

former layers each with 768 hidden size, 16 248

attention heads and overall with 139M pa- 249

rameters. 250

• BART-LARGE: Larger version of BART- 251

BASE, consisting of 24 transformer layers, 252

1024 hidden size, 16 heads and 406M param- 253

eters. 254

• T5-BASE: The T5 model is also a trans- 255

former encoder-decoder model based on Raf- 256

fel et al. (2020) with 220M parameters with 257

12-layers each with 768 hidden-state, 3072 258

feed-forward hidden-state and 12 attention 259

heads. 8. 260

7https://pypi.org/project/rouge-score/
8We use the implementation of all the models from the

huggingface (Wolf et al., 2020) repository

5

https://pypi.org/project/rouge-score/


Model Template Output

BERT [MASK]
[MASK] has a [MASK] risk of
[MASK] because [MASK]

Person who lives in a city
has a higher risk of depression
because of stress due to noise

SPL TOKEN

[S]person_at_location[/S] has a
[S]higher/lower[/S] risk of
[S]disease[/S] because
[S]reason_for_risk[/S]

Person who lives in a city
has a higher risk of depression
because of stress due to noise

Table 4: Task Setup for baselines. In the first baseline, we query the BERT MLM model to check if cross-domain
knowledge is already present. In our second baseline, we use special tokens to indicate the start and end of each
slot. In both the case, the SEQ-TO-SEQ is trained to generate the output.

4.3 Baseline Methods261

• BERT [MASK]: To understand whether pre-262

trained models contain the knowledge al-263

ready, we try a masked language modeling264

baseline where we query the template using265

[MASK] tokens9.266

• SPL TOKEN: In this approach, we use the267

special token approach (SPL TOKEN) (Don-268

ahue et al., 2020), where we indicate the start269

and end of each template slot in the input and270

generate the output sentence271

Table 4 shows the baseline setup of the models272

for our task with a corresponding example.273

4.4 Results274

The results across various pretrained encoder-275

decoder approaches are shown in table 5. In this276

table, we see that on average, BART models per-277

form better than T5 models on average. We hy-278

pothesize this might be an effect of their pretrain-279

ing task choices and corresponding datasets. We280

also observe that PROMPT based models outper-281

form the SPL TOKEN based approach. For all of282

the models and baselines, we used the greedy de-283

coding strategy.284

N-gram metrics such as ROUGE are known to285

be limited, specifically for reasoning tasks. To as-286

sess the quality of generated output, three human287

judges annotated 100 unique samples for correct-288

ness - that indicates how many samples were cor-289

rect from a human perspective.290

We used our best performing BART-BASE291

model for this evaluation. In this experiment, a292

9Since mask tokens in BERT needs to be predetermined
for this experiment, we try different variations with number
of [MASK] tokens and report the best results.

sentence generated by the SEQ-TO-SEQ for a given 293

template was given to a human judge and they 294

were asked to evaluate whether the sentence was 295

correct, given the template. The judges were asked 296

to refer to the same sources as the human annota- 297

tors to verify the correctness. The inter-annotator 298

agreement on graph correctness was substantial 299

with a Fleiss’ Kappa score (Fleiss and Cohen, 300

1973) of 0.73. From our evaluation, we found that 301

human judges rated about 69% of the sentences to 302

be correct given a template. Both the automated 303

and human evaluation suggests that there is ample 304

room for further improving cross-domain reason- 305

ing ability of SEQ-TO-SEQ models. 306

5 Error Analysis 307

In this section, we analyze in detail how well lan- 308

guage models perform cross-domain reasoning. 309

Automated metrics such as ROUGE are restric- 310

tive in terms of understanding the reasoning abili- 311

ties and we complement our automated evaluation 312

with manual error analysis. For this analysis, we 313

randomly select 100 samples from the validation 314

set predictions where the ROUGE scores were low. 315

We observe the following categories of errors that 316

language models exhibit. Table 6 shows the com- 317

mon type of errors and a corresponding example 318

for each type. 319

Error Type - Correct but not in gold (17%) : 320

In several cases, we observe that the output pro- 321

duced by the language models are correct despite 322

not matching the gold answer. This phenomenon 323

is evident when the input template contains multi- 324

ple possible answers. While the gold answer in the 325

example shown in Table 6 (first row) fills the tem- 326

plate using smoking, the language models gener- 327

ates an answer that relates to kidney damage. 328
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Model Type ROUGE-1 ROUGE-2 ROUGE-L

BERT-BASE [MASK] 5.33 0.72 4.94
BERT-LARGE [MASK] 8.05 0.63 7.85

T5-BASE SPL TOKEN 14.00 2.71 12.58
T5-BASE PROMPT 14.01 2.60 12.57

BART-BASE SPL TOKEN 17.17 5.60 16.32
BART-BASE PROMPT 18.89 5.87 17.96

BART-LARGE SPL TOKEN 19.54 7.57 18.49
BART-LARGE PROMPT 20.58 7.32 19.58

Table 5: Overview of the results compared to baselines. The table shows that BART-BASE performs better than
T5-BASE model and BART-LARGE outperforms both.

Error Type Template Gold Answer Generated Answer

Correct but
not in gold

Children who are exposed to
{environmental_factor} are often at a higher
risk for {disease} because {reason}

Children exposed to second hand smoke
are at a higher risk for lung disease
because of breathing in the cigarette smoke

Children who are exposed to lead paint are
often at a higher risk for kidney failure
because lead causes kidney damage

Wrong
commonsense
concept

People with {certain_socioeconomic_condiiton}
are at higher risk of {disease}
as they are more exposed to {reason}

Person who often inhales a lot of dirt is
at a higher risk of hay fever
because of allergen content.

Person who often does less medications is
at a higher risk of hay fever
because of the drug can help clear it up

Generic
Explanation

When people with {certain_co-morbidities}
shows {symptoms},
this is because of {reason_for_patient_state}

When people with diabetes shows lethargy,
this is because of high glucose levels.

When people with heart disease shows
chest pain, this is because
of the strain on the heart

Factually
Incorrect

People with a {health_condition}
should do {an_activity}
because {reason}

People with a cardiovascular disease
should do exercise
since exercise burns excess fat

People with a flu diagnosis
should do exercise

Table 6: Error Analysis based on the BART-BASE-PROMPT model. We select 100 samples from the validation set
and each row shows an example of each class of error.

While correct, the automated metrics score this an-329

swer lower.330

Error Type - Wrong commonsense concept331

(8%) : In this category of error, the model332

generates the wrong specification for the given333

slot. For instance (second row in table 6),334

the model mistakenly assumes person taking335

less medication as a socioeconomic336

condition.337

Error Type - Generic Explanation (53%): In338

several cases, the model resorts to generic ex-339

planation that are obvious. A generic explana-340

tion repeats the same information as the rest of341

sentence as an explanation, thereby not provid-342

ing any new information compared to the rest of343

the sentence. In the example shown in Table344

6 (row 3), the explanation because of the345

strain of the heart is already clear from346

the concept chest pain.347

Error Type - Factually Incorrect (22%) : Fac-348

tual correctness is one of the biggest challenges349

in NLP applications (Petroni et al., 2020; Pagnoni 350

et al., 2021). The incorrect factual information 351

is also acute for cross-domain reasoning appli- 352

cations as well. As shown in the example (row 353

4 in table 6), the model incorrectly generates 354

that people with flu diagnosis should 355

do exercise. 356

Our errors highlight the difficulty of the task for 357

language models. This leaves room for several re- 358

search questions that requires future work. Over- 359

all, cross-domain reasoning is still an uphill task 360

for language models with promising directions. 361

6 Related Work 362

Knowledge Bases : Knowledge Bases (KBs) 363

have been the predominant approach to perform 364

cross-domain reasoning in the past. Some of the 365

prominent cross domain knowledge bases include 366

DBPedia (Mendes et al., 2012), YAGO (Suchanek 367

et al., 2007) and NELL (Mitchell et al., 2018). 368

Most of these knowledge bases despite being 369

cross-domain, the focus is primarily on the ency- 370

clopedic knowledge. In our work, we focus on 371
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ability of SEQ-TO-SEQ for cross-domain reason-372

ing, which can be viewed as a complementary ap-373

proach to KBs.374

Language Models for Knowledge Generation:375

Using pretrained language models to generate376

knowledge has been studied for commonsense rea-377

soning tasks. (Sap et al., 2019; Bosselut et al.,378

2019b; Shwartz et al., 2020a; Bosselut et al.,379

2021). Our work closely aligns with Bosselut380

et al. (2019b, 2021). Compared to Bosselut et al.381

(2019b), our focus in this work to extend this line382

of work from only commonsense reasoning to per-383

form reasoning cross domain.384

Language Model Infilling : Our work also385

closely relates to the language model infilling386

work in the literature such as Fedus et al. (2018)387

and (Donahue et al., 2020). Compared to these388

works which only look at cloze-test infilling, our389

work aims to expand templates that cannot be di-390

rectly modeled as cloze-style. Our work is also391

related to the story generation efforts such as Yao392

et al. (2019); Fan et al. (2018); Ippolito et al.393

(2019); Rashkin et al. (2020) but our applica-394

tion differs from them in that we focus on cross-395

domain reasoning instead of content planning for396

stories.397

There has also been efforts to transfer knowl-398

edge cross-domain via transfer learning (Min399

et al., 2017; Wiese et al., 2017; Deng et al., 2018)400

but our work focuses on cross-domain reasoning401

in the same input sample unlike transfer learning402

based approaches.403

7 Conclusion and Future Work404

In this paper, we present a novel prompt-template-405

filling approach that adapts language models to406

perform cross-domain reasoning via prompting.407

To study this, we present a dataset via a use-408

case of reasoning across commonsense and health409

and well-being domain. Through both automated410

and human metrics, we find that there is im-411

mense room for progress towards improving lan-412

guage models’ capability for cross-domain reason-413

ing. For future work, we want to extend this work414

for multiple other cross-domain scenarios and un-415

derstand the nature of cross-domain reasoning in416

depth.417

8 Ethics Statement 418

While we present our dataset and corresponding 419

modeling approaches, we acknowledge the limi- 420

tations of the system and potential risks if it was 421

used for real-world use-cases. As our results show, 422

cross-domain reasoning is far from solved and 423

we hope this dataset starts a research direction 424

towards addressing this reasoning challenge. In 425

no way, we support using this system for real- 426

world health related or commonsense related ad- 427

vice. The system, dataset and the accompanying 428

publication is intended only for research purposes 429

and ability to test current NLP systems’ capabili- 430

ties. 431
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