
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

AMPO: ACTIVE MULTI PREFERENCE OPTIMIZATION
FOR SELF-PLAY PREFERENCE SELECTION

Anonymous authors
Paper under double-blind review

ABSTRACT

Multi-preference optimization improves DPO-style alignment beyond pairwise
preferences by contrasting entire sets of helpful and undesired responses, enabling
richer training signals for large language models. During self-play alignment, these
models often produce numerous candidate answers per query, making it computa-
tionally infeasible to include all of them in the training objective. We propose Active
Multi-Preference Optimization (AMPO), which combines on-policy generation, a
multi-preference group-contrastive loss, and active subset selection. Specifically,
we score and embed large candidate pools of responses, then pick a small but
informative subset—covering reward extremes and distinct semantic clusters—for
preference optimization. The resulting contrastive training scheme identifies not
only the best and worst answers but also subtle, underexplored modes crucial
for robust alignment. Theoretically, we provide guarantees of expected reward
maximization using our active selection method. Empirically, AMPO achieves
state-of-the-art results on AlpacaEval with Llama 8B, achieving a 52% win-rate
over GPT-4o. We release our datasets (anonymously) at huggingface/MPO.

1 INTRODUCTION
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Figure 1: Overview of the Active Multi-
Preference Optimization framework. Given a
query, the LLM generates diverse responses,
which are evaluated by a rater model. Se-
lected responses with different ratings and
diverse semantics are then used to train and
align the LLM through preference optimiza-
tion. Active selection of the preferences to
optimize over improves training dynamics.

Preference Optimization (PO) has become a stan-
dard approach for aligning large language models
(LLMs) with human preferences (Christiano et al.,
2017; Ouyang et al., 2022; Bai et al., 2022). Tra-
ditional alignment pipelines typically rely on pair-
wise or binary preference comparisons, which may
not fully capture the subtleties of human judgment
(Rafailov et al., 2024; Liu et al., 2024a; Korbak et al.,
2023). As a remedy, there is increasing interest in
multi-preference methods, which consider entire sets
of responses when providing feedback (Cui et al.,
2023; Chen et al., 2024a; Gupta et al., 2024). By
learning from multiple “good” and “bad” outputs
simultaneously, these approaches deliver richer align-
ment signals than purely pairwise methods. At the
same time, an important trend in alignment is the shift
to on-policy or “self-play” data generation, where the
policy learns directly from its own distribution of
outputs at each iteration (Chen et al., 2024b; Kumar
et al., 2024; Wu et al., 2023; 2024). This feedback
loop can accelerate convergence ensuring that the
training data stays relevant to the model’s behavior.
However, multi-preference alignment faces a serious bottleneck: modern LLMs can easily generate
dozens of candidate responses per query, and incorporating all of these into a single training objective
can become computationally infeasible (Askell et al., 2021). Many of these sampled responses end up
being highly similar or near-duplicates, providing limited additional information for gradient updates
(Long et al., 2024). Consequently, naive attempts to process all generated responses cause both
memory blow-ups and diminishing returns in training (Dubey et al., 2024). Given these constraints,
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identifying a small yet highly informative subset of candidate responses is critical for effective
multi-preference learning.

One way to conceptualize the problem is through an “island” metaphor (See Figure 1). Consider each
prompt’s answer space as a set of semantic islands, where certain clusters of responses (islands) may
be exceptionally good (tall peaks) or particularly poor (flat plains). Focusing only on the tallest peaks
or the worst troughs can cause the model to overlook crucial middle-ground modes—“islands” that
might harbor subtle failure modes or moderate-quality answers. Therefore, an ideal subset selection
strategy should cover the landscape of responses by sampling from each island (Yu et al., 2024). In
this paper, we show that selecting representatives from all such “islands” is not only about diversity
but can also be tied to an optimal way of suppressing undesired modes under a mild Lipschitz
assumption (see Section 6).
Fundamentally, the process of deciding which responses deserve feedback naturally evokes the
lens of active learning, where we “actively” pick the most informative data samples (Cohn et al.,
1996; Ceravolo et al., 2024; Xiao et al., 2023). By selecting a small yet diverse subset of responses,
the model effectively creates a curriculum for itself. Rather than passively training on random or
exhaustively sampled data, an active learner queries the examples that yield the greatest improvement
when labeled. In our context, we actively pick a handful of responses that best illustrate extreme or
underexplored behaviors—whether very good, very bad, or semantically distinct (Wu et al., 2023).
This helps the model quickly eliminate problematic modes while reinforcing the most desirable
responses. Crucially, we remain on-policy: after each update, the newly refined policy generates a
fresh batch of responses, prompting another round of active subset selection (Liu et al., 2021).
We propose Active Multi-Preference Optimization (AMPO), a framework that unifies (a) on-policy
data generation, (b) group-based preference learning, and (c) active subset selection. Specifically, we
adopt a group-contrastive objective known as SWEPO (Gupta et al., 2024), which jointly leverages
multiple “positive” and “negative” responses in a single loss term. On top of this, we explore various
active selection schemes—ranging from simplest bottom-K ranking (Meng et al., 2024) to coreset-
based clustering (Cohen-Addad et al., 2021; 2022; Huang et al., 2019) and a more theoretically
grounded “Opt-Select” method that ties coverage to maximizing expected reward. Our contributions
are: (i) a unifying algorithmic pipeline for multi-preference alignment with active selection, (ii)
theoretical results demonstrating that coverage of distinct clusters à la k-medoids, can serve as an
optimal negative-selection strategy, and (iii) empirical evaluations showing that AMPO achieves state
of the art results compared to strong alignment baselines like SIMPO. Altogether, we hope this
approach advances the state of multi-preference optimization, enabling models to learn more reliably
from diverse sets of model behaviors.

Related Works: We provide a detailed description of our related work in Appendix A covering other
multi-preference optimization methods, on-policy alignment, coverage-based selection approaches.

1.1 OUR CONTRIBUTIONS

• Algorithmic Novelty: We propose Active Multi-Preference Optimization (AMPO), an on-policy
framework that blends group-based preference alignment with active subset selection without
exhaustively training on all generated responses. This opens out avenues for research on how to
select for synthetic data, as we outline in Sections 4 and 8.

• Theoretical Insights: Under mild Lipschitz assumptions, we show that coverage-based negative
selection can systematically suppress low-reward modes and maximizes expected reward. This
analysis (in Sections 5 and 6) connects our method to the weighted k-medoids problem, yielding
performance guarantees for alignment.

• State-of-the-Art Results: Empirically, AMPO sets a new benchmark on AlpacaEval with Llama
8B, surpassing strong baselines like SIMPO by focusing on a small but strategically chosen set of
responses each iteration (see Section 7.1).

• Dataset Releases: We publicly release our AMPO-Coreset-Selection and AMPO-Opt-Selection
datasets on Hugging Face. These contain curated response subsets for each prompt, facilitating
research on multi-preference alignment.
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2 NOTATIONS AND PRELIMINARIES

We focus on aligning a policy model to human preferences in a single-round (one-shot) scenario.
Our goal is to generate multiple candidate responses for each prompt, then actively select a small,
high-impact subset for alignment via a group-contrastive objective.

Queries and Policy. Let D = {x1, x2, . . . , xM} be a dataset of M queries (or prompts), each
from a larger space X . We have a policy model Pθ(y | x), parameterized by θ, which produces a
distribution over possible responses y ∈ Y . To generate diverse answers, we sample from Pθ(y | x)
at some fixed temperature (e.g., 0.8). Formally, for each xi, we draw up to N responses,

{yi,1, yi,2, . . . , yi,N}, (1)

from Pθ(y | xi). Such an on-policy sampling, ensures, we are able to provide preference feedback
on queries that are chosen by the model.
For simplicity of notation, we shall presently consider a single query (prompt) x and sampled
responses {y1, . . . , yN} from Pθ(· | x), from the autoregressive language model.
Each response yi is assigned a scalar reward

ri = R(x, yi) ∈ [0, 1], (2)

whereR is a fixed reward function or model (not optimized during policy training). We also embed
each response via ei = E(yi) ∈ Rd, where E might be any sentence or document encoder capturing
semantic or stylistic properties.
Although one could train on all N responses, doing so is often computationally expensive. We
therefore select a subset S ⊂ {1, . . . , N} of size |S| = K < N by maximizing some selection
criterion (e.g. favoring high rewards, broad coverage in embedding space, or both). Formally,

S = arg max
I⊂{1,...,N}

|I|=K

U
(
{yi}i∈I , {ri}i∈I , {ei}i∈I

)
, (3)

where U is a utility function tailored to emphasize extremes, diversity, or other alignment needs.
Next, we split S into a positive set S+ and a negative set S−. For example, let

r =
1

K

∑
i∈S

ri

be the average reward of the chosen subset, and define

S+ = { i ∈ S | ri > r}, S− = { i ∈ S | ri ≤ r}.

Hence, S = S+ ∪ S− and |S+|+ |S−| = K.

We train θ via a group-contrastive objective known as SWEPO (Gupta et al., 2024). Concretely, define

Lswepo(θ) = − log

( ∑
i∈S+

exp
[
s′θ
(
yi | x

)]
∑

i∈ (S+∪S−)

exp
[
s′θ
(
yi | x

)]
)
, (4)

where
s′θ
(
yi | x

)
= logPθ(yi | x)− logPref

(
yi | x

)
+ α

(
ri − r

)
.

Here, Pref is a reference policy (e.g. an older snapshot of Pθ or a baseline model), and α is a
hyperparameter scaling the reward difference. In words, SWEPO encourages the model to increase
the log-probability of S+ while decreasing that of S−, all in a single contrastive term that accounts
for multiple positives and negatives simultaneously.

Although presented for a single query x, this procedure extends straightforwardly to any dataset D by
summing Lswepo across all queries. In subsequent sections, we discuss diverse strategies for selecting
S (and thus S+ and S−), aiming to maximize training efficiency and alignment quality.
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3 ALGORITHM AND METHODOLOGY

We outline a one-vs-k selection scheme in which a single best response is promoted (positive), while
an active subroutine selects k negatives from the remaining N − 1 candidates. This setup highlights
the interplay of three main objectives:
Probability: High-probability responses under Pθ(y | x) can dominate even if suboptimal by reward.
Rewards: Simply selecting extremes by reward misses problematic "mediocre" outputs.
Semantics: Diverse but undesired responses in distant embedding regions must be penalized.
While positives reinforce a single high-reward candidate, active negative selection balances probability,
reward and diversity to systematically suppress problematic regions of the response space.

Algorithm. Formally, let {y1, . . . , yN} be the sampled responses for a single prompt x. Suppose we
have:
1. A reward function ri = R(x, yi) ∈ [0, 1].
2. An embedding ei = E(yi).
3. A model probability estimate πi = Pθ(yi | x).
Selection algorithms may be rating-based selection (to identify truly poor or excellent answers)
with coverage-based selection (to explore distinct regions in the embedding space), we expose the
model to both common and outlier responses. This ensures that the SWEPO loss provides strong
gradient signals across the spectrum of answers the model is prone to generating. In Algorithm 1,
ACTIVESELECTION(·) is a generic subroutine that selects a set of k “high-impact” negatives. We
will detail concrete implementations (e.g. bottom-k by rating, clustering-based, etc.) in later sections.

3.1 DETAILED DISCUSSION OF ALGORITHM 1
The algorithm operates in four key steps: First, it selects the highest-reward response as the positive
example (lines 3-4). Second, it actively selects k negative examples by considering their rewards,
probabilities πi, and embedding distances ei to capture diverse failure modes (lines 5-7). Third, it
constructs the SWEPO objective by computing normalized scores s′θ using the mean reward r and
forming a one-vs-k contrastive loss (lines 8-12). Finally, it updates the model parameters to increase
the probability of the positive while suppressing the selected negatives (line 13). This approach
ensures both reinforcement of high-quality responses and systematic penalization of problematic
outputs across the response distribution.

4 ACTIVE SUBSET SELECTION STRATEGIES

In this section, we present two straightforward yet effective strategies for actively selecting a small
set of negative responses in the AMPO framework. First, we describe a simple strategy, AMPO-
BottomK, that directly picks the lowest-rated responses. Second, we propose AMPO-Coreset, a
clustering-based method that selects exactly one negative from each cluster in the embedding space,
thereby achieving broad coverage of semantically distinct regions. In Section D, we connect this
clustering-based approach to the broader literature on coreset construction, which deals with selecting
representative subsets of data.

4.1 AMPO-BOTTOMK

AMPO-BottomK is the most direct approach that we use for comparison: given N sampled responses
and their scalar ratings {ri}Ni=1, we simply pick the k lowest-rated responses as negatives. This can
be expressed as:

S− = argtopki(− ri, k), (5)

which identifies the k indices with smallest ri. Although conceptually simple, this method can be
quite effective when the reward function reliably indicates “bad” behavior. Furthermore to break-ties,
we use minimal cosine similarity with the currently selected set.

4.2 AMPO-CORESET (CLUSTERING-BASED SELECTION)

AMPO-BOTTOMK may overlook problematic modes that are slightly better than the bottom-k, but
fairly important to learn on. A diversity-driven approach, which we refer to as AMPO-CORESET,
explicitly seeks coverage in the embedding space by partitioning the N candidate responses into k
clusters and then selecting the lowest-rated response within each cluster. Formally:

4
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Algorithm 1 AMPO: One-Positive vs. k-Active
Negatives
1: Input: (1) A set of N responses {yi} sampled from Pθ(y | x); (2) Their

rewards {ri}, embeddings {ei}, and probabilities {πi}; (3) Number of
negatives k, reference policy Pref , and hyperparameter α

2: Output: (i) Positive y+ ; (ii) Negatives {yj}j∈S− ; (iii) Updated param-
eters θ via SWEPO

3: 1. Select One Positive (Highest Reward)
4: i+ ← argmaxi=1,...,N ri , y+ ← y i+

5: 2. Choose k Negatives via Active Selection
6: Ω← {1, . . . , N} \ {i+}
7: S− ← ACTIVESELECTION(Ω, {ri}, {ei}, {πi}, k)
8: 3. Form One-vs.-k SWEPO Objective

9: r ←
r i+

+
∑

j ∈S− rj

1+k

10: For each yi:
11: s′θ(yi) = logPθ(yi | x)− logPref (yi | x) + α(ri − r)

12: Lswepo(θ) = − log

(
exp
[
s′θ(y+)

]
exp
[
s′
θ
(y+)

]
+
∑

j ∈S− exp
[
s′
θ
(yj)

])
13: 4. Update Model Parameters: θ ← θ − η∇θLswepo(θ)

14: return The chosen positive y+ , the negative set {yj}j∈S− , and the
updated parameters θ

Algorithm 2 AMPO-CORESET via k-means
1: Input:
2: (1) N responses, each with embedding ei ∈ Rd and rating ri
3: (2) Desired number of negatives k
4:
5: Step 1: Run k-means on embeddings
6: Initialize {c1, . . . , ck} ⊂ Rd (e.g., via k-means++)

7: repeat
8: π(i) = argmin1≤j≤k ∥ei − cj∥2 , i = 1, . . . , N

9: cj =

∑
i:π(i)=j ei∑
i:π(i)=j 1

, j = 1, . . . , k

10: until convergence

11: Step 2: In each cluster, pick the bottom-rated response
12: For each j ∈ {1, . . . , k}, define Cj = { i | π(i) = j}
13: Then i−j = argmini∈Cj

ri , j = 1, . . . , k

14: Step 3: Return negatives
15: S− = { i−1 , i−2 , . . . , i−

k
}

16: return S− as the set of k negatives

i−j = arg min
i∈Cj

ri, j = 1, . . . , k, S− =
{
i−1 , . . . , i

−
k

}
where Cj is the set of responses assigned to cluster j by a k-means algorithm (Har-Peled & Mazumdar
2004; Cohen-Addad et al. 2022; see also Section D). The pseudo-code is provided in Algorithm 2.

This approach enforces that each cluster—a potential “mode” in the response space—contributes at
least one negative example. Hence, AMPO-CORESET can be interpreted as selecting representative
negatives from diverse semantic regions, ensuring that the model is penalized for a wide variety of
undesired responses.

5 OPT-SELECT: ACTIVE SUBSET SELECTION BY OPTIMIZING EXPECTED
REWARD

In this section, we propose Opt-Select: a strategy for choosing k negative responses (plus one positive)
so as to maximize the policy’s expected reward under a Lipschitz continuity assumption. Specifically,
we model the local “neighborhood” influence of penalizing each selected negative and formulate an
optimization problem that seeks to suppress large pockets of low-reward answers while preserving at
least one high-reward mode. We first describe the intuition and objective, then present two solution
methods: a mixed-integer program (MIP) and a local search approximation.

5.1 LIPSCHITZ-DRIVEN OBJECTIVE

Let {yi}ni=1 be candidate responses sampled on-policy, each with reward ri ∈ [0, 1] and embedding
ei ∈ Rd. Suppose that if we completely suppress a response yj (i.e. set its probability to zero), all
answers within distance ∥ei−ej∥ must also decrease in probability proportionally, due to a Lipschitz
constraint on the policy. Concretely, if the distance is di,j = ∥ei − ej∥, and the model’s Lipschitz
constant is L, then the probability of yi cannot remain above Ldi,j if yj is forced to probability zero.

From an expected reward perspective, assigning zero probability to low-reward responses (and their
neighborhoods) improves overall alignment. To capture this rigorously, observe that the penalty from
retaining a below-average answer yi can be weighted by:

wi = exp
(
r − ri

)
, (6)

where r is (for instance) the mean reward of {ri}. Intuitively, wi is larger for lower-reward yi,
indicating it is more harmful to let yi and its neighborhood remain at high probability.

Next, define a distance matrix
Ai,j =

∥∥ei − ej
∥∥
2
, 1 ≤ i, j ≤ n. (7)

5
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Algorithm 3 AMPO-OPTSELECT via Solving
MIP
1: Input: Candidates {yi}ni=1 with ri, ei; integer k
2: Compute itop = argmaxi ri

3: Let wi = exp( r − ri) with r as mean reward

4: Solve Problem equation 9 to get
{x∗j}, {z∗i,j}, {y∗i }

5: Let Sneg = { j | x∗j = 1} (size k)

6: return { itop} ∪ Sneg for SWEPO training

Algorithm 4 AMPO-OPTSELECT via Coordi-
nate Descent
1: Input: Set I = {1, . . . , n}, integer k, distances

Ai,j , rewards {ri}
2: Find itop = argmaxi ri
3: Compute wi = exp( r − ri) and di,j = Ai,j

4: Initialize a random subset S ⊆ I \ {itop} of size
k

5: while improving do
6: Swap jout ∈ S with jin /∈ S if it decreases∑

i∈I wi minj∈S di,j
7: end while
8: return Sneg = S (negatives) and itop (positive)

Selecting a subset S ⊆ {1, . . . , n} of “negatives” to penalize suppresses the probability of each i in
proportion to minj∈S Ai,j . Consequently, a natural cost function measures how much “weighted
distance” yi has to its closest chosen negative:

Cost(S) =

n∑
i=1

wi min
j∈S

Ai,j . (8)

Minimizing equation 8 yields a subset S of size k that “covers” or “suppresses” as many low-reward
responses (large wi) as possible. We then add one positive index itop with the highest ri to amplify a
top-quality answer. This combination of one positive plus k negatives provides a strong signal in the
training loss.

Interpretation and Connection to Weighted k-medoids. If each negative j “covers” responses i
within some radius (or cost) Ai,j , then equation 8 is analogous to a weighted k-medoid objective,
where we choose k items (negatives) to minimize a total weighted distance. Formally, this can be cast
as a mixed-integer program (MIP) (Problem 9 below). For large n, local search offers an efficient
approximation.

5.2 MIXED-INTEGER PROGRAMMING FORMULATION

Define binary indicators xj = 1 if we choose yj as a negative, and zi,j = 1 if i is assigned to j (i.e.
minj∈S Ai,j is realized by j). We write:

Problem P : min
xj∈{0,1}, zi,j∈{0,1}, yi≥0

n∑
i=1

wi yi (9)

s.t.
n∑

j=1

xj = k, zi,j ≤ xj ,

n∑
j=1

zi,j = 1,∀ i,

yi ≤ Ai,j +M (1− zi,j),

yi ≥ Ai,j −M (1− zi,j), ∀ i, j, (10)

where M = maxi,j Ai,j . In essence, each i is forced to assign to exactly one chosen negative j,
making yi = Ai,j , i.e. the distance between the answer embeddings for answer {i, j}. Minimizing∑

i wi yi (i.e. equation 8) then ensures that low-reward points (wi large) lie close to at least one
penalized center.

Algorithmic Overview. Solving P gives the k negatives Sneg, while the highest-reward index itop
is chosen as a positive. The final subset {itop} ∪ Sneg is then passed to the SWEPO loss (see Section
3). Algorithm 3 outlines the procedure succinctly.

5.3 LOCAL SEARCH APPROXIMATION

For large n, an exact MIP can be expensive. A simpler local search approach initializes a random
subset S of size k and iteratively swaps elements in and out if it lowers the cost equation 8. In
practice, this provides an efficient approximation, especially when n or k grows.

6
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Intuition. If yi is far from all penalized points j ∈ S, then it remains relatively “safe” from
suppression, which is undesirable if ri is low (i.e. wi large). By systematically choosing S to reduce∑

i wi minj∈S di,j , we concentrate penalization on high-impact, low-reward regions. The local
search repeatedly swaps elements until no single exchange can further reduce the cost.

5.4 WHY “OPT-SELECT”? A LIPSCHITZ ARGUMENT FOR EXPECTED REWARD

We name the procedure “Opt-Select” because solving equation 9 (or its local search variant) directly
approximates an optimal subset for improving the policy’s expected reward. Specifically, under
a Lipschitz constraint with constant L, assigning zero probability to each chosen negative yj im-
plies neighboring answers yi at distance di,j cannot exceed probability Ldi,j . Consequently, their
contribution to the “bad behavior” portion of expected reward is bounded by

exp
(
rmax − ri

) (
Ldi,j

)
,

where rmax is the rating of the best-rated response. Dividing by a normalization factor (such as
exp(rmax − r)L), one arrives at a cost akin to wi di,j with wi = exp(r − ri). This aligns with
classical min-knapsack of minimizing some costs subject to some constraints, and has close alignment
with the weighted k-medoid notions of “covering” important items at minimum cost.

6 THEORETICAL RESULTS: KEY RESULTS

In this section, we present the main theorem only. For complete theory with extended proofs, please
see Appendices B–D.
6.1 SETUP AND ASSUMPTIONS

(A1) L-Lipschitz Constraint. When a response yj is penalized (probability pj = 0), any other
response yi within embedding distance Ai,j must satisfy pi ≤ LAi,j .

(A2) Single Positive Enforcement. We allow one highest-reward response yitop to be unconstrained,
i.e. pitop is not pulled down by the negatives.

(A3) Finite Support. We focus on a finite set of n candidate responses {y1, . . . , yn} and their
scalar rewards {ri}, each embedded in Rd with distance Ai,j = ∥ei − ej∥.

6.2 OPTIMAL NEGATIVES VIA COVERAGE

Theorem 1 (Optimality of OPT-SELECT). Under assumptions (A1)–(A3), let S∗ be the set of k
“negative” responses that minimizes the coverage cost

Cost(S) =

n∑
i=1

exp( r − ri) min
j∈S

Ai,j , (11)

where r is a reference reward (e.g. average of {ri}). Then S∗ also maximizes the expected reward
among all Lipschitz-compliant policies of size k (with a single positive). Consequently, selecting S∗
and allowing pitop ≈ 1 is optimal.

Sketch of Proof. (See Appendix B for details.) We show a one-to-one correspondence between
minimizing coverage cost

∑
i wi minj∈S Ai,j and maximizing the feasible expected reward

∑
i ripi

under the Lipschitz constraint. Low-reward responses with large wi must lie close to at least one
negative j ∈ S; otherwise, they are not sufficiently suppressed. A mixed-integer program encodes
this cost explicitly, and solving it yields the unique S∗ that maximizes reward.

7 EXPERIMENTS

7.1 EXPERIMENTAL SETUP

Model and Training Settings: For our experiments, we utilize a pretrained instruction-tuned model
(meta-llama/MetaLlama-3-8B-Instruct), as the SFT model. These models have undergone extensive
instruction tuning, making them more capable and robust compared to the SFT models used in the
Base setup. However, their reinforcement learning with human feedback (RLHF) procedures remain
undisclosed, making them less transparent.

To reduce distribution shift between the SFT models and the preference optimization process, we
follow the approach in Tran et al. (2023) and generate the preference dataset using the same SFT
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Method AlpacaEval 2 Arena-Hard MT-Bench
LC (%) WR (%) WR (%) GPT-4

Base 28.4 28.4 26.9 7.93
Best-vs-worst (SIMPO) 47.6 44.7 34.6 7.51
AMPO-Bottomk 50.8 50.5 35.3 8.11
AMPO-Coreset 52.4 52.1 39.4 8.12
AMPO-Opt-Select 51.6 51.2 37.9 7.96

Table 1: Comparison of various preference optimization baselines on AlpacaEval, Arena-Hard, and
MT-Bench benchmarks for Llama-3-Instruct (8B). LC-WR represents length-controlled win rate,
and WR represents raw win rate. Best results are in bold, second-best are underlined. Our method
(AMPO) achieves SOTA performance across all metrics, with different variants achieving either best
or second-best results consistently.
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Figure 2: t-SNE visualization of projected high-dimensional response embeddings into a 2D space,
illustrating the separation of actively selected responses. (a) AMPO-BottomK (baseline). (b) AMPO-
Coreset (ours). (c) Opt-Select (ours). We see that the traditional baselines select many responses
close to each other, based on their rating. This provides insufficient feedback to the LLM during
preference optimization. In contrast, our methods simultaneously optimize for objectives including
coverage, generation probability as well as preference rating.

models. This ensures that our setup is more aligned with an on-policy setting. Specifically, we utilize
prompts from the UltraFeedback dataset Cui et al. (2023) and regenerate the resonses using the
SFT models. For each prompt x, we produce 32 responses by sampling from the SFT model with a
sampling temperature of 0.8. We then use the reward model (Skywork/Skywork-Reward-Llama-3.1-
8B-v0.2) Liu et al. (2024b) to score all the 32 responses. Then the response are selected based on the
Active Subset selection strategies a.) AMPO-Bottomk b.) AMPO-Coreset c.) AMPO-OptSelect

In our experiments, we observed that tuning hyperparameters is critical for optimizing the perfor-
mance. Carefully selecting hyperparameter values significantly impacts the effectiveness of these
methods across various datasets.We found that setting the β parameter in the range of 5.0 to 10.0
consistently yields strong performance, while tuning the γ parameter within the range of 2 to 4 further
improved performance. These observations highlight the importance of systematic hyperparameter
tuning to achieve reliable outcomes across diverse datasets.

Evaluation Benchmarks We evaluate our models using three widely recognized open-ended
instruction-following benchmarks: MT-Bench Zheng et al. (2023), AlpacaEval2 Dubois et al. (2024),
and Arena-Hard v0.1. These benchmarks are commonly used in the community to assess the
conversational versatility of models across a diverse range of queries.

AlpacaEval 2 comprises 805 questions sourced from five datasets, while MT-Bench spans eight
categories with a total of 80 questions. The recently introduced Arena-Hard builds upon MT-
Bench, featuring 500 well-defined technical problem-solving queries designed to test more advanced
capabilities.

We adhere to the evaluation protocols specific to each benchmark when reporting results. For
AlpacaEval 2, we provide both the raw win rate (WR) and the length-controlled win rate (LC), with
the latter being designed to mitigate the influence of model verbosity. For Arena-Hard, we report
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the win rate (WR) against a baseline model. For MT-Bench, we present the scores as evaluated by
GPT-4-Preview-1106, which serve as the judge model.
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Figure 3: Effect of Sampling Temperature on dif-
ferent baselines for on the AlpacaEval 2 Bench-
mark: (a) Length-Controlled Win Rate (LC) and
(b) Overall Win Rate (WR).
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Figure 4: Effect of Gamma on AlpacaEval2 for
Active Subset Selection Strategies.

7.2 EXPERIMENTAL RESULT

Impact of Selection Strategies on Diversity. Figure 2 shows a t-SNE projection of response
embeddings, highlighting how each selection method samples the answer space:
AMPO-BottomK: Tends to pick a tight cluster of low-rated responses, limiting coverage and
redundancy in feedback.
AMPO-Coreset: Uses coreset-based selection to cover more diverse regions, providing coverage of
examples.
Opt-Select: Further balances reward extremity, generation probability, and embedding coverage,
yielding well-separated response clusters and more effective supervision for preference alignment.
Key analysis from Fig. 2 demonstrate that our selection strategies significantly improve response
diversity compared to traditional baselines. By actively optimizing for coverage-aware selection,
our methods mitigate redundancy in selected responses, leading to better preference modeling and
enhanced LLM alignment.

Impact of Temperature Sampling for Different Active Selection Approaches To analyze the
impact of temperature-controlled response sampling on different active selection approaches, we
conduct an ablation study by varying the sampling temperature from 0 to 1.0 in increments of 0.25
on AlpacaEval2 benchmark as demonstrated in Figure 3. We evaluate our active selection strategies
observe a general trend of declining performance with increasing temperature. Key observation:
AMPO-Coreset and AMPO-OptSelect demonstrate robustness to temperature variations, whereas
WR-SimPO and bottom-k selection are more sensitive.

Effect of gamma for Active Selection Approaches To further investigate the sensitivity of core-set
selection to different hyper-parameter settings, we conduct an ablation study on the impact of varying
the gamma parameter as show in Figure 4. As gamma increases from 1 to 3, we observe a consistent
improvement in both LC-WR and WR scores. Key findings highlight the importance of tuning
gamma appropriately to maximize the effectiveness of active-selection approaches.

8 DISCUSSION & FUTURE WORK

Iteration via Active Synthetic Data Generation. When we combine reward signals and output-
embedding signals in active sampling, we naturally create a pathway to synthetic data creation.
Through multi-preference optimization on diverse queries, the model continually improves itself
by receiving feedback on different modes of failure (and success). Crucially, because this process
is on-policy, the model directly surfaces new candidate answers for which it is most uncertain or
prone to errors. The selection for coverage ensures that we efficiently address a large portion of the
measurable answer space, rather than merely focusing on obvious or extreme failures.

Over multiple epochs, such a growing corpus of synthetic data can be used to refine or re-check
the reward model, establishing a feedback loop between policy improvement and reward-model
improvement. We believe this to be an important direction of future work.
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SUPPLEMENTARY MATERIALS

These supplementary materials provide additional details, derivations, and experimental results for
our paper. The appendix is organized as follows:

• Section A provides a more comprehensive overview of the related literature.

• Section B provides theoretical analysis of the equivalence of the optimal selection integer program
and the reward maximization objective.

• Section C shows a constant factor approximation for the coordinate descent algorithm in polynomial
time.

• Section D provides theoretical guarantees for our k-means style coreset selection algorithm.

• Section E provides the code for computation of the optimal selection algorithm.

• Section F provides t-sne plots for the various queries highlighting the performance of our algo-
rithms.

A RELATED WORK

Preference Optimization in RLHF. Direct Preference Optimization (DPO) is a collection of
techniques for fine-tuning language models based on human preferences Rafailov et al. (2024). Several
variants of DPO have been developed to address specific challenges and improve its effectiveness
Ethayarajh et al. (2024); Zeng et al. (2024); Dong et al. (2023); Yuan et al. (2023). For example,
KTO and TDPO focus on different aspects of preference optimization, while RAFT and RRHF utilize
alternative forms of feedback. Other variants, such as SPIN, CPO, ORPO, and SimPO, introduce
additional objectives or regularizations to enhance the optimization process Chen et al. (2024b); Xu
et al. (2024); Hong et al. (2024); Meng et al. (2024).

Further variants, including R-DPO, LD-DPO, sDPO, IRPO, OFS-DPO, and LIFT-DPO, address
issues like length bias, training strategies, and specific reasoning tasks. These diverse approaches
demonstrate the ongoing efforts to refine and enhance DPO, addressing its limitations and expanding
its applicability to various tasks and domains Park et al. (2024); Liu et al. (2024c); Pang et al. (2024);
Qi et al. (2024); Yuan et al. (2024).

Multi-Preference Approaches. Recent work extends standard RLHF to consider entire sets of
responses at once, enabling more nuanced feedback signals (Rafailov et al., 2024; Cui et al., 2023;
Chen et al., 2024a). Group-based objectives capture multiple acceptable (and multiple undesirable)
answers for each query, rather than only a single “better vs. worse” pair. Gupta et al. (2024) propose
a contrastive formulation, SWEPO, that jointly uses multiple “positives” and “negatives.” Such multi-
preference methods can reduce label noise and better reflect the complexity of real-world tasks, but
their computational cost grows if one attempts to incorporate all generated outputs (Cui et al., 2023;
Chen et al., 2024a).

On-Policy Self-Play. A key advancement in reinforcement learning has been self-play or on-policy
generation, where the model continuously updates and re-generates data from its own evolving policy
(Silver et al., 2016; 2017). In the context of LLM alignment, on-policy sampling can keep the training
set aligned with the model’s current distribution of outputs (Christiano et al., 2017; Wu et al., 2023).
However, this approach can significantly inflate the number of candidate responses, motivating the
need for selective down-sampling of training examples.

Active Learning for Policy Optimization. The notion of selectively querying the most informative
examples is central to active learning (Cohn et al., 1996; Settles, 2009), which aims to reduce labeling
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effort by focusing on high-utility samples. Several works incorporate active learning ideas into
reinforcement learning, e.g., uncertainty sampling or diversity-based selection (Sener & Savarese,
2017; Zhang et al., 2022). In the RLHF setting, Christiano et al. (2017) highlight how strategic
feedback can accelerate policy improvements, while others apply active subroutines to refine reward
models (Wu et al., 2023). By picking a small yet diverse set of responses, we avoid both computational
blow-ups and redundant training signals.

Clustering and Coverage-Based Selection. Selecting representative subsets from a large dataset is
a classic problem in machine learning and combinatorial optimization. Clustering techniques such as
k-means and k-medoids (Hartigan & Wong, 1979) aim to group points so that distances within each
cluster are small. In the RLHF context, embedding model outputs and clustering them can ensure
coverage over semantically distinct modes (Har-Peled & Mazumdar, 2004; Cohen-Addad et al.,
2022). These methods connect to the facility location problem (Oh Song et al., 2017)—minimizing
the cost of “covering” all points with a fixed number of centers—and can be addressed via coreset
construction (Feldman, 2020).

Min-Knapsack and Integer Programming. When picking a subset of size k to cover or suppress
“bad” outputs, one may cast the objective in a min-knapsack or combinatorial optimization framework
(Kellerer et al., 2004a). For instance, forcing certain outputs to zero probability can impose constraints
that ripple to nearby points in embedding space, linking coverage-based strategies to integer programs
(Chen et al., 2020). Cohen-Addad et al. (2022) and Har-Peled & Mazumdar (2004) demonstrate
how approximate solutions to such subset selection problems can achieve strong empirical results
in high-dimensional scenarios. By drawing from these established concepts, our method frames
the selection of negative samples in a Lipschitz coverage sense, thereby enabling both theoretical
guarantees and practical efficiency in multi-preference alignment.

Collectively, our work stands at the intersection of multi-preference alignment (Gupta et al., 2024;
Cui et al., 2023), on-policy data generation (Silver et al., 2017; Ouyang et al., 2022), and active
learning (Cohn et al., 1996; Settles, 2009). We leverage ideas from clustering (k-means, k-medoids)
and combinatorial optimization (facility location, min-knapsack) (Kellerer et al., 2004b; Cacchiani
et al., 2022) to construct small yet powerful training subsets that capture both reward extremes and
semantic diversity. The result is an efficient pipeline for aligning LLMs via multi-preference signals
without exhaustively processing all generated responses.

B EXTENDED THEORETICAL ANALYSIS OF OPT-SELECT

In this appendix, we present a more detailed theoretical treatment of AMPO-OPTSELECT. We restate
the core problem setup and assumptions, then provide rigorous proofs of our main results. Our
exposition here augments the concise version from the main text.

B.1 PROBLEM SETUP

Consider a single prompt (query) x for which we have sampled n candidate responses
{ y1, y2, . . . , yn}. Each response yi has:

• A scalar reward ri ∈ [0, 1].

• An embedding ei ∈ Rd.

We define the distance between two responses yi and yj by

Ai,j = ∥ei − ej∥. (12)

We wish to learn a policy {pi}, where pi ≥ 0 and
∑n

i=1 pi = 1. The policy’s expected reward is

ER(p) =

n∑
i=1

ri pi. (13)
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Positive and Negative Responses. We designate exactly one response, denoted yitop , as a positive
(the highest-reward candidate). All other responses are potential “negatives.” Concretely:

• We fix one index itop with itop = arg max
i∈{1,...,n}

ri.

• We choose a subset S ⊆ {1, . . . , n} \ {itop} of size k, whose elements are forced to have pj = 0.
(These are the “negatives.”)

B.1.1 LIPSCHITZ SUPPRESSION CONSTRAINT

We assume a mild Lipschitz-like rule:

(A1) L-Lipschitz Constraint. If pj = 0 for some j ∈ S, then for every response yi, we must
have

pi ≤ LAi,j = L ∥ei − ej∥. (14)

The effect is that whenever we force a particular negative j to have pj = 0, any response i near j in
embedding space also gets pushed down, since pi ≤ LAi,j . By selecting a set of k negatives covering
many “bad” or low-reward regions, we curb the policy’s probability of generating undesirable
responses.

Goal. Define the feasible set of distributions:
F(S) =

{
{pi} : pj = 0 ∀ j ∈ S, pi ≤ L min

j∈S
Ai,j ∀ i /∈ { itop} ∪ S

}
. (15)

We then have a two-level problem:

max
S ⊆{1,...,n}\{itop}

|S|=k

max
{pi}∈F(S)∑
i pi=1, pi≥0

n∑
i=1

ri pi,

subject to pitop is unconstrained (no Lipschitz bound). (16)
We seek S that maximizes the best possible Lipschitz-compliant expected reward.

B.2 COVERAGE VIEW AND THE MIP FORMULATION

Coverage Cost. To highlight the crucial role of “covering” low-reward responses, define a weight
wi = exp

(
r − ri

)
, (17)

where r can be, for instance, the average reward 1
n

∑n
i=1 ri. Then a natural coverage cost is

Cost(S) =

n∑
i=1

wi min
j∈S

Ai,j . (18)

A small minj∈S Ai,j means response i is “close” to at least one negative center j. If ri is low, then
wi is large, so we put higher penalty on leaving i uncovered. Minimizing Cost(S) ensures that
important (low-reward) responses are forced near penalized centers, thus suppressing them in the
policy distribution.

MIP P for Coverage Minimization. We can write a mixed-integer program:

Problem P : min
xj∈{0,1}
zi,j∈{0,1}

yi≥0

n∑
i=1

wi yi,

subject to



n∑
j=1

xj = k,

zi,j ≤ xj ,
∑n

j=1 zi,j = 1, ∀ i,
yi ≤ Ai,j +M (1− zi,j),

yi ≥ Ai,j −M (1− zi,j), ∀ i, j,

(19)
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where M = maxi,j Ai,j . Intuitively, each xj indicates if j is chosen as a negative; each zi,j indicates
whether i is “assigned” to j. At optimality, yi = minj∈S Ai,j , so the objective

∑
i wi yi is precisely

Cost(S). Hence solving P yields S∗ that minimizes coverage cost equation 18.

B.3 KEY LEMMA: EQUIVALENCE OF COVERAGE MINIMIZATION AND LIPSCHITZ
SUPPRESSION

Lemma 1 (Coverage⇔ Suppression). Assume (A1) (the L-Lipschitz constraint, equation 14) and
let itop be a highest-reward index. Suppose S ⊆ {1, . . . , n} \ {itop} is a subset of size k. Then:

(i) Choosing S that minimizes Cost(S) yields the strongest suppression of low-reward responses and
thus the best possible feasible expected reward under the Lipschitz constraint.

(ii) Conversely, any set S achieving the highest feasible expected reward necessarily minimizes
Cost(S).

Proof. (i) Minimizing Cost(S) improves expected reward.
Once we pick S, we set pj = 0 for all j ∈ S. By (A1), any yi is then forced to satisfy pi ≤ LAi,j

for all j ∈ S. Hence
pi ≤ L min

j∈S
Ai,j .

If minj∈S Ai,j is large, then pi could be large; if it is small (particularly for low-reward ri), we
effectively suppress pi. By weighting each i with wi = er−ri , we see that leaving low-reward yi far
from all negatives raises the risk of high pi. Minimizing

∑
i wi minj∈S Ai,j ensures that any i with

large wi (i.e. small ri) has a small distance to at least one chosen center, thus bounding its probability
more tightly.

Meanwhile, the best candidate itop ∈ {1, . . . , n} remains unconstrained, so the policy can always
place mass ≈ 1 on itop. Consequently, a set S that better “covers” low-reward points must yield a
higher feasible expected reward

∑
i ripi.

(ii) Necessity of Minimizing Cost(S).
Conversely, if there were a set S that did not minimize Cost(S) but still provided higher feasible
expected reward, that would imply we found a distribution {pi} violating the Lipschitz bound on
some low-reward region. Formally, S that yields strictly smaller coverage cost would impose stricter
probability suppression on harmful responses. By part (i), that coverage-lowering set should then
yield an even higher feasible reward, a contradiction.

B.4 MAIN THEOREM: OPTIMALITY OF P FOR LIPSCHITZ ALIGNMENT

Theorem 2 (Optimal Negative Set via P). Let S∗ be the solution to the MIP P in equation 19, i.e. it
minimizes Cost(S). Then S∗ also maximizes the objective equation 16. Consequently, picking S∗
and allowing free probability on itop ≈ argmaxi ri yields the optimal Lipschitz-compliant policy.

Proof. By construction, solving P returns S∗ with Cost(S∗) = min
|S|=k

Cost(S). Lemma 1 then

states that such an S∗ simultaneously maximizes the best possible feasible expected reward. Hence
S∗ is precisely the negative set that achieves the maximum of equation 16.

Interpretation. Under a mild Lipschitz assumption in embedding space, penalizing (assigning zero
probability to) a small set S and forcing all items near S to have small probability is equivalent to a
coverage problem. Solving (or approximating) P selects negatives that push down low-reward modes
as effectively as possible.

B.5 DISCUSSION AND PRACTICAL IMPLEMENTATION

OPT-SELECT thus emerges from optimizing coverage:

1. Solve or approximate the MIP P to find the best subset S ⊆ {1, . . . , n} \ {itop}.
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2. Force pj = 0 for each j ∈ S; retain itop with full probability (pitop ≈ 1), subject to normalizing
the distribution.

In practice, local search or approximate clustering-based approaches (e.g. Weighted k-Medoids)
can find good solutions without exhaustively solving P . The method ensures that near any chosen
negative j, all semantically similar responses i have bounded probability pi ≤ LAi,j . Consequently,
OPT-SELECT simultaneously covers and suppresses undesired modes while preserving at least one
high-reward response unpenalized.
Additional Remarks.

• The single-positive assumption reflects a practical design where one high-reward response is
explicitly promoted. This can be extended to multiple positives, e.g. top m+ responses each
unconstrained.

• For large n, the exact MIP solution may be expensive; local search (see Appendix C) still achieves
a constant-factor approximation.

• The embedding-based Lipschitz constant L is rarely known exactly; however, the coverage
perspective remains valid for “sufficiently smooth” reward behaviors in the embedding space.

Overall, these results solidify OPT-SELECT as a principled framework for negative selection under
Lipschitz-based alignment objectives.

C LOCAL SEARCH GUARANTEES FOR WEIGHTED k-MEDOIDS AND
LIPSCHITZ-REWARD APPROXIMATION

In this appendix, we show in Theorem 3 that a standard local search algorithm for Weighted k-Medoids
achieves a constant-factor approximation in polynomial time.

C.1 WEIGHTED k-MEDOIDS SETUP

We are given:

• A set of n points, each indexed by i ∈ {1, . . . , n}.
• A distance function d(i, j) ≥ 0, which forms a metric: d(i, j) ≤ d(i, k) + d(k, j), d(i, i) =
0, d(i, j) = d(j, i).

• A nonnegative weight wi for each point i.
• A budget k, 1 ≤ k ≤ n.

We wish to pick a subset S ⊆ {1, . . . , n} of medoids (centers) with size |S| = k that minimizes the
objective

Cost(S) =

n∑
i=1

wi ·min
j∈S

d(i, j). (20)

We call this the Weighted k-Medoids problem. Note that medoids must come from among the data
points, as opposed to k-median or k-means where centers can be arbitrary points in the metric or
vector space. Our Algorithm 3 reduces to exactly this problem.

C.2 COORDINATE DESCENT ALGORITHM VIA LOCAL SEARCH

Our approach to the NP-hardness of Algorithm 3 was to recast it as a simpler coordinate descent
algorithm in Algorithm 4, wherein we do a local search at every point towards achieving the optimal
solution. Let COST(S) be as in equation 20.

1. Initialize: pick any subset S ⊆ {1, . . . , n} of size k (e.g. random or greedy).
2. Repeat: Try all possible single swaps of the form

S ′ =
(
S \ { j}

)
∪ { j′},

where j ∈ S and j′ /∈ S.
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3. If any swap improves cost: i.e. Cost(S ′) < Cost(S), then set S ← S ′ and continue.
4. Else terminate: no single swap can further reduce cost.

When the algorithm stops, we say S is a local optimum under 1-swaps.

C.3 CONSTANT-FACTOR APPROXIMATION IN POLYNOMIAL TIME

We now present and prove a result: such local search yields a constant-factor approximation. Below,
we prove a version with a factor 5 guarantee for Weighted k-Medoids. Tighter analyses can improve
constants, but 5 is a commonly cited bound for this simple variant.

Theorem 3 (Local Search for Weighted k-Medoids). Let S∗ be an optimal subset of medoids of
size k. Let Ŝ be any local optimum obtained by the above 1-swap local search. Then

Cost
(
Ŝ
)
≤ 5 × Cost

(
S∗
)
. (21)

Moreover, the procedure runs in polynomial time (at most
((

n
k

))
“worse-case” swaps in principle,

but in practice each improving swap decreases cost by a non-negligible amount, thus bounding the
iteration count).

Proof. Notation.

• Let Ŝ be the final local optimum of size k.

• Let S∗ be an optimal set of size k.

• For each point i, define

ri = d
(
i, Ŝ
)

= min
j∈Ŝ

d(i, j), r∗i = min
j∈S∗

d(i, j).

Thus Cost(Ŝ) =
∑

i wi ri and Cost(S∗) =
∑

i wi r
∗
i .

• Let c(S) =
∑

i wi d(i,S) as shorthand for Cost(S).

Step 1: Construct a “Combined” Set. Consider

S† = Ŝ ∪ S∗.
We have |S†| ≤ 2k. Let c(S†) =

∑
i wi d

(
i,S†

)
.

Observe that
d
(
i,S†

)
= min

{
d
(
i, Ŝ
)
, d
(
i,S∗

)}
= min{ ri, r∗i }.

Hence

c(S†) =

n∑
i=1

wi min{ ri, r∗i }.

We will relate c(S†) to c(Ŝ) and c(S∗).

Step 2: Partition Points According to S∗. For each j∗ ∈ S∗, define the cluster

C(j∗) =
{
i | j∗ = arg min

j′∈S∗
d(i, j′)

}
.

Hence {C(j∗) : j∗ ∈ S∗} is a partition of {1, . . . , n}. We now group the cost contributions by
these clusters.

Goal: Existence of a Good Swap. We will assume c(Ŝ) > 5 c(S∗) and derive a contradiction by
producing a profitable swap that local search should have found.

Specifically, we show that there must be a center j∗ ∈ S∗ whose cluster C(j∗) is “costly enough”
under Ŝ , so that swapping out some center j ∈ Ŝ for j∗ significantly reduces cost. But since Ŝ was a
local optimum, no such profitable swap could exist. This contradiction implies c(Ŝ) ≤ 5 c(S∗).

19



1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079

Step 3: Detailed Bounding.

We have

c(S†) =
n∑

i=1

wi min{ri, r∗i } ≤
n∑

i=1

wi r
∗
i = c(S∗).

Similarly,

c(S†) ≤
n∑

i=1

wi ri = c
(
Ŝ
)
.

Hence c(S†) ≤ min
{
c(Ŝ), c(S∗)

}
. Now define

D =

n∑
i=1

wi

[
ri −min{ ri, r∗i }

]
=

n∑
i=1

wi

(
ri − r∗i

)
+
,

where (x)+ = max{x, 0}. By rearranging,
n∑

i=1

wi ri −
n∑

i=1

wi min{ ri, r∗i } = D.

Thus
c(Ŝ)− c(S†) = D ≥ c(Ŝ)− c(S∗).

So
D ≥ c

(
Ŝ
)
− c
(
S∗
)
.

Under the assumption c(Ŝ) > 5 c(S∗), we get

D > 4 c(S∗). (*)

Step 4: Find a Center j∗ with Large D Contribution. We now “distribute” D over clusters C(j∗).
Let

Dj∗ =
∑

i∈C(j∗)

wi

(
ri − r∗i

)
+
.

Then D =
∑

j∗∈S∗

Dj∗ . Since D > 4 c(S∗), at least one j∗ ∈ S∗ satisfies

Dj∗ > 4
c(S∗)
|S∗|

= 4
c(S∗)
k

,

because |S∗| = k. Denote this center as j∗large and its cluster C∗ = C(j∗large).

Step 5: Swapping j∗ into Ŝ. Consider the swap

Ŝswap =
(
Ŝ \

{
jout

})
∪
{
j∗large

}
where jout is whichever center in Ŝ we choose to remove. We must show that for an appropriate
choice of jout, the cost c(Ŝswap) is at least (ri− r∗i )+ smaller on average for the points in C∗, forcing
a net cost reduction large enough to offset any potential cost increase for points outside C∗.

In detail, partition Ŝ into k clusters under Voronoi assignment:

Ĉ(j) =
{
i : j = argmin

x∈Ŝ
d(i, x)

}
, j ∈ Ŝ.

Since | Ŝ| = k, there must exist at least one jout ∈ Ŝ whose cluster Ĉ(jout) has weight∑
i∈Ĉ(jout)

wi ≤
1

k

n∑
i=1

wi. We remove that jout and add j∗large.
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Step 6: Net Cost Change Analysis. After the swap,

c
(
Ŝswap

)
− c
(
Ŝ
)

= ∆in︸︷︷︸
improvement in C∗

+ ∆out︸︷︷︸
possible cost increase outside C∗

.

Points i ∈ C∗ can now be served by j∗large at distance r∗i (≤ ri), so

∆in ≤
∑
i∈C∗

wi

[
d
(
i, Ŝswap

)
− d
(
i, Ŝ
)]
≤
∑
i∈C∗

wi

(
r∗i − ri

)
.

But recall r∗i ≤ ri or r∗i ≤ ri; for i ∈ C∗, we specifically have (ri− r∗i )+ is often positive. Precisely:

∆in ≤
∑
i∈C∗

wi

(
r∗i − ri

)
= −

∑
i∈C∗

wi

(
ri − r∗i

)
.

Hence
∆in ≤ −

∑
i∈C∗

wi (ri − r∗i )+.

On the other hand, some points outside C∗ may lose jout as a center, which might increase their
distances:

∆out =
∑
i/∈C∗

wi

[
d
(
i, Ŝswap

)
− d
(
i, Ŝ
)]
.

Since each point can still use any other center in Ŝ \ { jout},

d
(
i, Ŝswap

)
≤ min

{
d
(
i, Ŝ \ {jout}

)
, d
(
i, j∗large

)}
.

Thus for each i,
d
(
i, Ŝswap

)
≤ d

(
i, Ŝ
)

unless the only center in Ŝ that served i was jout. But the total weight of Ĉ(jout) is at most 1
k

∑
i wi.

Thus,
∆out ≤

∑
i∈Ĉ(jout)

wi

[
d
(
i, Ŝswap

)
− d
(
i, Ŝ
)]
≤

∑
i∈Ĉ(jout)

wi d
(
jout, j

∗
large

)
,

because i is at distance at most d(i, jout) + d(jout, j
∗
large) to j∗large. And d(i, Ŝ) ≥ d(i, jout) by

definition of Ĉ(jout). Hence

∆out ≤
( ∑
i∈Ĉ(jout)

wi

)
· d
(
jout, j

∗
large

)
≤ 1

k

( n∑
i=1

wi

)
· d
(
jout, j

∗
large

)
.

Step 7: Arriving at a contradiction. We get

c
(
Ŝswap

)
− c
(
Ŝ
)
= ∆in +∆out ≤ −

∑
i∈C∗

wi

(
ri − r∗i

)
+

+
1

k

(∑
i

wi

)
d
(
jout, j

∗
large

)
.

But recall ∑
i∈C∗

wi (ri − r∗i )+ = Dj∗large
> 4

c(S∗)
k

,

from step 5. Meanwhile, d
(
jout, j

∗
large

)
≤ c(S∗) is a standard bound because j∗large must be served

in S∗ by some center at distance at most c(S∗)/
∑

i wi or by the triangle inequality, we can also
argue d(jout, j

∗
large) ≤ the diameter factor times the cost. More refined bounding uses per-point

comparisons.

Hence

∆out ≤
1

k

(∑
i

wi

)
c(S∗) /

(∑
i

wi

)
=

c(S∗)
k

.

Thus

c(Ŝswap)− c(Ŝ) ≤ − 4
c(S∗)
k

+
c(S∗)
k

= − 3
c(S∗)
k

< 0,
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i.e. a net improvement. This contradicts the local optimality of Ŝ.

Therefore our original assumption c(Ŝ) > 5 c(S∗) must be false, so c(Ŝ) ≤ 5 c(S∗).

Time Complexity. Each swap test requires O(n) time to update Cost(S). There are at most k (n−k)
possible 1-swaps. Each accepted swap strictly decreases cost by at least 1 unit (or some positive
δ-fraction if distances are discrete/normalized). Since the minimal cost is ≥ 0, the total number of
swaps is polynomially bounded. Thus local search terminates in polynomial time with the promised
approximation.

Remark 1 (Improved Constants). A more intricate analysis can tighten the factor 5 in Theorem 3
to 3 or 4. See, e.g., (Gupta & Tangwongsan, 2008; Arya et al., 2001) for classical refinements. The
simpler argument here suffices to establish the main principles.

D CONSTANT-FACTOR APPROXIMATION FOR SUBSET SELECTION UNDER
BOUNDED INTRA-CLUSTER DISTANCE

The term coreset originates in computational geometry and machine learning, referring to a subset
of data that approximates the entire dataset with respect to a particular objective or loss function
(Bachem et al., 2017; Feldman et al., 2020). More precisely, a coreset C for a larger set X is often
defined such that, for any model or solution w in a hypothesis class, the loss over C is within a small
factor of the loss over X .

In the context of AMPO-CORESET, the k-means clustering subroutine identifies representative
embedding-space regions, and by choosing a single worst-rated example from each region, we mimic
a coreset-based selection principle: our selected negatives approximate the distributional diversity of
the entire batch of responses. In essence, we seek a small but well-covered negative set that ensures
the model receives penalizing signals for all major modes of undesired behavior.

Empirically, such coverage-driven strategies can outperform purely score-based selection (Section
4.1) when the reward function is noisy or the model exhibits rare but severe failure modes. By
assigning at least one negative from each cluster, AMPO-CORESET mitigates the risk of ignoring
minority clusters, which may be infrequent yet highly problematic for alignment. As we show in
subsequent experiments, combining coreset-like coverage with reward-based filtering yields robust
policy updates that curb a wide range of undesirable outputs.

We give a simplified theorem showing how a local-search algorithm can achieve a fixed (constant)
approximation factor for selecting k “negative” responses. Our statement and proof are adapted from
the classical Weighted k-Medoids analysis, but use simpler notation and explicit assumptions about
bounded intra-cluster distance.

D.1 ADDITIONAL ASSUMPTIONS:

Assumption 1: Bounded number of clusters k. We assume that the data partitions into natural
clusters such that the number of such clusters is equal to the number of examples we draw from the
negatives. It is of course likely that at sufficiently high temperature, an LLM may deviate from such
assumptions, but given sufficiently low sampling temperature, the answers, for any given query, may
concentrate to a few attractors.

Assumption 2: Bounded Intra-Cluster Distance. We assume that the data can be partitioned into
natural clusters of bounded diameter dmax. This assumption helps us simplify our bounds, towards
rigorous guarantees, and we wish to state that such an assumption may be too strict to hold in practice,
especially in light of Assumption 1.

Given these assumptions, We present a distribution-dependent coreset guarantee for selecting a small
“negative” subset of responses for a given query, thus enabling the policy to concentrate probability on
the highest-rated responses. Unlike universal coreset theory, we only require that this negative subset
works well for typical distributions of responses, rather than for every conceivable set of responses.
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D.2 SETUP: QUERIES, RESPONSES, AND RATINGS

Queries and Candidate Responses. We focus on a single query x, which admits a finite set of m
candidate responses

{ y1, . . . , ym}.
Each response yi has a scalar rating ri ∈ [0, 1]. For notational convenience, we assume ri is
normalized to [0, 1]. A larger ri indicates a better (or more desirable) response.

Negative Ratings via Exponential Weights. Let

r =
1

m

m∑
i=1

ri (the mean rating), wi = exp
(
r − ri

)
. (22)

Then wi is larger when ri is smaller. One may also employ alternative references (max ri instead of
r), or re-scaling to maintain bounded ranges.

D.3 POLICY MODEL AND SUBSET SELECTION

Policy Distribution Over Responses. A policy Pθ(y | x) assigns a probability pi ≥ 0 to each
response yi, satisfying

∑m
i=1 pi = 1. The expected rating is

ER(p1, . . . , pm) =

m∑
i=1

pi ri.

Negative Subset and Probability Suppression. We aim to choose a small subset S ⊆ { 1, . . . ,m}
of size k, each member of which is assigned probability zero:

pj = 0, ∀j ∈ S.

In addition, we impose a Lipschitz-like rule that if pj = 0 for j ∈ S, then any response yi “close” to
yj in some embedding space must also have probability bounded by

pi ≤ L ∥ei − ej∥,

where ei is an embedding of yi. If yj is negatively rated, then forcing pj = 0 also forces small
probability on responses near yj . This ensures undesired modes get suppressed.

Concentrating Probability on Top Responses. We allow the policy to place nearly all probability on
a small handful of high-rated responses, so that the expected rating

∑m
i=1 piri is maximized. Indeed,

the policy will try to push mass towards the highest ri while setting pj = 0 on low-rated responses in
S.

Sampling Response-Sets or “Solutions.” We suppose that the set {y1, . . . , ym} with ratings {ri}
arises from some distributional process (for instance, D might represent typical ways the system
could generate or rank responses). Denote a random draw by(

{y1, . . . , ym}, {ri}
)
∼ D.

We only require that our negative subset S yield a near-optimal Lipschitz-compliant policy for a
typical realization from D, rather than for every possible realization.

Clustering in Embedding Space. Let ei ∈ Rd be an embedding for each response yi. Suppose we
partition {1, . . . ,m} into k clusters C1, . . . , Ck (each of bounded diameter at most d), and within
each cluster Cj , pick exactly one “negative” index i−j ∈ Cj . This yields

S = { i−1 , . . . , i
−
k }.

We then penalize each yi−j
by setting p i−j

= 0. Consequently, for any yi ∈ Cj , the Lipschitz
suppression condition forces pi ≤ Ld.
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D.4 A DISTRIBUTION-DEPENDENT CORESET GUARANTEE

We now state a simplified theorem that, under certain conditions on the distribution D, ensures that
for most draws of queries and responses, the chosen subset S yields a policy whose expected rating is
within (1± ε) of the optimal Lipschitz-compliant policy of size k.

Theorem 4 (Distribution-Dependent Negative Subset). Let D be a distribution that generates query-
response sets {y1, . . . , ym}, each with ratings {ri} ⊂ [0, 1]. Assume we cluster the m responses
into k groups C1, . . . , Ck of diameter at most d in the embedding space, and choose exactly one
“negative” index i−j ∈ Cj . Let S = { i−1 , . . . , i

−
k }. Suppose that:

max
i∈Cj

∥ei − e i−j
∥ ≤ d, ∀ j = 1, . . . , k.

Assume a Lipschitz constant L, so that penalizing yi−j
(i.e. p i−j

= 0) enforces pi ≤ Ld for all i ∈ Cj .
Then, under a sufficiently large random sample of queries/responses (or equivalently, a large i.i.d.
sample from D to refine the clustering), with high probability over that sample, for at least a

(
1− δ

)
fraction of newly drawn query-response sets from D, the set S induces a Lipschitz-compliant policy
whose expected rating is within a factor (1± ε) of the best possible among all k-penalized subsets.

Proof Sketch. We give a high-level argument:

1. Large Sample Captures Typical Configurations. By drawing many instances of responses {yi},
{ri} from D, we can cluster them in such a way that any new draw from D is, with probability at
least 1− δ, either (a) close to one of our sampled configurations or (b) has measure less than δ.

2. Bounded-Diameter Clusters. Suppose each cluster Cj has diameter at most d, and we pick
i−j ∈ Cj as the “negative.” This implies every response yi in that cluster is at distance ≤ d from yi−j

.

3. Lipschitz Suppression. If p i−j
= 0, then pi ≤ L ∥ei − e i−j

∥ ≤ Ld for all i ∈ Cj . This
ensures that the entire cluster Cj cannot accumulate large probability mass on low-rated responses.
Consequently, we push the policy distribution to concentrate on higher-rated responses (e.g. those not
near a penalized center).

4. Near-Optimal Expected Rating. For any typical new draw of {yi}, {ri}, a k-penalized Lipschitz
policy can be approximated by using the same k negatives S. Because we ensure that the new draw
is close to one of our sampled draws, the coverage or cluster assignment for the new {yi} is accurate
enough that the resulting feasible policy is within a multiplicative (1± ε) factor of the best possible
k-subset. This completes the distribution-dependent argument.

E OPTIMAL SELECTION CODE

In this section we provide the actual code used to compute the optimal selection.

import numpy as np
from scipy.spatial.distance import cdist

def solve_local_search_min_dist_normalized(
vectors: np.ndarray ,
rating: np.ndarray ,
k: int ,
max_iter: int = 100,
random_seed: int = 42

):
# Normalize ratings
rating_min = np.min(rating)
rating_max = np.max(rating)
rating_normalized = (rating - rating_min) / (rating_max - rating_min)

if rating_max > rating_min else np.zeros_like(rating) + 0.5

# Identify top -rated point
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excluded_top_index = int(np.argmax(rating_normalized))

# Reduce dataset
new_to_old = [idx for idx in range(len(rating_normalized)) if idx !=

excluded_top_index]
vectors_reduced = np.delete(vectors , excluded_top_index , axis =0)
rating_reduced = np.delete(rating_normalized , excluded_top_index)

# Compute L2 distances and normalize
if len(rating_reduced) == 0:

return excluded_top_index , None , [], [], []
distance_matrix = cdist(vectors_reduced , vectors_reduced , metric='

euclidean ')
distance_matrix /= distance_matrix.max() if distance_matrix.max() > 1

e-12 else 1

# Compute weights
mean_rating_reduced = np.mean(rating_reduced)
w = np.exp(mean_rating_reduced - rating_reduced)

# Local search setup
def compute_objective(chosen_set):

return sum(w[i] * min(distance_matrix[i, j] for j in chosen_set)
for i in range(len(w)))

rng = np.random.default_rng(random_seed)
all_indices = np.arange(len(rating_reduced))
current_set = set(rng.choice(all_indices , size=k, replace=False)) if

k < len(rating_reduced) else set(all_indices)
current_cost = compute_objective(current_set)

# Local search loop
improved = True
while improved:

improved = False
best_swap = (None , None , 0)
for j_out in list(current_set):

for j_in in all_indices:
if j_in not in current_set:

candidate_set = (current_set - {j_out}) | {j_in}
improvement = current_cost - compute_objective(

candidate_set)
if improvement > best_swap [2]:

best_swap = (j_out , j_in , improvement)
if best_swap [2] > 1e-12:

current_set.remove(best_swap [0])
current_set.add(best_swap [1])
current_cost -= best_swap [2]
improved = True

chosen_indices_original = [new_to_old[j] for j in sorted(current_set)
]

rejected_indices_original = [new_to_old[j] for j in sorted(set(
all_indices) - current_set)]

return excluded_top_index , chosen_indices_original [0],
rejected_indices_original [:k], chosen_indices_original ,
rejected_indices_original

25



1350
1351
1352
1353
1354
1355
1356
1357
1358
1359
1360
1361
1362
1363
1364
1365
1366
1367
1368
1369
1370
1371
1372
1373
1374
1375
1376
1377
1378
1379
1380
1381
1382
1383
1384
1385
1386
1387
1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399
1400
1401
1402
1403

F VISUALIZATION OF T-SNE EMBEDDINGS FOR DIVERSE RESPONSES
ACROSS QUERIES

In this section, we showcase the performance of our method through plots of TSNE across various
examples. These illustrative figures show how our baseline Bottom-k Algorithm (Section 4.1) chooses
similar responses that are often close to each other. Hence the model misses out on feedback relating
to other parts of the answer space that it often explores. Contrastingly, we often notice diversity of
response selection for both the AMPO-OPTSELECT and AMPO-CORESET algorithms.
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Figure 5: t-SNE visualization of projected high-dimensional response embeddings into a 2D space,
illustrating the separation of actively selected responses. (a) AMPO-BottomK (baseline). (b) AMPO-
Coreset (ours). (c) Opt-Select (ours). Traditional baselines select many responses close to each other
based on their rating, providing insufficient feedback to the LLM during preference optimization.
In contrast, our methods optimize for objectives including coverage, generation probability, and
preference rating.
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