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Abstract001

Large language models (LLMs) have demon-002
strated remarkable evaluation and critique capa-003
bilities, providing insightful feedback and iden-004
tifying flaws in various tasks. However, lim-005
ited research has explored which types of cri-006
tiques are most effective for improving model007
responses or how to generate such critiques.008
To address this gap, we introduce Refinement-009
oriented Critique Optimization (RCO), a novel010
framework designed to train critic models us-011
ing refinement signals. RCO uses a feedback012
loop where critiques, generated by the critic013
model, guide the actor model in refining its014
responses. The critique utility (CU) quanti-015
fies the effectiveness of these refinements, serv-016
ing as the reward signal for training the critic017
model. By focusing on critiques that lead to018
better refinements, RCO eliminates the need019
for direct critique preference assessment, ensur-020
ing that critiques driving meaningful improve-021
ments are rewarded. We evaluate RCO across022
five tasks, i.e., dialog generation, summariza-023
tion, question answering, mathematical reason-024
ing, and code generation, and show that it sig-025
nificantly outperforms traditional methods and026
open-source models in terms of critique quality027
and refinement outcomes. Our contributions028
include the introduction of RCO, a novel su-029
pervision scheme based on refined response030
preferences, and comprehensive experimental031
results that highlight the method’s effectiveness032
in enhancing LLM critique-refinement loops.1033

1 Introduction034

The critique ability, defined as the capacity to iden-035

tify and refine flaws in responses, is crucial for im-036

proving the reliability of automatic evaluation and037

enabling the self-improvement of large language038

models (LLMs) (Saunders et al., 2022; Scheurer039

et al., 2023). Enhancing this ability is challeng-040

ing, as it requires LLMs to not only detect er-041

1Code and data will be publicly available upon acceptance
of this paper.
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Figure 1: A comparison between previous methods,
which train critic models via direct critique preference
judgment and are not helpful for refinement, and our
method, which train critic models by converting prefer-
ences of refined responses into critique reward values
and is helpful for refinement.

rors but also engage in a deeper analysis of user 042

queries and responses, extending beyond super- 043

ficial criticism (Zheng et al., 2023b; Kim et al., 044

2024). Recent studies have sought to address this 045

challenge of LLMs via human-curated critique 046

datasets and alignment strategies like supervised 047

fine-tuning (SFT) (Cui et al., 2023; Ke et al., 2024) 048

and reinforcement learning (Akyürek et al., 2023; 049

McAleese et al., 2024), yielding promising results 050

in identifying and rectifying shortcomings across 051

various tasks. 052

However, current methods primarily train mod- 053

els to generate critiques for evaluation purposes, 054

rather than linking critique to refinement (Li et al., 055

2024b). This disjointed approach fails to connect 056

error identification with output improvement, lim- 057

iting the practical value of critiques. While the 058

critique-refinement paradigm is explored in LLM 059

alignment (Madaan et al., 2023; Wadhwa et al., 060

2024) and reasoning (Chen et al., 2024; Wu et al., 061

2024), existing works lack systematic investiga- 062

tion on how critique enhancements can lead to 063

meaningful refinements in responses. Without this 064

link, assessing critique quality remains challeng- 065

ing (Sun et al., 2024). Addressing this gap is 066

essential for advancing both LLM evaluation and 067
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self-improvement capabilities.068

To address these challenges, we introduce069

Refinement-oriented Critique Optimization (RCO),070

a novel training paradigm for critic models that071

uses critique utility (CU) as a reward signal, which072

is calculated by comparing the refined responses to073

the initial ones. This approach encourages the gen-074

erated critiques to drive substantial improvements075

in the output, creating a more effective critique-076

refinement loop. Specifically, RCO feeds critiques077

and initial responses into the actor model and078

prompts it to generate multiple refined responses.079

CU is then quantified as the proportion of refine-080

ments preferred over the initial response, which081

serves as the reward signal for training the critic082

model. By focusing on the refinement outcomes,083

RCO eliminates the need for direct critique prefer-084

ence assessment and ensures that critiques leading085

to better refinements are rewarded. We evaluate086

RCO across five tasks, i.e., dialog generation, sum-087

marization, question answering, mathematical rea-088

soning, and code generation, using baseline models,089

models trained with critique preferences, and ad-090

vanced open-source models. Experimental results091

demonstrate that RCO significantly enhances critic092

model performance, outperforming existing meth-093

ods across multiple benchmarks.094

Our contributions are threefold: (1) We propose095

RCO, a method that prioritizes critiques that facili-096

tate effective refinement of actor model responses,097

addressing limitations of previous approaches. (2)098

We introduce a novel supervision scheme based099

on refined response preferences, eliminating the100

need for directly assessing the quality of critiques101

while rewarding critiques that lead to meaning-102

ful improvements. (3) We rigorously evaluate103

RCO across diverse tasks, showing substantial im-104

provements in critique quality and refinement ca-105

pabilities, and provide an in-depth analysis of the106

method’s impact.107

2 Related Work108

Critique Ability of LLMs The rapid advance-109

ment of large language models (LLMs) has high-110

lighted the need to enhance their critique capabili-111

ties. LLMs like GPT-4 (Achiam et al., 2023) have112

proven effective as evaluators (Zheng et al., 2023a;113

Li et al., 2024a; Cao et al., 2024), but their API-114

based access limits widespread application. To115

address cost and stability issues, researchers have116

fine-tuned open-source models using critique data117

from these models. Despite these efforts, chal- 118

lenges in critique task complexity remain. Recent 119

work includes Murugadoss et al. (2024), which 120

uses prompt engineering to create critique metrics, 121

and Verga et al. (2024), which proposes using mul- 122

tiple LLMs to mitigate bias. Ke et al. (2024) gen- 123

erates a golden critique dataset from model and 124

reference response pairs, while Lan et al. (2024a) 125

employs a multi-agent framework for preference- 126

based critique data collection. In contrast, our 127

method improves critique quality by automatically 128

obtaining preferences of refined responses to calcu- 129

late critique utility as reward signals to train critic 130

models. 131

Preference-Based Reinforcement Learning Re- 132

inforcement Learning from Human Feedback 133

(RLHF) (Ziegler et al., 2019) is commonly used to 134

guide LLMs towards human-preferred responses. 135

Scheurer et al. (2023) uses RLHF to train re- 136

ward models based on human-annotated pairwise 137

comparisons. Recent methods, such as Crit- 138

icGPT (McAleese et al., 2024), apply RLHF to 139

enhance critique abilities by training critic models 140

on human-identified errors in code generation. Sim- 141

ilarly, Wang et al. (2024b) collects preference cri- 142

tique pairs by comparing LLM-generated responses 143

with human-annotated scores. These approaches 144

are limited by the high cost and uncertain quality of 145

human annotations (Sun et al., 2024). In contrast, 146

our approach reduces reliance on human annota- 147

tions, providing a clear standard for good critiques 148

that effectively guide actor model refinements. 149

3 Methodology 150

The overview of RCO is illustrated in Figure 2. 151

Our approach begins with a dataset D, where 152

each sample X = (x, y0) consists of a prompt 153

x and its corresponding initial response y0, with 154

y0 being generated by an actor model π(y0|x). 155

Following this, a base critic model p(c|y0, x) is 156

employed to generate N distinct critiques, de- 157

noted as c1, c2, . . . , cN , for the initial response y0. 158

Each critique ci is then used as input to the actor 159

model π, which produces M distinct refined re- 160

sponses, yi1, yi2, . . . , yiM . The distribution used 161

to sample these refined responses is represented as 162

πci(y|ci, y0, x). 163

Critique Utility. As highlighted in Section 1, 164

the critique process is increasingly integrated into 165

critique-refinement workflows, requiring supervi- 166
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Figure 2: The illustration of our method RCO, describing our data collection and training process. We first generate
critiques with the critic model, then sample multiple refined responses with the actor model. Subsequently, we
calculate the critique utility of each critique with preference judgment on refined and initial responses, which serves
as reward signal of critic model training.

sion from a refinement perspective. Inspired this,167

we propose to use critique utility (CU) as the re-168

ward signal of RCO. The central idea of CU is169

that a high-quality critique should naturally lead to170

a better refinement, serving as a catalyst for self-171

improvement (Sun et al., 2024). Specifically, CU172

for a critique ci is defined as the probability where173

a response y, sampled from πci(y|ci, y0, x), is pre-174

ferred over the initial response y0:175

CU(ci|y0, x) = P (y ≻ y0|y ∼ πci) (1)176

To estimate CU(ci|y0, x), we approximate it using177

the following sampling-based approach, by defin-178

ing a preference score (PS) for the refined response179

yij and the initial response y0:180

CU(ci|y0, x) ≈
1

M

M∑
j=1

PS(yij , y0) (2)181

In this equation, the preference score PS(yij , y0)182

is determined by a judge model based on the fol-183

lowing criteria: PS(yij , y0) = 1 if the refined re-184

sponse yij is preferred over the initial response y0,185

PS(yij , y0) = 0.5 if both responses are considered186

equally good, and PS(yij , y0) = 0 if y0 is preferred187

over yij . This process is repeated for each critique188

ci.189

Training Objective Derivation. To better cap-190

ture complex reward structures, we derive our train-191

ing objective starting from the following optimiza-192

tion problem:193

max
θ

Ec∼pθ(c|y0,x) [R(c|y0, x)]−βDKL [pθ(c|y0, x)∥p(c|y0, x)]
(3)194

where R(c|y0, x) is the reward function of the cri- 195

tique c given the prompt x and initial response y0. 196

Since we use critique utility as the reward signal, 197

we substitute R(c|y0, x) with CU(c|y0, x) for the 198

rest of the derivation. According to Rafailov et al. 199

(2023), the optimal solution of Eq.3 takes the fol- 200

lowing form: 201

p∗(c|y0, x) =
p(c|y0, x) exp

(
1
βCU(c|y0, x)

)
Zβ(y0, x)

(4) 202

where Zβ(y0, x) is the regularization term. With 203

some algebra, we obtain: 204

1

β
CU(c|y0, x) = log

p∗(c|y0, x)
p(c|y0, x)

+ logZβ(y0, x)

(5) 205

Note that the regularization term Zβ(y0, x) can be 206

approximated via sampling in our method: 207

Zβ(y0, x) = Ec∼p(c|y0,x) exp

(
1

β
CU(c|y0, x)

)
≈ 1

N

N∑
i=1

exp

(
1

β
CU(ci|y0, x)

)
(6) 208

Finally, inspired by Direct Reward Optimiza- 209

tion (Richemond et al., 2024), we utilize a min- 210

imum square error objective as the training objec- 211

tive of our method, substituting p∗(ci|y0, x) with 212
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pθ(ci|y0, x), the model to be optimized:213

LRCO = E(x,y0)∈D

[
1

2N

N∑
i=1

(
log

pθ(ci|y0, x)
p(ci|y0, x)

+ logZβ(y0, x)−
1

β
CU(ci|y0, x)

)2
]

(7)214

Compared to traditional preference-based learning215

methods such as DPO (Rafailov et al., 2023), our216

training objective leverages scalar reward values217

more effectively, enabling the critic model to learn218

a more nuanced reward representation. This advan-219

tage allows our method to better capture complex220

reward structures, thereby improving overall model221

performance.222

3.1 Training Data Collection223

Dataset Overview. Our method begins with the224

collection of the prompt dataset D consisting of five225

tasks: dialog generation, summarization, question226

answering, mathematical reasoning, and code gen-227

eration. These tasks are sourced from 14 datasets,228

as outlined in Table 4, with a total of 10,000 unique229

prompts collected for the experiment.230

Collection of Initial Responses. Four actor231

models, i.e., LLaMA-2-7B-Chat, LLaMA-2-13B-232

Chat, LLaMA-2-70B-Chat, and LLaMA-3-8B-233

Instruct (Touvron et al., 2023; Dubey et al.,234

2024), are used to generate responses for the235

10,000 prompts, yielding 40,000 unique responses.236

Among these, 8,000 responses are selected per237

model, ensuring 1,600 responses per task and 2,000238

per actor model.239

Critique Generation. To generate critiques, we240

employ five base critic models: LLaMA-2-7B-Chat,241

LLaMA-2-13B-Chat, LLaMA-3-8B-Instruct, Auto-242

J-13B (Li et al., 2023), and UltraCM-13B (Cui243

et al., 2023). Each model generates N = 4 cri-244

tiques for every initial response y0 in the training245

set, ensuring a more accurate approximation of the246

regularization term Zβ(y0, x) and improving the247

training procedure.248

Refinement Generation Based on Critiques. In249

the refinement phase, the actor model that generates250

the initial response y0 refines its output based on the251

critique it receives. For each critique ci, the actor252

model generates M = 5 distinct refined responses,253

which enables a better approximation of critique254

utility.255

Critique Utility Calculation. As shown in Fig- 256

ure 2, critique utility CU(ci|y0, x) is calculated as 257

the reward signal for each critique, following the 258

method in Section 3. We use the Qwen-2.5-72B- 259

Instruct (Team, 2024) model to evaluate the pref- 260

erence of each refined response yij relative to its 261

initial response y0. To avoid positional bias, we 262

alternate the positions of the refined and initial re- 263

sponses and perform response preference judgment 264

again (Wang et al., 2024a). The critique utility for 265

each critique ci is computed as the average of 10 266

individual preferences (2M = 10). This process 267

ensures robust evaluation while mitigating poten- 268

tial bias, with data collection prompts detailed in 269

Appendix A. 270

4 Experiment 271

In this section, we describe the benchmarks, evalu- 272

ation metrics, baselines, and experimental results 273

that assess the performance of RCO. 274

4.1 Benchmarks and Evaluation Metrics 275

Critique Utility Evaluation. We create a test 276

dataset of 2,500 prompts, sourced from 7 datasets 277

distinct from those in the training set, as detailed 278

in Table 5. For initial responses, we use five actor 279

models: the four models from the training dataset 280

and LLaMA-3-70B-Instruct, a larger model not 281

used for the training dataset. After generating cri- 282

tiques with the critic model, we evaluate its quality 283

by greedy sampling a single refined response from 284

the actor model of the initial response for each 285

critique. We use two metrics: (1) average CU, cal- 286

culated by prompting GPT-4 to compare the prefer- 287

ence of refined responses to initial responses, and 288

(2) response quality score (RQS), where GPT-4 289

rates the responses on a 1-10 scale, with higher 290

scores indicating better quality. We provide the 291

prompts used for evaluation in Appendix B. 292

Human Evaluation. The second benchmark 293

combines CriticEval (Lan et al., 2024b) and Crit- 294

icBench (Lin et al., 2024) datasets to evaluate the 295

critique ability of models across tasks. Human 296

evaluation assesses critique and refinement qual- 297

ity: (1) Human preferences of critiques compare 298

critiques generated by our method and baselines, 299

and (2) Human preferences of refinements com- 300

pare refinements generated from both critiques by 301

LLaMA-2-7B-Chat. We sample 200 responses, en- 302

suring 40 responses per task and disjoint prompt 303

sources from those used in training. Details of 304
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Base
Model

Method
Dialog Summ. QA. Math Code Overall

CU RQS CU RQS CU RQS CU RQS CU RQS CU RQS

Initial Answer – 6.23 – 6.52 – 5.33 – 3.73 – 4.42 46.9 5.25

BASELINES

LLaMA-2-70B-Chat 82.7 7.09 68.3 7.44 88.8 6.75 62.7 4.19 59.7 5.59 72.4 6.21
LLaMA-3-70B-Instruct 82.6 7.08 87.8 7.68 86.3 6.47 76.2 4.75 78.1 6.24 82.2 6.44

Self-refinement 75.2 6.96 77.6 7.46 79.9 6.08 64.5 4.32 65.8 5.06 72.6 5.97
Aligner 47.3 6.30 50.2 6.64 47.6 5.79 51.4 3.78 38.0 4.49 46.9 5.40

OUR METHOD

LLaMA-2-
7B-Chat

Base model 83.5 7.16 63.4 7.43 87.1 6.48 60.1 4.03 59.7 5.29 70.8 6.08
+DPCO 79.2 7.13 70.2 7.37 91.2 6.85 58.7 3.94 62.1 5.50 72.3 6.16

+RCO (Ours) 90.4 7.28 77.4 7.59 94.3 7.28 70.7 4.45 72.5 5.86 81.1 6.49

LLaMA-2-
13B-Chat

Base model 78.4 7.06 74.7 7.56 86.9 6.64 66.3 4.21 61.1 5.39 73.5 6.17
+DPCO 76.5 6.91 79.9 7.56 86.0 6.51 56.1 3.68 69.2 5.70 73.5 6.08

+RCO (Ours) 86.9 7.20 85.3 7.60 96.2 7.22 71.0 4.38 70.1 5.69 81.9 6.42

LLaMA-3-
8B-Instruct

Base model 75.8 7.02 78.4 7.60 82.0 6.55 69.8 4.41 73.1 6.08 75.8 6.33
+DPCO 68.7 6.71 79.0 7.30 82.4 6.76 63.8 4.26 70.5 5.32 72.9 6.07

+RCO (Ours) 87.0 7.17 86.0 7.74 94.2 7.03 76.2 4.84 78.3 6.33 84.3 6.62

Auto-J-13B
Base model 60.0 6.83 85.6 7.60 79.1 6.50 60.4 3.85 63.1 5.22 69.7 6.00

+DPCO 68.3 6.99 80.3 7.47 87.9 6.57 64.5 4.06 70.2 5.73 74.2 6.16
+RCO (Ours) 77.5 7.09 83.7 7.54 91.9 7.17 68.5 4.38 72.3 5.63 78.8 6.36

UltraCM-
13B

Base model 53.9 6.50 72.6 7.24 63.8 5.88 65.2 4.27 62.4 5.25 63.6 5.83
+DPCO 69.8 6.92 85.1 7.61 84.8 6.47 62.4 3.98 67.0 5.33 73.8 6.06

+RCO (Ours) 74.7 7.05 89.6 7.66 88.4 6.79 72.0 4.50 69.3 5.46 78.8 6.29

Table 1: Evaluation results of our method and baselines, in terms of critique utility (CU) and refinement quality
score (RQS). Summ. and QA. are the shorter form of summarization and question answering tasks, respectively.
The critique utility results reported in the table are multiplied by 100.

the human evaluation process are provided in Ap-305

pendix D.306

4.2 Baselines307

We evaluate our method against 5 baseline types:308

(1) Base critic models: The five base models de-309

scribed in Section 3.1. (2) Self-refinement: Fol-310

lowing prior works (Akyürek et al., 2023), we use311

the actor model to directly refine its own responses312

in the test set and evaluate the average preference313

score (PS) and RQS of the refined responses. (3)314

Open-source LLMs: We compare against models315

such as LLaMA-2-70B-Instruct and LLaMA-3-70B-316

Instruct. (4) Aligner: Aligner (Ji et al., 2024) is a317

model-agnostic module that refines responses; we318

use Aligner-7B-V1.0 and evaluate the average PS319

and RQS of its refined responses. (5) Direct Prefer-320

ences of Critique Optimization (DPCO): We use321

Qwen-2.5-72B-Instruct to assess the preferences322

of critique pairs in the training dataset, following323

the process in Figure 1. For the N = 4 setting,324

we label the preferences of critique pairs (c1, c2)325

and (c3, c4) and train critic models using the DPO 326

algorithm. 327

4.3 CU and RQS Results 328

We evaluate the performance of RCO, trained on 329

all base critic models, against the baseline models 330

on the test dataset. The results, presented in Ta- 331

ble 1, demonstrate that our method significantly 332

outperforms all baseline models, both in terms of 333

the critique utility and the quality of the refined re- 334

sponses. This indicates that our method effectively 335

trains critic models to enhance the actor model’s 336

ability to revise and improve its responses. 337

Specifically, our approach surpasses the base 338

critic model across all tasks, providing robust 339

evidence for the benefits of training critic mod- 340

els. Furthermore, smaller models trained with 341

our method consistently outperform larger mod- 342

els within the same model series (e.g., LLaMA-2- 343

7B-Chat vs. LLaMA-2-70B-Chat, LLaMA-3-8B- 344

Instruct vs. LLaMA-3-70B-Instruct), highlighting 345

the competitive performance of our method even 346
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(a) Critique evaluation results
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(b) Refinement evaluation results

Figure 3: Visualization of human evaluation results in terms of critique quality evaluation and refinement quality
evaluation.

with relatively smaller models. Remarkably, our347

model exhibit superior results in terms of both348

PS and RQS against refinement baselines, self-349

refinement and Aligner, showcasing the effective-350

ness of our generated critiques. In contrast, DPCO351

show only marginal or no improvements over the352

base models and fail to outperform the larger mod-353

els. This suggests that directly assessing critique354

preferences with large language models yields low355

accuracy, which in turn limits the effectiveness of356

robust critic model training.357

When analyzing across different tasks, our358

method demonstrates a distinct advantage over359

larger baselines in the domain of question answer-360

ing. Compared to base models and DPCO, the361

superiority of our approach are most evident in362

mathematical reasoning and code generation tasks.363

In contrast, DPCO exhibit comparable performance364

to our method in dialog generation and summariza-365

tion tasks.366

4.4 Human Evaluation367

In the human evaluation, we focus on the base critic368

model that exhibited the best performance in the369

automated evaluation, LLaMA-3-8B-Instruct, due370

to the massive cost associated with human eval-371

uation. The baseline models considered include372

the base model, the large model LLaMA-3-70B-373

Instruct, and DPCO with LLaMA-3-8B-Instruct.374

The overall results from human evaluation, sum-375

marized in Figure 3, align with the findings from376

the test dataset, demonstrating that our method out-377

performs the baseline models in the quality of both378

critique and refined responses. Specifically, our379

method consistently surpasses the baseline models380

in terms of both the quality of critiques and the381

quality of the refined responses. These results un-382

derscore the efficacy of our approach in enhancing 383

actor model responses through structured critique 384

generation and refinement. 385

An intriguing observation from the human eval- 386

uation is that human preferences for critiques do 387

not always align with the preferences for the refine- 388

ments generated from those critiques. Specifically, 389

critiques generated by LLaMA-3-70B-Instruct are 390

the least preferred by human evaluators, and cri- 391

tiques generated by DPCO are the most preferred, 392

even achieving comparable performance to our 393

method. However, all three baselines exhibit sim- 394

ilar performance on human preferences of refine- 395

ments. This suggests that a critique considered 396

favorable by human evaluators may not necessarily 397

result in a refined response that aligns with human 398

preferences, highlighting the inherent complexity 399

of the critique-refinement process. 400

5 Analysis 401

5.1 Weak-to-Strong Generalization Ability 402

Recent studies in LLMs have highlighted the grow- 403

ing trend of scalable oversight (Burns et al., 2023), 404

which requires smaller models to provide meaning- 405

ful feedback to enhance the performance of larger 406

models. To evaluate whether RCO facilitates weak- 407

to-strong generalization, we reanalyze the experi- 408

mental results presented in Table 1, displaying the 409

CU and RPS results with respect to actor models 410

generating the initial responses in the test dataset. 411

Based on the findings in Table 3, the follow- 412

ing key observations can be made: (1) Both CU 413

and RQS improve as the actor model increases in 414

size and capability (from LLaMA-2 to LLaMA-3), 415

primarily because the stronger models exhibit a 416

greater ability to interpret critiques and follow re- 417
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Base
Model

Preference
Judge

Acc. @
RewardBench

Dialog Summ. QA. Math Code Overall

CU RQS CU RQS CU RQS CU RQS CU RQS CU RQS

LLaMA-
3-8B-

Instruct

Qwen 86.1% 87.0 7.17 86.0 7.74 94.2 7.03 76.2 4.84 78.3 6.33 84.3 6.62
GPT-4o 84.6% 87.7 7.15 86.7 7.76 94.7 7.09 74.9 4.82 79.3 6.40 84.7 6.64
Skywork 89.3% 83.3 7.08 86.3 7.69 91.2 7.02 73.2 4.76 73.7 6.22 83.9 6.55
InternLM 90.1% 84.6 7.15 88.1 7.59 93.4 7.13 73.4 4.69 78.3 6.39 83.6 6.59
PairRM 54.2% 79.9 7.04 82.9 7.57 83.8 6.49 69.8 4.58 71.2 6.20 77.5 6.38

Self-rewarding 69.7% 85.3 7.13 84.1 7.65 92.3 7.27 74.3 4.76 76.9 6.30 82.6 6.62

Table 2: Evaluation results of RCO training varying the preference judge model.
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Figure 4: Refinement quality score of iterative refinement results with different base models.

finement instructions. (2) When compared to self-418

refinement (refinement without critique), the RCO-419

trained models show superior performance, partic-420

ularly for initial responses generated by LLaMA-421

3-70B-Instruct. In contrast, DPCO-trained models422

perform worse than self-refinement in this case.423

(3) A comparison between RCO, base models, and424

DPCO reveals that RCO significantly enhances the425

performance of larger models (70B) on refined re-426

sponses. For smaller actor models, however, RCO427

only slightly outperforms DPCO. These findings428

suggest that RCO enables improved weak-to-strong429

generalization over DPCO and other baseline meth-430

ods by supervising critique training with the out-431

come of refinement.432

5.2 Scaling Preference Judge Model for RCO433

The training process of RCO depends on the prefer-434

ence judgment of both refined and initial responses.435

As such, the accuracy of preference judgment plays436

a crucial role in the overall performance of RCO. In437

our experiment, we leverage Qwen2.5-72B-Instruct438

(Qwen) to evaluate the preferences of responses.439

To assess the impact of the selection of preference440

judge model, we investigate four distinct variations:441

(1) Stronger LLMs, such as GPT-4o (Achiam442

et al., 2023); (2) Open-source LLM Critic Mod-443

els, such as Skywork-Critic-Llama-3.1-8B (Sky-444

work) (Shiwen et al., 2024); (3) Reward Models,445

such as InternLM2-7B-Reward (InternLM) (Cai 446

et al., 2024) and PairRM (Jiang et al., 2023); and 447

(4) Self-rewarding method (Yuan et al., 2024), 448

in which the base critic model evaluates the pref- 449

erences for refinements under its own outputs. 450

We conduct experiments using the LLaMA-3-8B- 451

Instruct as the base critic model and report the re- 452

sults of RCO with different preference judge mod- 453

els, as shown in Table 2. Additionally, we provide 454

the accuracy of preferences for each judge model 455

using the established pairwise judgment bench- 456

mark, RewardBench (Lambert et al., 2024). 457

Our findings indicate that PairRM, which has 458

the lowest pairwise accuracy on RewardBench, re- 459

sults in the worst performance. However, despite 460

achieving the best pairwise accuracy, the InternLM 461

model does not yield the top scores in both CU 462

and RQS. Overall, the performances of RCO train- 463

ing with judge models except PairRM are quite 464

similar, with CU scores ranging from 82% to 84% 465

and RQS scores between 6.55 and 6.65. Notably, 466

the self-rewarding method produces performance 467

on par with that of stronger preference judge mod- 468

els, underscoring the potential of a self-supervised 469

training paradigm. 470

5.3 Iterative Refinement 471

Previous studies on iterative self-critique and re- 472

finement for enhancing LLMs have faced criticism, 473
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Figure 5: The percentage distribution of the reasons why each chosen critique is preferred in human evaluation.

as LLMs may not always improve through this474

method (Huang et al., 2023; Jiang et al., 2024). In475

contrast, our work demonstrates that critic models,476

trained with our refinement-oriented methodology,477

can effectively drive continuous improvement in re-478

sponses generated by actor models. We conducted479

experiments with two base models, LLaMA-2-7B-480

Chat and LLaMA-3-8B-Instruct, over a three-turn481

critique-refinement cycle. The refinements’ quality482

was evaluated across iterations for our method and483

several baselines, as shown in Figure 4. Our results484

reveal a consistent upward performance trend with485

our approach, while baselines show limited im-486

provement after the second iteration, highlighting487

the superiority of our method in guiding iterative488

refinement.489

5.4 Why RCO Generate Effective Critiques490

for Refinement491

To further explore why our method produces more492

effective critiques for refining actor models, we493

conduct an analysis asking human evaluators to494

select the primary reason for their preference of495

a given critique from the following four options:496

“The critique is more accurate and correct (Accu-497

racy)”, “The critique provides a more thorough498

analysis of errors in the initial response (Thorough-499

ness)”, “The critique is clearer and better struc-500

tured (Clarity)” and “The critique offers construc-501

tive suggestions or provides detailed steps for re-502

vision (Constructiveness)”. The percentage distri-503

bution of reasons of critique preferences for each504

evaluated model (our method, the base model, the505

large model, and DPCO) is shown in Figure 5. Ad-506

ditionally, we conduct a case study with five repre-507

sentative cases from the human evaluation dataset,508

including critiques generated by our method and509

baseline approaches, as well as the refinements pro-510

duced by LLaMA-2-7B-Chat, in Figures 6-10 of 511

Appendix E due to space constraints. 512

The results in Figure 5 clearly demonstrate that 513

our method excels in generating critiques that are 514

not only correct, clear, and well-structured, but 515

also offer constructive and feasible suggestions or 516

detailed revision steps that are easy for the actor 517

model to follow. In contrast, DPCO, which rely on 518

LLM-annotated preferences of critique pairs, often 519

produce critiques that are richer and more thorough 520

in their analysis but tend to offer vague or less 521

specific suggestions. Furthermore, DPCO occa- 522

sionally generate incorrect critiques or misidentify 523

the target of critique. These findings underscore 524

the effectiveness of our method in training critic 525

models that generate precise, helpful critiques, sig- 526

nificantly enhancing the iterative improvement of 527

actor models. 528

6 Conclusion 529

In this paper we introduced RCO, a novel approach 530

for training critic models to improve actor model 531

refinement. By proposing a supervision scheme 532

based on preferences for refined responses, we 533

eliminate the need for direct critique quality assess- 534

ment while rewarding critiques that drive mean- 535

ingful improvements. Rigorous evaluations across 536

five tasks show significant advancements in both 537

critique quality and refinement capabilities com- 538

pared to existing methods. Our in-depth analysis 539

underscores the effectiveness of RCO and its po- 540

tential to enhance the alignment between critic and 541

actor models. These contributions provide valuable 542

insights for designing more efficient and scalable 543

systems for model refinement, laying the founda- 544

tion for future research in this field. 545
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Limitation546

Despite the effectiveness and strong potential of547

RCO for broader applications, several limitations548

warrant further investigation and improvement.549

One key limitation is the inaccurate estimation550

of critique utility CU(ci|y0, x) and regularization551

term Zβ(y0, x). In our study, we sample 4 critiques552

to estimate Zβ(y0, x) and 5 refined responses to es-553

timate CU(ci|y0, x), which maybe not sufficient.554

However, to achieve more accurate estimates, more555

data and preference judgments are required, which556

increase the cost for data collection. Additionally,557

our approach focus solely on critic models, fail-558

ing to train actor models for improved utilization559

of critiques for refinement. Moving forward, we560

aim to develop more efficient methods for training561

the critic model. Furthermore, we are interested562

in advancing techniques for actor models to better563

interpret natural language critiques and leverage564

them to enhance their responses.565

Ethical Consideration566

In this work, we leveraged several available567

datasets to construct the training and test dataset568

of RCO. The HH-RLHF (Bai et al., 2022),569

TL;DR (Stiennon et al., 2020), Commonsense570

QA (Talmor et al., 2019), MATH (Hendrycks571

et al., 2021), GSM8K (Cobbe et al., 2021), The-572

oremQA (Chen et al., 2023) and TabMWP (Lu573

et al., 2022) are under MIT licenses; the CNN574

DailyMail (See et al., 2017), MathQA (Amini575

et al., 2019), AQuA (Ling et al., 2017), Hotpot576

QA (Yang et al., 2018) PiQA (Bisk et al., 2020),577

MBPP (Austin et al., 2021), HumanEval (Zheng578

et al., 2023b), Chatbot Arena (Chiang et al.,579

2024), CriticEval (Lan et al., 2024b) and Reward-580

Bench (Lambert et al., 2024) are under Apache581

licenses; the AmbigQA (Min et al., 2020), ARC-582

Challenge (Clark et al., 2018) and DS-1000 (Lai583

et al., 2022) are under CC BY-SA licenses; the584

NYT (Sandhaus, 2008) dataset is under LDC li-585

cense; the ELI5 (Fan et al., 2019) dataset is under586

BSD license.587

In these datasets, there exists some instructions588

with security issues. However, in RCO training, we589

constructed optimized prompt pairs that provide590

safety enhancements to these unsafe instructions,591

further mitigating the security issues.592
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A Data Construction Prompts907

Since our dataset construction process involves908

multiple stages, including generation of initial re-909

sponses, critiques, and refined responses, and 5910

different tasks, we design distinct prompts for each911

stage and task. The prompts for initial response912

generation are shown in Table 8. The prompts for913

critique collection are shown in Table 9-13. The914

prompts for refinement generation are shown in Ta-915

ble 16-20. The prompts for self-refinement genera-916

tion are shown in Table 21-25. Note that we have917

distinct prompts for two code generation datasets,918

HumanEval and DS-1000, since a prompt format is919

already provided for DS-1000 in its repository. For920

Auto-J-13B and UltraCM-13B whose input prompt921

formats are given, we directly adopt their prompt 922

format in data construction, training and testing, as 923

shown in Table 14 and 15. For the rest base models, 924

we use the designed input prompt formats. 925

The prompt for judging preferences for refine- 926

ments are shown in Table 26-30, and the prompt 927

for directly judging preferences for critiques are 928

shown in Table 31-35. 929

B Evaluation Prompts 930

Our evaluation process involves GPT-4 scoring 931

and preference evaluation, and we design distinct 932

prompts for each of the evaluation settings and task. 933

The prompts for preference judgment and prefer- 934

ence scoring are shown in Table 26-30, and the 935

prompts for response quality scoring are shown in 936

Table 36-40. 937

C Training Details 938

In our experiment, we train RCO and DPCO on 5 939

base critic models: LLaMA-2-7B-Chat, LLaMA-2- 940

13B-Chat, LLaMA-3-8B-Instruct, Auto-J-13B, and 941

UltraCM-13B. We train the smallest model LLaMA- 942

2-7B-Chat on 4 NVIDIA H800 80GB GPUs with 943

a batch size of 2, a gradient accumulation of 4 944

and 100 warmup steps. We train the medium-sized 945

model LLaMA-3-8B-Instruct on 4 NVIDIA H800 946

80GB GPUs with a batch size of 1, a gradient ac- 947

cumulation of 8 and 100 warmup steps. For the 948

largest base models LLaMA-3-8B-Instruct, Auto- 949

J-13B, and UltraCM-13B, we train each of these 950

models on 6 NVIDIA H800 80GB GPUs with a 951

batch size of 1, a gradient accumulation of 8 and 952

50 warmup steps. Each of these models are fully 953

trained 5 epochs for RCO and 1 epoch for DPCO, 954

ensuring equalized numbers of optimization steps, 955

with a learning rate of 1×10−6 and a linear warmup 956

schedule. We use β = 0.1 throughout our study. 957

For DPCO, we incorporate all 10,000 prompts to 958

train DPCO (which is M = 5 times of RCO), 959

in order to ensure equalized preference judgment 960

times for RCO and DPCO. This is because RCO 961

requires N × M × 2 refinement judgments and 962

DPCO requires N × 2 critique judgments. After 963

filtering out invalid and inconsistent judgments, 964

we gather 56,535 preference pairs for each critic 965

model. These preference pairs are used to train 966

critic models via the DPO algorithm. 967

We report the training time of RCO and DPCO 968

in Table 7. 969
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Base
Model

Method
LLaMA-2-7B LLaMA-2-13B LLaMA-2-70B LLaMA-3-8B LLaMA-3-70B Overall

CU RQS CU RQS CU RQS CU RQS CU RQS CU RQS

Initial Answer – 4.84 – 5.21 – 4.93 – 5.44 – 5.82 – 5.25

BASELINES

Self-refinement 58.7 5.34 71.4 6.09 72.2 5.59 73.2 6.08 87.5 6.78 72.6 5.98
LLaMA-2-70B-Chat 69.1 5.91 76.2 6.28 71.4 5.99 66.4 6.32 79.1 6.58 72.4 6.21

LLaMA-3-70B-Instruct 78.9 6.23 85.0 6.64 85.6 6.30 75.9 6.35 85.5 6.70 82.2 6.44

OUR METHOD

LLaMA-2-
7B-Chat

Base model 64.2 5.63 73.9 6.19 69.0 5.94 65.2 6.08 81.5 6.54 70.8 6.08
+DPCO 68.2 5.74 74.9 6.20 70.2 5.99 67.2 6.18 80.8 6.67 72.3 6.16

+RCO (Ours) 70.0 5.82 81.7 6.51 80.5 6.29 81.0 6.62 92.1 7.21 81.1 6.49

LLaMA-2-
13B-Chat

Base model 65.3 5.62 75.2 6.20 71.3 6.02 72.8 6.33 82.9 6.60 73.5 6.17
+DPCO 66.5 5.75 73.4 6.23 73.8 5.94 73.6 6.03 80.4 6.41 73.5 6.07

+RCO (Ours) 72.8 5.74 81.4 6.32 82.0 6.14 79.7 6.54 93.6 7.21 81.9 6.42

LLaMA-3-
8B-Instruct

Base model 72.1 6.03 78.5 6.55 78.2 6.14 71.0 6.38 79.4 6.56 75.8 6.33
+DPCO 68.5 5.83 74.1 6.35 67.9 5.80 71.9 6.21 82.2 6.64 72.9 6.17

+RCO (Ours) 82.6 6.37 86.3 6.75 85.2 6.34 78.4 6.69 89.1 6.95 84.3 6.62

Auto-J-13B
Base model 60.1 5.54 72.4 6.14 69.3 5.73 67.9 6.05 78.5 6.53 69.7 6.00

+DPCO 68.1 5.77 74.1 6.33 70.7 5.93 74.2 6.29 83.8 6.49 74.2 6.16
+RCO (Ours) 68.5 5.72 76.6 6.43 76.1 6.09 80.8 6.56 91.9 7.00 78.8 6.36

UltraCM-
13B

Base model 61.1 5.63 63.1 5.97 60.6 5.51 61.6 5.88 71.4 6.14 63.6 5.83
+DPCO 66.4 5.66 71.8 6.10 70.5 5.76 75.6 6.16 84.8 6.61 73.8 6.06

+RCO (Ours) 68.0 5.75 76.2 6.33 76.9 6.07 82.6 6.45 90.3 6.88 78.8 6.29

Table 3: Evaluation results of our method and baselines with respective to actor models that generate the initial
response, in terms of critique utility (CU) and refinement quality score (RQS). We omit the suffixes (“-Chat” and
“-Instruct”) of actor models (the first row) for better appearance. The critique utility results reported in the table are
multiplied by 100.

Task Dataset Amount

Dialog HH-RLHF (Bai et al., 2022) 2,000

Summarization
TL;DR (Stiennon et al., 2020) 710

CNN DailyMail (See et al., 2017) 1,000

Question
Answering

Commonsense QA (Talmor et al., 2019) 500
Trivia QA (Joshi et al., 2017) 500
AmbigQA (Min et al., 2020) 500

ARC-Challenge (Clark et al., 2018) 500
ELI5 (Fan et al., 2019) 500

Mathematical
Reasoning

MathQA (Amini et al., 2019) 500
TheoremQA (Chen et al., 2023) 500

AQuA (Ling et al., 2017) 500
TabMWP (Lu et al., 2022) 500

Code
Generation

HumanEval (Zheng et al., 2023b) 820
DS-1000 (Lai et al., 2022) 970

Total 10,000

Table 4: Statistics of all the 14 source datasets in the
training dataset.

D Human Evaluation Details970

For the human evaluation, we sample 200 re-971

sponses from the benchmark, ensuring that each972

task has 40 responses. Given that the code gener-973

ation task in CriticEval overlaps with our training974

dataset, and that CriticBench contains only rea-975

soning and code generation tasks, we select the976

Task Dataset Amount

Dialog Chatbot Arena (Chiang et al., 2024) 500

Summarization New York Times (Sandhaus, 2008) 500

Question
Answering

PiQA (Bisk et al., 2020) 250
Hotpot QA (Yang et al., 2018) 250

Mathematical
Reasoning

MATH (Hendrycks et al., 2021) 250
GSM8K (Cobbe et al., 2021) 250

Code Generation MBPP (Austin et al., 2021) 500

Total 2,500

Table 5: Statistics of all the 7 source datasets in the test
dataset.

code generation task from CriticBench and the re- 977

maining four tasks from CriticEval. We report the 978

guidelines of human evaluation as Table 41. Three 979

Ph.D students specializing in computer technology 980

and NLP independently label their preferences for 981

critiques and refinements. We report the agreement 982

rate of the evaluation in Table 6. 983

E Case Studies 984

To further investigate why our method produces 985

more effective critiques for refining actor models, 986

we selected 5 representative cases from the human 987
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Evaluators Pair (1, 2) (1, 3) (2, 3)

Critique 63% 58.5% 61.5%
Refinement 79.5% 73.5% 77%

Table 6: Agreement rate between human evaluators
pairs for both critique and refinement evaluation.

Models DPCO RCO

LLaMA-2-7B-Chat 4.5h 6.0h
LLaMA-2-13B-Chat 13.4h 16.9h

LLaMA-3-8B-Instruct 7.1h 8.8h
Auto-J-13B 13.6h 17h

UltraCM-13B 13.2h 16.4h

Table 7: Training time of DPCO and RCO.

evaluation dataset, one case belonging to each task.988

These cases, along with the critiques generated by989

our method and the baseline approaches, as well990

as the refinements produced by LLaMA-2-7B-Chat,991

are presented in Figure 6-10.992

The case analysis reveals that our proposed993

method is capable of generating correct and concise994

critiques, offering clear, feasible suggestions that995

are easy for the actor model to follow. In contrast,996

DPCO tend to provide more detailed analyses but997

their suggestions are often vague and less specific.998

Specifically, in the first case from dialog generation999

task presented in Figure 6, DPCO makes a factual1000

error suggesting that Koldskål is a traditional Dan-1001

ish cold sour soup made with buttermilk, eggs, and1002

pickled vegetables. In the second case from the1003

summarization task presented in Figure 7, DPCO1004

misidentifies the target of critique, mistakenly fo-1005

cusing on the article rather than the summary. In1006

the third case from the question answering task1007

presented in Figure 8, DPCO offers unclear and1008

infeasible suggestions to actors, such as includ-1009

ing citations to academic studies, causing the actor1010

model to hallucinate. In the fourth case from the1011

mathematical reasoning task presented in Figure 9,1012

the analysis and suggestions of DPCO are either1013

incorrect or unnecessary, failing to find the main1014

mistake of the initial response. In the fifth case1015

from the code generation task presented in Figure1016

10, the suggestions of DPCO are vague and not un-1017

derstandable for actor models. critic models trained1018

by our RCO method, on the other hand, are able1019

to offer constructive suggestions or detailed steps1020

for refinement, which is beneficial for actor mod-1021

els to improve their answers. These observations 1022

highlight the efficacy of our method in training 1023

critic models that generate more precise and help- 1024

ful critiques for the iterative improvement of actor 1025

models, especially when compared to DPCO. 1026
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Prompts for Initial Response Generation
Dialog Generation
Directly adopt the original prompt
Summarization - TL;DR
Summarize the following Reddit Post:
SUBREDDIT: {subreddit}
TITLE: {title}
POST: {post}
Your Summary:
Summarization - CNN-DailyMail
Summarize the following news:
{news}
Your Summary:
Question Answering - Multiple Choices (Commonsense QA, ARC-Challenge)
Question: {prompt}
Answer choices: {choices}
Explain your reasoning. You must choose only one option from A to E. Your final answer should be a
single letter from A to E, in the form [[answer]], at the end of your response. Your answer:
Question Answering - Others (Trivia-QA, ELI5, AmbigQA)
Question: {prompt}
Your Answer:
Mathematical Reasoning - Multiple Choices (MathQA, AQuA)
Can you solve the following math problem? {prompt}
Answer choices: {choices}
Explain your reasoning. You must choose only one option from A to E. Your final answer should be a
single letter from A to E, in the form [[answer]], at the end of your response. Your answer:
Mathematical Reasoning - Table (TabMWP)
Can you solve the following math problem according to the information given in the table? {prompt}
Table: {table title}
{table content}
Explain your reasoning. Your final answer should be a single numerical number, in the form
\boxed{answer}, at the end of your response.
Mathematical Reasoning - Others (TheoremQA)
Can you solve the following math problem? {prompt}
Explain your reasoning. Your final answer should be a single numerical number, in the form
\boxed{answer}, at the end of your response.
Code Generation - HumanEval
Complete the code following the instruction given in the comment, as well as the format and the
indentation.
{prompt}
Code Generation - DS-1000
Write a short code to solve the problem following the given format and indentation. Place the executable
code between <code> and </code> tags, without any other non-executable things.
{prompt}

Table 8: Prompts for collecting initial responses from actor models.
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Prompts for Critique Generation
Dialog Generation
You are an impartial judge. You are shown a dialog between a human and an AI assistant. Comment
on the assistant’s response to the dialog according to the criteria of helpful, harmless and correct. After
that, provide suggestions for improving the assistant’s response according to your comment, starting with
"Suggestions for improvement:".
—————-
{prompt}
—————-
Assistant’s Response: {response}
—————-
Your comment:

Table 9: Prompts for collecting critiques of dialog generation tasks, for LLaMA-2-7B-Chat, LLaMA-2-13B-Chat
and LLaMA-3-8B-Instruct base and trained models.

Summarization - TL;DR
You are an impartial judge. You are shown a Reddit post and a summary. Comment on the summary by
finding if it misses any key information from the post or contains any unnecessary information. After that,
provide suggestions for improving the summary according to your comment, starting with "Suggestions
for improvement:".
—————-
SUBREDDIT: {subreddit}
TITLE: {title}
POST: {post}
—————-
Assistant’s Summary: {response}
—————-
Your comment:
Summarization - CNN-DailyMail
You are an impartial judge. You are shown a piece of news and a summary. Comment on the summary by
finding if it misses any key information from the post or contains any unnecessary information. After that,
provide suggestions for improving the summary according to your comment, starting with "Suggestions
for improvement:".
—————-
{news}
—————-
Assistant’s Summary: {response}
—————-
Your comment:

Table 10: Prompts for collecting critiques of summarization tasks, for LLaMA-2-7B-Chat, LLaMA-2-13B-Chat and
LLaMA-3-8B-Instruct base and trained models.
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Question Answering - Multiple Choices (Commonsense QA, ARC-Challenge)
You are an impartial judge. You are shown a question and an answer. Comment on the answer and find
problems with it. After that, provide suggestions for improving the answer according to your comment,
starting with "Suggestions for improvement:".
—————-
Question: {prompt}
Answer choices: {choices}
—————-
Assistant’s Answer: {response}
—————-
Your comment:
Question Answering - Others (Trivia-QA, ELI5, AmbigQA)
You are an impartial judge. You are shown a question and an answer. Comment on the answer and find
problems with it. After that, provide suggestions for improving the answer according to your comment,
starting with "Suggestions for improvement:".
—————-
Question: {prompt}
—————-
Assistant’s Answer: {response}
—————-
Your comment:

Table 11: Prompts for collecting critiques of question answering tasks, for LLaMA-2-7B-Chat, LLaMA-2-13B-Chat
and LLaMA-3-8B-Instruct base and trained models.
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Mathematical Reasoning - Multiple Choices (MathQA, AQuA)
You are an expert on mathematics. You are shown a math problem and the answer to it. Comment on the
answer and find problems with it. After that, provide suggestions for improving the answer according to
your comment, starting with "Suggestions for improvement:".
—————-
Problem: {prompt}
Answer choices: {choices}
—————-
Assistant’s Answer: {response}
—————-
Your comment:
Mathematical Reasoning - Table (TabMWP)
You are an expert on mathematics. You are shown a math problem and the answer to it. Comment on the
answer and find problems with it. After that, provide suggestions for improving the answer according to
your comment, starting with "Suggestions for improvement:".
—————-
Problem: {prompt}
Table: {table title}
{table content}
—————-
Assistant’s Answer: {response}
—————-
Your comment:
Mathematical Reasoning - Others (TheoremQA)
You are an expert on mathematics. You are shown a math problem and the answer to it. Comment on the
answer and find problems with it. After that, provide suggestions for improving the answer according to
your comment, starting with "Suggestions for improvement:".
—————-
Problem: {prompt}
—————-
Assistant’s Answer: {response}
—————-
Your comment:

Table 12: Prompts for collecting critiques of mathematical reasoning tasks, for LLaMA-2-7B-Chat, LLaMA-2-13B-
Chat and LLaMA-3-8B-Instruct base and trained models.
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Code Generation - HumanEval
You are an expert on computer programming. You are shown a code completion according to the
requirements presented in the comment line of the code. Evaluate the correctness and readability of the
code, and find if it meet the presented requirements. After that, provide suggestions for improving the
code according to your evaluation, starting with "Suggestions for improvement:".
—————-
{prompt} {response}
—————-
Your evaluation:
Code Generation - DS-1000
You are an expert on computer programming. You are shown a code that proposes to solve the coding
problem. Evaluate the correctness and readability of the code completion, and find if it meet the presented
requirements. Remember not to comment on anything between ’A:’ and ’BEGIN SOLUTION’. After
that, provide suggestions for improving the code according to your evaluation, starting with "Suggestions
for improvement":
—————-
{prompt} {response}
—————-
Your evaluation:

Table 13: Prompts for collecting critiques of code generation tasks, for LLaMA-2-7B-Chat, LLaMA-2-13B-Chat and
LLaMA-3-8B-Instruct base and trained models.

Auto-J-13B Prompt
[INST] Write critiques for a submitted response on a given user’s query, and grade the response:
[BEGIN DATA]
***
[Query]: {prompt}
***
[Response]: {answer} ***
[END DATA]
Write critiques for this response. After that, you should give a final rating for the response on a scale of 1
to 10 by strictly following this format: "[[rating]]", for example: "Rating: [[5]]". [/INST]

Table 14: Prompt for collecting critiques for Auto-J-13B base and trained models.
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UltraCM-13B Prompt
Given my answer to an instruction, your role is to provide specific and constructive feedback for me. You
should find the best way for me to learn from your feedback and improve my performance.
You should consider multiple aspects of my answer, including helpfulness, truthfulness, honesty, and to
what extent the answer follows instructions.
—
### Instruction
{prompt}
### Answer
{answer}
—
Please act as a teacher and provide specific and constructive feedback. Besides describing the weaknesses
of the answer, you should also provide specific suggestions to guide me toward understanding how to
improve. Please note, however, that your suggestions should help me better complete the instructions,
but you should not introduce new requirements that are not mentioned in the instructions. Your feedback
should focus on enhancing my ability to think critically and respond accurately. However, never explicitly
provide the reference answer, nor do polite phrases be required. Only respond with concise feedback in
chat style. Finally, score the overall quality of the answer from 1 to 10, where 1 is the worst and 10 is the
best.
*Format*
### Feedback
Overall Score: [1-10]
[Your feedback]
—
### Feedback
Overall Score:

Table 15: Prompts for collecting critiques for Ultra-CM-13B base and trained models.

Prompts for Refined Response Generation
Dialog Generation
You are shown a dialog between a human and an AI assistant. An impartial judge on AI assistants has
made comments on the assistant’s response to the dialog. Please revise the assistant’s response to improve
its quality according to the suggestions for improvement provided in the comment, starting with "My
revised response:".
—————-
{prompt}
—————-
Assistant’s Response: {response}
—————-
Comment by the judge: {critique}
—————-
Your revision:

Table 16: Prompts for collecting refined responses of dialog generation tasks.

20



Summarization - TL;DR
You are shown a Reddit post and a summary. An impartial judge has made comments on the summary.
Please revise the summary to improve its quality according to the suggestions for improvement provided
in the comment, starting with "My revised summary:".
—————-
SUBREDDIT: {subreddit}
TITLE: {title}
POST: {post}
—————-
Original Summary: {response}
—————-
Comment by the judge: {critique}
—————-
Your revision:
Summarization - CNN-DailyMail
You are shown a piece of news and a summary. An impartial judge has made comments on the summary.
Please revise the summary to improve its quality according to the suggestions for improvement provided
in the comment, starting with "My revised summary:".
—————-
{news}
—————-
Original Summary: {response}
—————-
Comment by the judge: {critique}
—————-
Your revision:

Table 17: Prompts for collecting refined responses of summarization tasks.
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Question Answering - Multiple Choices (Commonsense QA, ARC-Challenge)
You are shown a question and an answer. An impartial judge has made comments on the answer. Please
revise the answer to improve its quality according to the suggestions for improvement provided in the
comment, starting with "My revised answer:".
—————-
Question: {prompt}
Answer choices: {choices}
—————-
Original Answer: {response}
—————-
Comment by the judge: {critique}
—————-
Your revision:
Question Answering - Others (Trivia-QA, ELI5, AmbigQA)
You are shown a question and an answer. An impartial judge has made comments on the answer. Please
revise the answer to improve its quality according to the suggestions for improvement provided in the
comment, starting with "My revised answer:".
—————-
Question: {prompt}
—————-
Original Answer: {response}
—————-
Comment by the judge: {critique}
—————-
Your revision:

Table 18: Prompts for collecting refined responses of question answering tasks.
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Mathematical Reasoning - Multiple Choices (MathQA, AQuA)
You are shown a math problem and an answer. An expert on mathematics has made comments on the
answer. Please revise the answer to improve its quality according to the suggestions for improvement
provided in the comment, starting with "My revised answer:".
—————-
Problem: {prompt}
Answer choices: {choices}
—————-
Original Answer: {response}
—————-
Comment by the expert: {critique}
—————-
Your revision:
Mathematical Reasoning - Table (TabMWP)
You are shown a math problem and an answer. An expert on mathematics has made comments on the
answer. Please revise the answer to improve its quality according to the suggestions for improvement
provided in the comment, starting with "My revised answer:".
—————-
Problem: {prompt}
Table: {table title}
{table content}
—————-
Original Answer: {response}
—————-
Comment by the expert: {critique}
—————-
Your revision:
Mathematical Reasoning - Others (TheoremQA)
You are shown a math problem and an answer. An expert on mathematics has made comments on the
answer. Please revise the answer to improve its quality according to the suggestions for improvement
provided in the comment, starting with "My revised answer:".
—————-
Problem: {prompt}
—————-
Original Answer: {response}
—————-
Comment by the expert: {critique}
—————-
Your revision:

Table 19: Prompts for collecting refined responses of mathematical reasoning tasks.
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Code Generation - HumanEval
You are shown a code completion according to the requirements presented in the comment. An expert
on computer programming has made critiques and advice for improvement on the code. Please revise
the code completion to improve its quality according to the suggestions for improvement provided in the
critique, starting with "My revised code:".
—————Original Code—————
{prompt} {response}
—————Critiques and Advice——–
{critique}
—————Your Revision—————
{prompt}
Code Generation - DS-1000
You are shown a code that proposes to solve the coding problem. An expert on computer programming has
made critiques and advice for improvement on the code. Please revise the code completion to improve its
quality according to the suggestions for improvement provided in the critique, starting with "My revised
code:".
—————Original Code—————
{prompt} {response}
—————Critiques and Advice——–
{critique}
—————Your Revision—————

Table 20: Prompts for collecting refined responses of code generation tasks.

Prompts for Self-Refinement Response Generation
Dialog Generation
You are shown a dialog between a human and an AI assistant. Please revise the assistant’s response to
improve its quality according to your analysis, starting with "My revised response:".
—————-
{prompt}
—————-
Assistant’s Response: {response}
—————-
Your revision:

Table 21: Prompts for collecting self-refinement responses of dialog generation tasks.
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Summarization - TL;DR
You are shown a Reddit post and a summary of it. Please revise the summary to improve its quality
according to your analysis, starting with "My revised summary:".
—————-
SUBREDDIT: {subreddit}
TITLE: {title}
POST: {post}
—————-
Original Summary: {response}
—————-
Your revision:
Summarization - CNN-DailyMail
You are shown a piece of news and a summary of it. Please revise the summary to improve its quality
according to your analysis, starting with "My revised summary:".
—————-
{news}
—————-
Original Summary: {response}
—————-
Your revision:

Table 22: Prompts for collecting self-refinement responses of summarization tasks.

Question Answering - Multiple Choices (Commonsense QA, ARC-Challenge)
You are shown a question and an answer. Please revise the answer to improve its quality according to your
analysis, starting with "My revised answer:".
—————-
Question: {prompt}
Answer choices: {choices}
—————-
Original Answer: {response}
—————-
Your revision:
Question Answering - Others (Trivia-QA, ELI5, AmbigQA)
You are shown a question and an answer. Please revise the answer to improve its quality according to your
analysis, starting with "My revised answer:".
—————-
Question: {prompt}
—————-
Original Answer: {response}
—————-
Your revision:

Table 23: Prompts for collecting self-refinement responses of question answering tasks.
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Mathematical Reasoning - Multiple Choices (MathQA, AQuA)
You are shown a math problem and an answer. Please revise the answer to improve its quality according
to your analysis, starting with "My revised answer:".
—————-
Problem: {prompt}
Answer choices: {choices}
—————-
Original Answer: {response}
—————-
Your revision:
Mathematical Reasoning - Table (TabMWP)
You are shown a math problem and an answer. Please revise the answer to improve its quality according
to your analysis, starting with "My revised answer:".
—————-
Problem: {prompt}
Table: {table title}
{table content}
—————-
Original Answer: {response}
—————-
Your revision:
Mathematical Reasoning - Others (TheoremQA)
You are shown a math problem and an answer. Please revise the answer to improve its quality according
to your analysis, starting with "My revised answer:".
—————-
Problem: {prompt}
—————-
Original Answer: {response}
—————-
Your revision:

Table 24: Prompts for collecting self-refinement responses of mathematical reasoning tasks.

Code Generation - HumanEval
You are shown a code completion according to the requirements presented in the comment. Please revise
the code to make it more correct and readable, starting with "My revised code:".
—————Original Code—————
{prompt} {response}
—————Your Revision—————
{prompt}
Code Generation - DS-1000
You are shown a code that proposes to solve the coding problem. Please revise the code to make it more
correct and readable, starting with "My revised code:".
—————Original Code—————
{prompt} {response}
—————Your Revision—————

Table 25: Prompts for collecting self-refinement responses of code generation tasks.
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Dialog Generation
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the responses provided by two AI assistants to
the conversation displayed below. You should choose the assistant that follows the user’s instructions better.
Your evaluation should consider factors such as the helpfulness, relevance, accuracy, depth, creativity,
and level of detail of their responses. You should focus on who provides a better response. Begin your
evaluation by comparing the responses of the two assistants and provide a short explanation. Avoid any
position biases and ensure that the order in which the responses were presented does not influence your
decision. Do not allow the length of the responses to influence your evaluation. Do not favor certain
names of the assistants. Be as objective as possible. After providing your explanation, output your final
verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and
"[[C]]" for a tie.
[USER]
[Conversation]
{prompt}
[The Start of Assistant A’s Response]
{answer 0}
[The End of Assistant A’s Response]
[The Start of Assistant B’s Response]
{answer 1}
[The End of Assistant B’s Response]

Table 26: Prompt for refinement preference judgment and evaluation for dialog generation tasks.

Summarization
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the summaries provided by two AI assistants
to the {kind} displayed below. Your evaluation should consider whether their summaries include all key
information from the original article and avoid false or unnecessary sentences. Your should decide which
assistant’s summary is better. Begin your evaluation by comparing both assistants’ summaries and provide
a short explanation. Avoid any position biases and ensure that the order in which the responses were
presented does not influence your decision. Do not allow the length of the responses to influence your
evaluation. Do not favor certain names of the assistants. Be as objective as possible. After providing your
explanation, output your final verdict by strictly following this format: "[[A]]" if assistant A is better,
"[[B]]" if assistant B is better, and "[[C]]" for a tie.
[USER]
[{kind}]
{prompt}
[The Start of Assistant A’s Summary]
{answer 0}
[The End of Assistant A’s Summary]
[The Start of Assistant B’s Summary]
{answer 1}
[The End of Assistant B’s Summary]

Table 27: Prompt for refinement preference judgment and evaluation for summarization tasks. The “kind” field will
be “Reddit post” or “News”, conditioned to whether this prompt is from TL;DR or CNN-DailyMail dataset.

27



Question Answering
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the answers provided by two AI assistants to
the user question displayed below. You should choose the assistant that follows the user’s instructions
and answers the user’s question better. Your evaluation should consider factors such as the helpfulness,
relevance, accuracy, depth, creativity, and level of detail of their responses. Begin your evaluation by
comparing the two responses and provide a short explanation. Avoid any position biases and ensure that
the order in which the responses were presented does not influence your decision. Do not allow the length
of the responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective
as possible. After providing your explanation, output your final verdict by strictly following this format:
"[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and "[[C]]" for a tie.
[USER]
[User Question]
{prompt}
[The Start of Assistant A’s Answer]
{answer 0}
[The End of Assistant A’s Answer]
[The Start of Assistant B’s Answer]
{answer 1}
[The End of Assistant B’s Answer]

Table 28: Prompt for refinement preference judgment and evaluation for question answering tasks.

Mathematical Reasoning
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the answers provided by two AI assistants to
the math problem displayed below. Your evaluation should consider correctness and helpfulness. You
will be given a reference answer, assistant A’s answer, and assistant B’s answer. Your job is to evaluate
which assistant’s answer is better. Begin your evaluation by comparing both assistants’ answers with the
reference answer. Identify and correct any mistakes. Avoid any position biases and ensure that the order
in which the responses were presented does not influence your decision. Do not allow the length of the
responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as
possible. After providing your explanation, output your final verdict by strictly following this format:
"[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and "[[C]]" for a tie.
[USER]
[Math Problem]
{prompt}
[The Start of Reference Answer]
{ref answer}
[The End of Reference Answer]
[The Start of Assistant A’s Answer]
{answer 0}
[The End of Assistant A’s Answer]
[The Start of Assistant B’s Answer]
{answer 1}
[The End of Assistant B’s Answer]

Table 29: Prompt for refinement preference judgment and evaluation for mathematical reasoning tasks.
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Code Generation
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the code provided by two AI assistants to the
requirements displayed below. Your evaluation should consider correctness and helpfulness. Your should
decide which assistant’s provided code is better. Begin your evaluation by comparing both assistants’
codes and provide a short explanation. Identify and correct any mistakes. Avoid any position biases and
ensure that the order in which the responses were presented does not influence your decision. Do not allow
the length of the responses to influence your evaluation. Do not favor certain names of the assistants. Be
as objective as possible. After providing your explanation, output your final verdict by strictly following
this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and "[[C]]" for a tie.
[USER]
[Code Requirements]
{prompt}
[The Start of Assistant A’s Code]
{answer 0}
[The End of Assistant A’s Code]
[The Start of Assistant B’s Code]
{answer 1}
[The End of Assistant B’s Code]

Table 30: Prompt for refinement preference judgment and evaluation for code generation tasks.
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Dialog Generation
Please act as an impartial judge and evaluate the quality of the critiques provided by two AI assistants for
my response to the conversation displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.
You will be given the conversation, my response, assistant A’s critique, and assistant B’s critique. Your
job is to assess which assistant’s critique is better based on the following criteria:
1. **Accuracy:** Does the critique accurately identify any issues with my response? Are any mistakes or
shortcomings in my response correctly pointed out?
2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?
3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?
4. **Objectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my
response and avoid unnecessary personal opinions or judgments?
5. **Thoroughness:** Does the critique cover all significant aspects of my response, or does it overlook
any important issues? Does it delve into the reasoning behind the suggestions for improvement?
6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?
You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the response. Avoid being influenced by the
length of the critiques or the order in which they are presented. Do not favor one assistant over the other
based on irrelevant factors. Be as objective as possible. After providing your explanation, output your
final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better,
and "[[C]]" for a tie.
[USER]
[Conversation]
{prompt}
[The Start of My Response]
{answer}
[The End of My Response]
[The Start of Assistant A’s Critique]
{critique 0}
[The End of Assistant A’s Critique]
[The Start of Assistant B’s Critique]
{critique 1}
[The End of Assistant B’s Critique]

Table 31: Prompt for critique preference judgment for dialog generation tasks.
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Summarization
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the critiques provided by two AI assistants
for my summary to the {kind} displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.
You will be given the {kind}, my summary, assistant A’s critique, and assistant B’s critique. Your job is to
assess which assistant’s critique is better based on the following criteria:
1. **Accuracy:** Does the critique accurately identify any issues with my summary? Are any mistakes
or shortcomings in my summary correctly pointed out?
2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?
3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?
4. **Objectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my
summary and avoid unnecessary personal opinions or judgments?
5. **Thoroughness:** Does the critique cover all significant aspects of my summary, or does it overlook
any important issues? Does it delve into the reasoning behind the suggestions for improvement?
6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?
You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the summary. Avoid being influenced by the
length of the critiques or the order in which they are presented. Do not favor one assistant over the other
based on irrelevant factors. Be as objective as possible. After providing your explanation, output your
final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better,
and "[[C]]" for a tie.

[USER]
[{kind}]
{prompt}
[The Start of My Summary]
{answer}
[The End of My Summary]
[The Start of Assistant A’s Critique]
{critique 0}
[The End of Assistant A’s Critique]
[The Start of Assistant B’s Critique]
{critique 1}
[The End of Assistant B’s Critique]

Table 32: Prompt for critique preference judgment for summarization tasks. The “kind” field will be “Reddit post”
or “News”, conditioned to whether this prompt is from TL;DR or CNN-DailyMail dataset.
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Question Answering
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the critiques provided by two AI assistants
for my answer to the question displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.
You will be given the question, my answer, assistant A’s critique, and assistant B’s critique. Your job is to
assess which assistant’s critique is better based on the following criteria:
1. **Accuracy:** Does the critique accurately identify any issues with my answer? Are any mistakes or
shortcomings in my answer correctly pointed out?
2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?
3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?
4. **Objectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my
answer and avoid unnecessary personal opinions or judgments?
5. **Thoroughness:** Does the critique cover all significant aspects of my answer, or does it overlook
any important issues? Does it delve into the reasoning behind the suggestions for improvement?
6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?
You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the answer. Avoid being influenced by the
length of the critiques or the order in which they are presented. Do not favor one assistant over the other
based on irrelevant factors. Be as objective as possible. After providing your explanation, output your
final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better,
and "[[C]]" for a tie.
[USER]
[User Question]
{prompt}
[The Start of My Answer]
{answer}
[The End of My Answer]
[The Start of Assistant A’s Critique]
{critique 0}
[The End of Assistant A’s Critique]
[The Start of Assistant B’s Critique]
{critique 1}
[The End of Assistant B’s Critique]

Table 33: Prompt for critique preference judgment for question answering tasks.
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Mathematical Reasoning
[SYSTEM]
"Please act as an impartial judge and evaluate the quality of the critiques provided by two AI assistants for
my answer to the math problem displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.
You will be given the question, my answer, the reference answer, assistant A’s critique, and assistant B’s
critique. Your job is to assess which assistant’s critique is better based on the following criteria:
1. **Accuracy:** Does the critique accurately identify any issues with my answer? Are any mistakes or
shortcomings in my answer correctly pointed out?
2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?
3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?
4. **Objectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my
answer and avoid unnecessary personal opinions or judgments?
5. **Thoroughness:** Does the critique cover all significant aspects of my answer, or does it overlook
any important issues? Does it delve into the reasoning behind the suggestions for improvement?
6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?
You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the answer. Avoid being influenced by the
length of the critiques or the order in which they are presented. Do not favor one assistant over the other
based on irrelevant factors. Be as objective as possible. After providing your explanation, output your
final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better,
and "[[C]]" for a tie.
[USER]
[Math Problem]
{prompt}
[The Start of Reference Answer]
{ref answer}
[The End of Reference Answer]
[The Start of My Answer]
{answer}
[The End of My Answer]
[The Start of Assistant A’s Critique]
{critique 0}
[The End of Assistant A’s Critique]
[The Start of Assistant B’s Critique]
{critique 1}
[The End of Assistant B’s Critique]

Table 34: Prompt for critique preference judgment for mathematical reasoning tasks.
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Code Generation
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the critiques provided by two AI assistants for
my code to the requirements displayed below. Your evaluation should focus on the quality, clarity, and
constructiveness of the critiques, particularly the "Suggestions for improvement" field.
You will be given the question, my code, assistant A’s critique, and assistant B’s critique. Your job is to
assess which assistant’s critique is better based on the following criteria:
1. **Accuracy:** Does the critique accurately identify any issues with my code? Are any mistakes or
shortcomings in my code correctly pointed out?
2. **Clarity:** Is the critique clearly written, easy to understand, and well-structured? Does it explain the
issues in a way that is accessible and straightforward?
3. **Constructiveness:** Does the critique provide practical and actionable suggestions for improvement?
Are the suggestions detailed, specific, and relevant to the issues identified?
4. **Objectivity:** Is the critique unbiased and impartial? Does it focus solely on the quality of my code
and avoid unnecessary personal opinions or judgments?
5. **Thoroughness:** Does the critique cover all significant aspects of my code, or does it overlook any
important issues? Does it delve into the reasoning behind the suggestions for improvement?
6. **Tone:** Is the critique delivered in a respectful and professional tone, avoiding any condescension
or harshness?
You should focus particularly on the "Suggestions for improvement" field in each critique and evaluate
how well each assistant has provided guidance to improve the code. Avoid being influenced by the length
of the critiques or the order in which they are presented. Do not favor one assistant over the other based
on irrelevant factors. Be as objective as possible. After providing your explanation, output your final
verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is better, and
"[[C]]" for a tie.
[USER]
[Code Requirements]
{prompt}
[The Start of My Code]
{answer}
[The End of My Code]
[The Start of Assistant A’s Critique]
{critique 0}
[The End of Assistant A’s Critique]
[The Start of Assistant B’s Critique]
{critique 1}
[The End of Assistant B’s Critique]

Table 35: Prompt for critique preference judgment for code generation tasks.
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Response Quality Scoring: Dialog Generation
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the response provided by an AI assistant to the
conversation displayed below. Your evaluation should consider factors such as the helpfulness, relevance,
accuracy, depth, creativity, and level of detail of the response. Begin your evaluation by providing a short
explanation. Do not allow the length of the response to influence your evaluation. Be as objective as
possible. After providing your explanation, you must rate the response on a scale of 1 to 10 by strictly
following this format: "[[rating]]", for example: "Rating: [[5]]".
[USER]
[Conversation]
{prompt}
[The Start of Assistant’s Response]
{answer}
[The End of Assistant’s Response]

Table 36: Prompt for refinement quality scoring for dialog generation tasks.

Response Quality Scoring: Summarization
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the summary provided by an AI assistant to the
kind displayed below. Your evaluation should consider whether the summary include all key information
from the original article and avoid false or unnecessary sentences. Begin your evaluation by providing a
short explanation. Do not allow the length of the summary to influence your evaluation. Be as objective
as possible. After providing your explanation, you must rate the summary on a scale of 1 to 10 by strictly
following this format: "[[rating]]", for example: "Rating: [[5]]".
[USER]
[{kind}]
{prompt}
[The Start of Assistant’s Summary]
{answer}
[The End of Assistant’s Summary]

Table 37: Prompt for refinement quality scoring for summarization tasks. The “kind” field will be “Reddit post” or
“News”, conditioned to whether this prompt is from TL;DR or CNN-DailyMail dataset.

Response Quality Scoring: Question Answering
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the answer provided by an AI assistant to
the user question. Your evaluation should consider factors such as the helpfulness, relevance, accuracy,
depth, creativity, and level of detail in the answer. Begin your evaluation by providing a short explanation.
Do not allow the length of the answer to influence your evaluation. Be as objective as possible. After
providing your explanation, you must rate the answer on a scale of 1 to 10 by strictly following this format:
"[[rating]]", for example: "Rating: [[5]]".
[USER]
[User Question]
{prompt}
[The Start of Assistant’s Answer]
{answer}
[The End of Assistant’s Answer]

Table 38: Prompt for refinement quality scoring for question answering tasks.
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Response Quality Scoring: Mathematical Reasoning
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the answer provided by an AI assistant to the
math problem. Your evaluation should consider correctness and helpfulness. You will be given a reference
answer and the assistant’s answer. Begin your evaluation by comparing the assistant’s answer with the
reference answer. Identify and correct any mistakes. Do not allow the length of the answer to influence
your evaluation. Be as objective as possible. After providing your explanation, you must rate the answer
on a scale of 1 to 10 by strictly following this format: "[[rating]]", for example: "Rating: [[5]]".
[USER]
[Math Problem]
{prompt}
[The Start of Reference Answer]
{ref answer}
[The End of Reference Answer]
[The Start of Assistant’s Answer]
{answer}
[The End of Assistant’s Answer]

Table 39: Prompt for refinement quality scoring for mathematical reasoning tasks.

Response Quality Scoring: Code Generation
[SYSTEM]
Please act as an impartial judge and evaluate the quality of the code provided by an AI assistant to the
requirements displayed below. Your evaluation should consider correctness and helpfulness. Begin your
evaluation by providing a short explanation. Identify and correct any mistakes. Do not allow the length of
the response to influence your evaluation. Be as objective as possible. After providing your explanation,
you must rate the code on a scale of 1 to 10 by strictly following this format: "[[rating]]", for example:
"Rating: [[5]]".
[USER]
[Code Requirements]
{prompt}
[The Start of Assistant’s Code]
{answer}
[The End of Assistant’s Code]

Table 40: Prompt for refinement quality scoring for code generation tasks.
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Guidelines for human evaluation of critique:
You are given a user question, an initial response and two critiques of the response. Decide which critique
is more accurate, thorough, clear and constructive for refinement of the actor model. Please carefully
check and compare the given critiques, especially the "suggestions for improvement" section which is
mainly used for refinement. Finally, label your verdict: "A" if critique A is better, "B" if critique B is
better, and "C" for a tie. If you choose "A" or "B", please choose the main reason of your preference from
the four criteria: accurate, thorough, clear and constructive.

Guidelines for human evaluation of refinement:
You are given a user question and two responses. You should choose the response that follows the user’s
instructions and answers the user’s question better. Your evaluation should consider factors such as the
helpfulness, harmlessness, relevance, accuracy, depth, creativity, and level of detail of the responses. Do
not allow the length of the responses to influence your evaluation. Be as objective as possible. Finally,
label your verdict: "A" if response A is better, "B" if response B is better, and "C" for a tie.

Table 41: Guidelines for human evaluation.
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Question

Initial Response 

Here is a recipe for Koldskål:  Ingredients: 4 Quart Jar, 3/4 cup chopped onion 1/2 cup chopped carrot 1/2 cup chopped celery 1 1/2 

cups chopped cabbage 1/2 cup chopped mushrooms 1/2 cup chopped tomatoes 1/2 cup chopped zucchini 1/2 cup chopped yellow 

squash 1/2 cup chopped bell peppers 1/2 cup chopped yellow onion 1/2 cup chopped potatoes 1/2 cup chopped apples 1/2 cup 

chopped peaches 1/2 cup chopped dried apricots 1/2 cup chopped dried dates 1/2 cup chopped pecans 1/2 cup chopped walnuts 1/2  

cup chopped dried cranberries 1/2 cup chopped dried blueberries 1/2 cup chopped dried raspberries 1/2 cup chopped dried 

maraschino cherries 1/2 cup chopped dried apricots 1/2 cup chopped dried figs …. (Repeat)

Human: I like to host guests at my home from time to time, and I am gathering  recipes of different dishes and drinks 

to keep things interesting. I am interested in trying some Danish dishes. Can you give me a recipe for Koldskål?

Assistant:

Critique by Llama-3-8B-Instruct+DPO

Refinement based on critique by Llama-3-8B-Instruct+DPO

Koldskål is a traditional Danish cold sour soup made with buttermilk, eggs, and pickled vegetables. Here's a simple recipe to make 

this refreshing and tangy soup at home. 

Ingredients: 

* 1 cup buttermilk 

* 2 eggs 

* 1/2 cup pickled red cabbage, chopped 

* 1/4 cup pickled carrots, chopped 

* Salt and pepper to taste 

Cooking Method: 

1. In a large bowl, whisk together the buttermilk and eggs until smooth. 

2. Add the chopped pickled cabbage and carrots to the bowl and stir to combine. 

3. Season with salt and pepper to taste. 

4. Chill the soup in the refrigerator for at least 30 minutes to allow the flavors to meld. 

5. Serve the Koldskål cold, garnished with chopped fresh herbs or a sprinkle of paprika.

Critique by Llama-3-8B-Instruct+RCO

**Helpfulness:** 0/5 - The assistant's response is not helpful at all. It provides a list of ingredients with no instructions on how to 

prepare the dish, no quantities for the ingredients, and no information on how to serve it.

**Harmlessness:** 5/5 - The assistant's response does not contain any harmful or offensive content.

**Correctness:** 0/5 - The assistant's response is not correct. Koldskål is a traditional Danish cold sour milk dessert, not a savory 

dish with a long list of ingredients. The recipe provided is not accurate and does not follow any known recipe for Koldskål.

**Suggestions for improvement:**

1. Provide a correct and accurate recipe for Koldskål, including ingredients, quantities, and instructions on how to prepare and serve 

the dish.

2. Consider providing a brief description of the dish and its origins to give the user a better understanding of what they are making.

3. Use a clear and concise format for the recipe, making it easy to read and follow.

4. Consider providing variations or alternatives to the recipe to cater to different tastes and dietary restrictions.

By following these suggestions, the assistant can provide a helpful, harmless, and correct response that will assist the user in 

making a delicious Danish dish.

Refinement based on critique by Llama-3-8B-Instruct+RCO

Thank you for your interest in trying a traditional Danish dish! Koldskål is a cold sour milk dessert that is popular in Denmark. 

Here is a recipe for Koldskål that you can try:

Ingredients:

* 1 cup sour milk

* 1/2 cup granulated sugar

* 1/4 cup cornstarch

* 1/4 teaspoon salt

* 1/4 teaspoon vanilla extract

* 1/4 cup chopped fresh fruit (such as strawberries or blueberries)

Instructions:

1. In a medium-sized bowl, whisk together the sour milk, sugar, cornstarch, and salt until well combined.

2. Add the vanilla extract and mix well.

3. Fold in the chopped fresh fruit.

4. Cover the bowl with plastic wrap and refrigerate for at least 2 hours or overnight.

5. Serve the Koldskål chilled, garnished with additional fresh fruit if desired.

I hope you enjoy this recipe for Koldskål! Let me know if you have any questions or if you would like any variations on the recipe.

The assistant's response is a mess, to put it mildly. However, it's not entirely harmless, but it's mostly helpful, but not in a good way. 

However, it's not a recipe for Koldskål, but a list of ingredients that seems to be a repetition of the same ingredients over and over 

again, with no measurements, no cooking method, and no nutritional information.

The assistant's response is missing some crucial information, such as the fact that Koldskål is a traditional Danish cold sour soup 

made with buttermilk, eggs, and pickled vegetables, not a salad or a fruit salad. It's also missing the fact that the ingredients are not 

cooked together, but rather, the pickled vegetables are added to the buttermilk and eggs, not mixed with them.

Suggestions for improvement:

1. Provide a clear and concise recipe for Koldskål, including measurements, cooking method, and nutritional information.

2. Use accurate and authentic ingredients and cooking techniques to ensure the recipe is true to the traditional Danish dish.

3. Consider adding a brief introduction to the recipe, explaining the history and cultural context of Koldskål in Denmark.

4. Consider adding a visual representation of the dish, such as a photo or diagram, to help illustrate the cooking process.

Figure 6: One typical case from the dialog generation task in CriticEval dataset. Our critique is preferred mainly
based on the criteria of Accuracy.

38



Question

Initial Response 

They challenged Trump by publicly refuting his criticisms of the FBI and Justice Department.

[U.S. President Donald Trump shortly after delivering his first State of the Union address Tuesday night. Democrats, and others, see 

Trump's criticisms of federal law enforcement as a dangerous attempt to undermine special counsel Robert Mueller’s Russia probe.] 

[Passage is omitted]

Answer the following question based on the above passage: Summarize how the Federal Bureau of Investigation and Department of 

Justice challenged Trump.

Critique by Llama-3-8B-Instruct+DPO

Refinement based on critique by Llama-3-8B-Instruct+DPO

The controversy between President Trump and the Federal Bureau of Investigation (FBI) and Department of Justice (DOJ) has 

reached a boiling point. Despite Trump's criticisms of the FBI and DOJ, the agencies have publicly refuted his claims, challenging 

the accuracy and misleading nature of the Nunes memo. The FBI has stated that the memo contains material omissions of fact, and 

the DOJ has objected to its release. Specifically, the FBI has expressed concerns about the memo's omission of key facts and its 

potential to mislead the public. Additionally, the controversy has been marked by important events, such as the stepping down of FBI 

deputy director Andrew McCabe under pressure from Trump, and the reported conversation between Trump and Rosenstein about 

whether Rosenstein is "on my team". The controversy raises significant questions about Trump's interactions with law enforcement, 

including his request to Rosenstein about supporting the release of the Nunes memo.

Critique by Llama-3-8B-Instruct+RCO

The answer is generally faithful to the article, but it could be improved in a few ways.

Firstly, the answer is a bit too brief and doesn't fully capture the extent of the challenge posed by the FBI and Justice Department. 

The article mentions that the FBI and Justice Department challenged Trump "on the record and through what appeared to be 

anonymous leaks to CNN", but the answer doesn't elaborate on what this means.

Secondly, the answer could benefit from more specific examples of how the FBI and Justice Department challenged Trump. For 

instance, the article mentions that the FBI made its objections to the release of the memo public, and that CNN broke two stories 

that further called into question Trump's interactions with and statements about law enforcement. The answer could include more 

details like these to make it more comprehensive.

Suggestions for improvement:

* Provide more context about what it means for the FBI and Justice Department to challenge Trump "on the record and through 

what appeared to be anonymous leaks to CNN".

* Include more specific examples of how the FBI and Justice Department challenged Trump, such as the FBI's public objections to 

the release of the memo and the CNN stories about Trump's interactions with and statements about law enforcement.

* Consider rephrasing the answer to make it more concise and clearer. For example, instead of saying "They challenged Trump by 

publicly refuting his criticisms of the FBI and Justice Department", consider saying "The FBI and Justice Department pushed back 

against Trump's criticisms by publicly refuting his claims and releasing information that contradicted his statements".

Refinement based on critique by Llama-3-8B-Instruct+RCO

The Federal Bureau of Investigation and Department of Justice challenged Trump by publicly refuting his criticisms of the FBI and 

Justice Department, providing specific examples of how his statements were misleading or inaccurate. For instance, the FBI made 

its objections to the release of a secret memo public, and CNN broke two stories that further called into question Trump's 

interactions with and statements about law enforcement. Additionally, the FBI and Justice Department pushed back against Trump's 

claims of bias and improper use of surveillance by releasing information that contradicted his statements and showed that their 

investigations were conducted fairly and properly. By providing these specific examples, the FBI and Justice Department 

challenged Trump's attacks on their institutions and credibility.

The article is a comprehensive analysis of the ongoing controversy between President Trump and the Federal Bureau of 

Investigation (FBI) and Department of Justice (DOJ). However, it misses some crucial details, such as the specific ways in which 

they challenged Trump, and it doesn't address the controversy's implications for the country. Here's a breakdown of the article's 

summary:

* The article mentions that the FBI and DOJ "challenged Trump" but doesn't provide any specific examples of how they did so. 

However, it's important to note that the FBI and DOJ didn't necessarily challenge Trump directly, but rather, they challenged the 

accuracy and misleading nature of the Nunes memo, which is a key document in the controversy.

* The article doesn't mention the FBI's deputy director, Andrew McCabe, stepping down under pressure from Trump, which is an 

important event that has significant implications for the controversy.

* The article doesn't mention the reported conversation between Trump and Rosenstein about whether Rosenstein is "on my team", 

which is another important event that raises questions about Trump's interactions with law enforcement.

* The article doesn't mention the reported request by Trump to Rosenstein about supporting the release of the Nunes memo, which 

is another important event that raises questions about Trump's attempts to influence the investigation.

Suggestions for improvement:

* Provide specific examples of how the FBI and DOJ challenged Trump, such as the FBI's statement about the Nunes memo's 

material omissions of fact, and the DOJ's objections to the release of the memo.

* Include important events that are missing from the article, such as McCabe's stepping down, the conversation between Trump and 

Rosenstein, and the request by Trump to Rosenstein about supporting the release of the Nunes memo.

* Consider adding a more detailed analysis of the controversy's implications for the country, such as the potential damage to the 

FBI and DOJ's credibility, and the potential consequences for the country's institutions.

Figure 7: One typical case from the summarization task in CriticEval dataset. Our critique is preferred mainly based
on the criteria of Accuracy.
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Question

Initial Response 

Steel is a structural element used to make chairs.

Question: What material is a steel rocking chair made out of?

Your answer:

Critique by Llama-3-8B-Instruct+DPO

Refinement based on critique by Llama-3-8B-Instruct+DPO

A steel rocking chair is made from a durable and lightweight metal alloy, typically consisting of iron and carbon. The steel is often 

coated with a rust-resistant finish and may be reinforced with additional materials for added strength. According to a study 

published in the Journal of Materials Science, the steel used in rocking chairs is typically chosen for its combination of strength, 

durability, and aesthetic appeal. By addressing these factors, manufacturers can create a comfortable and stylish seating option that 

meets the needs of users.

Critique by Llama-3-8B-Instruct+RCO

Comment: The answer provided is incomplete and does not fully address the question. The question asks specifically about a steel 

rocking chair, but the answer only mentions that steel is a structural element used to make chairs in general, without providing any 

information about the specific type of chair or the materials used in its construction. Additionally, the answer does not provide any 

additional details about the rocking mechanism or other components of the chair.

Suggestions for improvement:

* Be more specific and clearer in the answer by stating that a steel rocking chair is made of steel, which is used as the frame and 

structural support, and possibly other materials such as wood, plastic, or fabric for the seat, backrest, and rocking mechanism.

* Provide more context and details about the construction of a steel rocking chair, such as the type of steel used, the manufacturing 

process, and any notable features or characteristics.

* Ensure that the answer is accurate and comprehensive, and addresses the specific question being asked.

Refinement based on critique by Llama-3-8B-Instruct+RCO

A steel rocking chair is made out of steel, which serves as the frame and structural support. The seat, backrest, and rocking 

mechanism may also be made of other materials such as wood, plastic, or fabric. The steel used in the construction of a steel 

rocking chair is typically strong and durable, allowing it to support the weight of the user and provide a comfortable rocking motion. 

The manufacturing process involves welding or brazing the steel components together, and may also include additional steps such 

as cutting, drilling, or shaping the metal to create the desired form and function.

The answer is a good start, but it falls short in several areas. Here are some specific issues:

1. Lack of clarity: The answer doesn't address the question directly. It's more of a generalization about the use of steel in 

construction. This doesn't provide any specific information about the steel rocking chair.

2. No supporting evidence: The answer doesn't provide any evidence or references to support its claim. This lack of credibility can 

undermine the answer's authority.

3. No depth or nuance: The answer doesn't provide any depth or nuance about the steel used in the rocking chair. It doesn't mention 

the specific types of steel or techniques used to create the chair.

Suggestions for improvement:

1. Address the question directly: The answer should clearly and explicitly state that it's discussing the material used in a specific 

object, in this case, a steel rocking chair.

2. Provide specific evidence: The answer should provide references or evidence to support its claims. This could include links to 

reputable sources or citations to academic studies.

3. Provide depth and nuance: The answer should provide some depth and nuance about the steel used in the rocking chair. This 

could include specific types of steel used, techniques employed, or processes involved in its creation.

4. Use clear language: The answer should use clear and concise language to describe the material and its properties. This could 

include specific measurements or technical specifications.

Figure 8: One typical case from the question answering task in CriticEval dataset. Our critique is preferred mainly
based on the criteria of Constructiveness.
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Question

Initial Response 

class Solution:

    def solution(self):

        # Bag of chips has 250 calories per serving

        # 300g bag has 5 servings

        # daily calorie target is 2000

        # have already consumed 1800 calories

        calories_per_serving = 250

        servings_per_bag = 5

        bag_weight = 300

        daily_calorie_target = 2000

        consumed_calories = 1800

        # Calculate the number of calories in the entire 

bag

        total_calories = bag_weight * servings_per_bag * 

calories_per_serving

        # Calculate the number of calories remaining for 

the day

        remaining_calories = daily_calorie_target - 

consumed_calories

        # Calculate the number of grams that can be eaten

        grams_per_calorie = 4

        max_grams = remaining_calories * 

grams_per_calorie

        # Return the maximum number of grams that can 

be eaten

        return max_grams

Can you solve the following math problem? According to its nutritional info, a bag of chips has 250 calories per serving. If a 300g 

bag has 5 servings, how many grams can you eat if your daily calorie target is 2000 and you have already consumed 1800 calories?

Explain your reasoning. Your final answer should be a single numerical number, in the form \boxed{answer}, at the end of your 

response.

Refinement based on critique by Llama-3-8B-Instruct+DPO

def solution(self):

    bag_weight = 300

    servings_per_bag = 5

    calories_per_serving = 250

    total_calories = bag_weight * servings_per_bag * 

calories_per_serving

    daily_calorie_target = 2000

    consumed_calories = 1800

    servings_from_300g_bag = min(daily_calorie_target - 

consumed_calories, servings_per_bag)

    grams_from_300g_bag = servings_from_300g_bag * bag_weight

    return grams_from_300g_bag

Refinement based on critique by Llama-3-8B-Instruct+RCO

class Solution:

def solution(self):

# Calculate the total number of calories in the bag

total_calories = calories_per_serving * servings_per_bag

# Calculate the number of calories remaining for the day

remaining_calories = daily_calorie_target - consumed_calories

# Calculate the number of grams that can be eaten

calories_per_gram = total_calories / bag_weight

max_grams = min(remaining_calories / calories_per_gram, 

bag_weight)

return max_grams

Critique by Llama-3-8B-Instruct+DPO

The code provided is a good start, but it has some issues. Here are some specific problems:

1. The code doesn't address the question directly. The question asks "how many grams can you eat" from the 300g bag, not the 

entire bag or the maximum number of grams that can be eaten. The code should calculate the number of servings or grams from the 

300g bag that can be eaten, not the entire bag or an arbitrary amount.

2. The code doesn't mention the variable names that are related to the 300g bag, such as `bag_weight` and ̀ servings_per_bag`. The 

question mentions the specific values of these variables, so the code should use these values to calculate the answer.

3. The code has a variable `grams_per_calorie` that is not related to the question. The question asks for the number of grams that can 

be eaten, not the number of grams per calorie. The code should not use this variable to calculate the answer.

4. The code returns the maximum number of grams that can be eaten, not the specific number of grams that can be eaten from the 

300g bag. The question asks for the specific number of grams that can be eaten, not the maximum.

Suggestions for improvement:

1. Calculate the number of servings or grams from the 300g bag that can be eaten, not the entire bag or an arbitrary amount. This can 

be done by subtracting the minimum of the daily calorie target and the consumed calories from the total calories in the 300g bag, not 

the maximum.

2. Use the specific values of `bag_weight` and `servings_per_bag` to calculate the answer, not an arbitrary value.

3. Use the correct calculation to convert the number of calories to grams, such as `grams = (calories / calories_per_serving) * 

servings_per_bag`, not an arbitrary conversion.

4. Return the specific number of grams that can be eaten from the 300g bag, not the maximum.

Critique by Llama-3-8B-Instruct+RCO

The answer provided is a Python code snippet that attempts to solve the problem, but it has several issues. Here's a breakdown of 

the problems:

1. The problem statement asks for the number of grams that can be eaten, but the code calculates the maximum number of grams 

that can be eaten, which is not the same thing. The code should calculate the number of grams that can be eaten while staying 

within the daily calorie target.

2. The code assumes that 1 gram of the bag of chips is equivalent to 4 calories, which is not always the case. The problem statement 

does not provide this information, and the code should not make this assumption.

3. The code does not take into account the number of servings in the bag when calculating the maximum number of grams that can 

be eaten. It only calculates the total number of calories in the bag and the remaining calories for the day, but it does not use this 

information to determine the maximum number of grams that can be eaten.

Suggestions for improvement:

1. Clearly define the variables and their units. For example, `calories_per_serving` should be in calories, `servings_per_bag` should 

be in servings, and `bag_weight` should be in grams.

2. Use the correct information from the problem statement. Instead of assuming 1 gram of the bag of chips is equivalent to 4 

calories, use the information that there are 250 calories per serving and 5 servings in the bag.

3. Calculate the total number of calories in the bag by multiplying the number of servings by the calories per serving, not by 

multiplying the bag weight by the number of servings by the calories per serving.

4. Calculate the number of grams that can be eaten by dividing the remaining calories by the calories per gram, not by multiplying 

the remaining calories by the grams per calorie.

5. Return the result in grams, not in calories.

Figure 9: One typical case from the mathematical reasoning task in CriticEval dataset. Our critique is preferred
mainly based on the criteria of Thoroughness.
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Question

Initial Response 

def find_rotation_count(arr):

  n = len(arr)

  rotations = 0

  for i in range(n):

    for j in range(i+1,n):

      if arr[i] > arr[j]:

        rotations += 1

  return rotations

Problem: 

Write a function to find the number of rotations in a circularly sorted array. Your code should pass these tests:

assert find_rotation_count([8, 9, 10, 1, 2, 3, 4, 5, 6, 7]) == 3

assert find_rotation_count([8, 9, 10,2, 5, 6]) == 3

assert find_rotation_count([2, 5, 6, 8, 9, 10]) == 0

Refinement based on critique by Llama-3-8B-Instruct+DPO

```def find_rotation_count(arr):

    # Calculate the length of the array

    n = len(arr)    

    # Initialize the rotation count to 0

    rotations = 0    

    # Iterate over the array

    for i in range(n):

        # Check if the current element is greater than the next element

        if arr[i] > arr[(i+1)%n]:

            # If it is, increment the rotation count

            rotations += 1

        # Return the rotation count

    return rotations

```

I have made the following changes to the original code:

* Renamed the variable `n` to `length` to make it more descriptive.

* Renamed the variable `rotations` to `rotation_count` to make it more 

descriptive.

* Changed the inner loop to iterate over the array only once, not twice.

* Changed the condition in the if statement to correctly count the 

number of rotations.

* Added comments to explain what each part of the code is doing.

* Changed the variable names to be more descriptive and readable.

Refinement based on critique by

 Llama-3-8B-Instruct+RCO

```

def find_rotation_count(arr):

    array_length = len(arr)

    for i in range(array_length - 1):

        if arr[i] > arr[i + 1]:

            return array_length - i – 1

    return 0

```

Critique by Llama-3-8B-Instruct+DPO

The code provided is a good start, but it has some issues. Here's a breakdown:

**Correctness:** The code is not correct. The problem statement asks for finding the number of rotations in a circularly sorted array, 

but the code provided is trying to count the number of pairs of elements that are in the wrong order, not the number of rotations. This 

is a significant difference.

**Readability:** The code is not very readable. The variable names are not very descriptive, and the variable names `n` and 

`rotations` are not very helpful. The code could be improved by adding more comments and variable names that are more descriptive.

**Efficiency:** The code has a time complexity of O(n^2), which is not efficient. The code has two nested loops, each of which 

iterates over the entire array, resulting in a quadratic number of comparisons.

**Suggestions for improvement:**

1. **Correct the code:** The code should be modified to correctly solve the problem. This can be done by using a more accurate 

approach, such as the one described in the solution.

2. **Use more descriptive variable names:** The code should be modified to use more descriptive variable names, such as `n` for the 

length of the array, `start` for the starting index, and `end` for the ending index.

3. **Use a more efficient algorithm:** The code should be modified to use a more efficient algorithm, such as the one that iterates 

over the array only once, not twice.

4. **Use a more accurate count:** The code should be modified to use a more accurate count, such as the one that counts the number 

of rotations, not the number of pairs of elements that are in the wrong order.

5. **Use a more readable code:** The code should be modified to be more readable, with more comments, variable names, and a 

more logical organization.

Critique by Llama-3-8B-Instruct+RCO

**Correctness:**

The code is not entirely correct. The problem statement asks to find the number of rotations in a circularly sorted array, but the code 

only checks if the array is sorted and returns the number of pairs of adjacent elements that are in the wrong order. This is not the 

correct solution.

**Readability:**

The code is somewhat readable, but the variable name `n` is not very descriptive. It would be better to use `length` or `array_length` 

to make the code more understandable.

**Meeting the requirements:**

The code does not meet the requirements of the problem. It does not correctly find the number of rotations in a circularly sorted 

array.

**Suggestions for improvement:**

1. **Understand the problem:** Before writing the code, make sure you understand the problem correctly. In this case, the problem 

is to find the number of rotations in a circularly sorted array, not just to check if the array is sorted.

2. **Use a more descriptive variable name:** Instead of using `n`, use a more descriptive variable name like `array_length` to make 

the code more readable.

3. **Implement the correct solution:** To find the number of rotations, you can iterate through the array and find the index where 

the array is no longer sorted. Then, subtract this index from the length of the array to get the number of rotations.

4. **Use a more efficient algorithm:** The current code has a time complexity of O(n^2) because of the nested loops. You can 

improve the efficiency by using a single loop to find the index where the array is no longer sorted.

5. **Test the code:** Before submitting the code, make sure to test it with different inputs to ensure it produces the correct output.

Figure 10: One typical case from the code generation task in CriticBench dataset. Our critique is preferred mainly
based on the criteria of Clarity.
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