
Reinforcing Long-term Emotional Support Conversations in LLMs with
Simulated Forward-Looking Feedback

Anonymous ACL submission

Abstract001

Emotional Support Conversation (ESC) sys-002
tems should provide ongoing, systematic emo-003
tional support that can foster long-term user004
emotional well-being. Existing large language005
models (LLMs) oriented ESC systems have in-006
troduced dialogue planning that considers the007
long-term effects of supportive strategies. How-008
ever, they decouple strategy selection, which009
relies on predefined strategy sets, from re-010
sponse generation, limiting adaptability to dy-011
namic emotional scenarios and reducing con-012
trol over final response quality. In this work,013
we propose RLSF-ESC, a novel end-to-end014
framework designed to enhance the inherent015
reasoning capabilities of LLMs through rein-016
forcement learning for long-term emotional017
support conversations. To encourage LLMs018
to reason about the long-term impact of their019
generated responses, RLSF-ESC simulates fu-020
ture dialogue trajectories to obtain forward-021
looking feedback 1 via multi-agent collabora-022
tion. Based on this feedback, we design a cus-023
tomized reward function that guides the opti-024
mization of the LLM through Group Relative025
Policy Optimization. We train RLSF-ESC on026
the Qwen2.5-7B-Instruct-1M and LLaMA3.1-027
8B-Instruct models and conduct experiments028
on two public datasets. Experimental results029
demonstrate that RLSF-ESC consistently out-030
performs existing baselines in terms of goal031
completion and response quality.032

1 Introduction033

Online emotional support conversation sys-034

tems (Burleson, 2003; Heaney and Israel, 2008)035

aim to alleviate people’s emotional distress and036

promote psychological well-being by offering inter-037

active communication and active listening through038

digital platforms. The rapid development of large039

language models (Chang et al., 2024), such as GPT-040

4 (Achiam et al., 2023) and LLaMA (Grattafiori041

1In this paper, forward-looking feedback refers to users’
anticipated emotional responses to future system interactions.

I just moved to a new city for work, and I don’t know anyone here. I 

feel so alone every evening when I come back to my apartment.
User

Response

LLM
Dialogue 

Policy

Strategy 1

Strategy 2

Strategy n

…
Strategy 2

Reasoning Process  

Response 1

Reasoning Process 

Response 2

…

LLM

Response 1

Estimated Future
Emotion State

…

(a)

…

I'm sorry to hear that you're feeling alone after your move … Can you tell 

me a bit about …? Sometimes finding small ways to connect with …

(b)

Selected strategy [Reflection of feelings]

Reasoning Process: This user  is likely experiencing a sense of disconnection 

… I want to explore the routine they have after work … My goal is to encourage 

emotional expression and foster connection.

It sounds like this move has been really overwhelming in ways you might 

not have expected. Coming home to a quiet apartment after …

Figure 1: Comparison between (a) existing planning-
based methods that select predefined supportive strate-
gies before response generation, and (b) our method,
which reasons about long-term effects to generate more
open-ended, supportive responses.

et al., 2024), has sparked growing interest in lever- 042

aging these models to facilitate high-quality emo- 043

tional support conversations, given their dedicated 044

contextual understanding and response generation 045

capabilities (Yi et al., 2024). Recent research has 046

explored improving ESC using LLMs through tech- 047

niques such as prompt engineering (Chen et al., 048

2023; Zhao et al., 2023a; Zhang et al., 2024), and 049

supervised fine-tuning (Zheng et al., 2023; Chen 050

et al., 2025). However, these methods primarily em- 051

phasize immediate feedback (i.e., users’ emotional 052

responses immediately after system interactions), 053

while overlooking the long-term impact of model 054

responses, thereby limiting their effectiveness in 055

extended conversations. 056

Crucially, effective emotional support should go 057

beyond immediate distress relief to promote long- 058

term user emotional well-being and build lasting 059

emotional connections (Burleson, 2013). To this 060

end, some studies have introduced forward-looking 061

feedback into dialogue planning of LLMs to guide 062
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the selection of supportive strategies (Deng et al.,063

2024; He et al., 2024; Zhao et al., 2025; Wang et al.,064

2025). However, by decoupling strategy selection065

from response generation, these methods risk er-066

ror propagation. Moreover, limiting exploration067

to a small set of predefined strategies restricts sys-068

tem’s adaptability to complex real-world emotional069

support scenarios.070

To address the aforementioned limitations, we071

propose Reinforcement Learning from Simulated072

Forward-looking Feedback for Emotional Support073

Conversations (RLSF-ESC), a new end-to-end074

framework that uses reinforcement learning to im-075

prove the reasoning capabilities of LLMs for sus-076

tained emotional support. Unlike previous meth-077

ods, RLSF-ESC emphasizes improving LLMs’ self-078

reflection in emotional support scenarios, enabling079

more open-ended and adaptive response generation080

(as shown in Figure 1). Guided by forward-looking081

feedback, RLSF-ESC encourages the LLM to think082

about the long-term emotional impact of its gen-083

erated responses. Specifically, our work aims to084

address the following two research questions: (1)085

RQ1: How can we acquire the forward-looking086

feedback of each LLM-generated response to es-087

timate its long-term emotional impact? (2) RQ2:088

How can we optimize LLM to generate effective089

emotional support responses that maximize long-090

term rewards (i.e., the cumulative emotional bene-091

fits over time)?092

To address RQ1, we propose a multi-agent di-093

alogue simulation module designed to estimate094

the long-term impact of responses generated by095

an LLM-based ESC system. Since the emotional096

outcomes of a system response can cumulate over097

multiple turns, depending on evolving user’s emo-098

tional state, our module samples a forward-looking099

dialogue trajectory between a user simulator and100

the ESC system following the system response.101

A critic agent is incorporated to evaluate the sim-102

ulated dialogue, determining whether the user’s103

emotional issue is resolved or not and assigning104

an estimated reward accordingly. The simulation105

iterates until either the emotional issue is resolved106

or a predefined maximum number of dialogue turns107

is reached, at which point the long-term reward for108

the given system response is obtained.109

For RQ2, we employ reinforcement learning110

(RL) with simulated forward-looking feedback to111

fine-tune LLMs, aiming to address users’ emo-112

tional distress and promote long-term emotional113

well-being. Specifically, we adopt Group Relative114

Policy Optimization (GRPO) (Shao et al., 2024), 115

a RL algorithm that enables stable and efficient 116

policy learning through group-based computations. 117

While GRPO has shown success in reasoning tasks 118

with clear correctness criteria (Xie et al., 2025; 119

Jin et al., 2025), applying it to ESC poses unique 120

challenges due to the subjective and nuanced na- 121

ture of emotional improvement. To this end, we 122

design a domain-specific reward function using es- 123

timated long-term rewards from our dialogue simu- 124

lation module. This tailored reward signal guides 125

the optimization of LLM, facilitating the genera- 126

tion of emotionally supportive responses. We vali- 127

date the effectiveness of our proposed framework, 128

RLSF-ESC, through comprehensive experiments 129

conducted on two public datasets. The main contri- 130

butions of this work are as follows: 131

• We propose RLSF-ESC, a novel end-to-end 132

framework that aligns LLMs with long-term 133

emotional support goals using reinforcement 134

learning guided by forward-looking feedback. 135

• We design a multi-agent dialogue simulation 136

module to estimate long-term rewards and 137

develop an effective reward function for the 138

LLM policy optimization via GRPO. 139

• We conduct extensive experiments, which 140

demonstrate that RLSF-ESC outperforms ex- 141

isting baseline methods in task completion 142

and high-quality response generation. 143

2 Related Work 144

2.1 Emotional Support Conversation 145

Liu et al. (2021) introduce the emotional support 146

conversation task and release the ESConv dataset 147

for its development. In the pre-LLM era, re- 148

searchers have explored various methods for model- 149

ing user emotional state (Peng et al., 2022; Cheng 150

et al., 2023; Jia et al., 2023; Deng et al., 2023) 151

and strategy learning (Cheng et al., 2022; Tu et al., 152

2022) in ESC systems. With the rise of LLMs, re- 153

cent studies have explored their application in ESC 154

by prompting and supervised fine-tuning (Chen 155

et al., 2023; Zhao et al., 2023a; Qiu et al., 2024; 156

Chen et al., 2025). For instance, Zhang et al. 157

(2024) apply Chain-of-Thought (CoT) to improve 158

response interpretability. Zheng et al. (2023) utilize 159

ChatGPT to synthesize the ExTES dataset and fine- 160

tune a LLaMA model for ESC. Other works inte- 161

grate LLMs with external policy model to improve 162
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Stage 3: Reinforcement Learning From Forward-Looking Feedback

0

Stage 1: Multi-Agent Dialogue Simulation

Problem Type: Job crisis

Situation: I hate my job but I am scared 

to quit and seek a new career.

…

System: What makes your job stressful 

for you?

User: I have to deal with many people in 

hard financial situations and it is 

upsetting.

Conversation Context c1:𝑡−1

Response Sampling

𝑢𝑡,1
𝑠𝑦𝑠 Do you help your 

clients to it …

𝑢𝑡,𝑗
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…

𝑢𝑡,𝑚
𝑠𝑦𝑠 I've had to deal 

with people …

𝑟𝑡,1
𝑠𝑦𝑠

𝑟𝑡,𝑗
𝑠𝑦𝑠

𝑟𝑡,𝑚
𝑠𝑦𝑠

…

…

…

1st Simulation

I do, but often they are 

not …
It sounds like a very 

painful …

Reward > Threshold ? 

OR

Reach Maximum Turn Number?

1.The user feels same.

…

Yes, it's been really 

hard …

…

2nd Simulation

It's possible to rebuild 

your…

That gives me hope 

…

tth Simulation

Reward:0.0

Reward:0.225

Reward > Threshold ? 

OR

Reach Maximum Turn Number?

Reward: 0.55

Reward > Threshold ? 

OR

Reach Maximum Turn Number?No

…

Yes

10.Feel same.

No

1

Reward

2

3

Forward-Looking Dialogue Trajectory Sampling

Reward Model
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Group

Computation

Policy Model

𝒐𝟏 <think> It's important to address … </think>

<response> It's understandable to feel like this… </response>
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<think>The patient is grappling with self-doubt … </think>

< response > It's completely valid to feel …</ response >

<think> Understanding the patient's sense of … </think>

I understand that it's challenging to feel confident right now …

𝒐𝟐

𝒐𝑮

𝑟1 …

Rollout 1

<think>…</think><response>…</response>
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<think>…think> …
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𝑟1
′

…
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…
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…

𝑟2 𝑟𝐺
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KL
Conversation 

Context

1. Feel same.

2. Feel slightly better.

1. Feel significantly better.

……

2.Feel same.

Reward Model

Stage 2: Long-term Reward Model Training

Dataset 𝑫𝒓 = (𝒖𝒕,𝒋
𝒔𝒚𝒔

, 𝒓𝒕,𝒋
𝒔𝒚𝒔

)

An example dialogue

Figure 2: Overview of the RLSF-ESC framework. Stage 1: Multi-agent dialogue simulation samples forward-
looking dialogue trajectories to estimate rewards for responses. Stage 2: A reward function is designed to guide RL,
including training a reward model for long-term reward prediction. Stage 3: Reinforcement learning with GRPO is
employed to optimize the LLM, encouraging the generation of responses that consider long-term effects.

strategy selection (Wan et al., 2025; Zhang et al.,163

2023). For instance, Kang et al. (2024) show that164

using an external planner mitigates LLMs’ strat-165

egy preference bias. Forward-looking feedback has166

been explored to model the long-term impact of167

supportive strategies (He et al., 2024). Yu et al.168

(2023) prompted LLMs to perform Monte Carlo169

Tree Search (MCTS) for goal-oriented policy plan-170

ning, while Fu et al. (2023) used self-play simula-171

tions with critique-based feedback to assess long-172

term effects. Deng et al. (2024) applied reinforce-173

ment learning with cumulative rewards for strategy174

prediction. Additionally, Zhao et al. (2025) opti-175

mized LLMs using Direct Preference Optimization176

(DPO) (Rafailov et al., 2023) on MCTS-derived177

strategy-response pairs to improve strategy selec-178

tion accuracy. In contrast to these methods, which179

enhance the quality of emotional support by opti-180

mizing dialogue strategies, our approach directly181

models the overall impact of individual responses182

on forward-looking dialogue trajectories.183

2.2 Reinforcement Learning in LLMs184

Reinforcement learning (RL) for LLMs has ad-185

vanced through Reinforcement Learning from Hu-186

man Feedback (RLHF) (Bai et al., 2022), in which187

a preference model (PM) is trained on human pref-188

erence data. The LLM policy is optimized via RL, 189

using PM scores as rewards, typically with Proxi- 190

mal Policy Optimization (PPO) (Schulman et al., 191

2017). RLAIF (Lee et al., 2023) reduces human 192

effort by using the LLM to generate preference 193

data. To simplify the preference learning, Rafailov 194

et al. (2023) propose DPO, which bypasses reward 195

modeling by directly optimizing the LLM policy 196

to align human preferences. SimPo (Meng et al., 197

2024) is a simpler and more efficient optimization 198

approach by using a tailored reward formulation, 199

eliminating the need for a reference model. Etha- 200

yarajh et al. (2024) introduce Kahneman-Tversky 201

Optimization (KTO) based on direct utility maxi- 202

mization inspired by prospect theory. Group Rela- 203

tive Policy Optimization(Shao et al., 2024) removes 204

the traditional critic model and introduces a group- 205

based evaluation strategy. In this work, we extend 206

GRPO to enhance the inherent long-term emotional 207

support capabilities of LLMs. 208

3 Methodology 209

The RLSF-ESC framework, as illustrated in Figure 210

2, consists of three stages: multi-agent dialogue 211

simulation, long-term reward model training, and 212

reinforcement learning from simulated forward- 213

looking feedback. 214
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3.1 Problem Formulation215

Given a conversation context between the216

user and the system, denoted as c1:t−1 =217

{usys1 , uusr1 , . . . , usyst−1, u
usr
t−1} ∼ D, where D218

represents the dataset, each utterance ui =219

{wi
1, w

i
2, . . . , w

i
n} is a sequence of n words. The220

target is to generate the next system response usyst221

that is coherent with the conversation context and222

effective in achieving a specific objective, such as223

reducing the user’s emotional distress. Formally,224

the goal is to learn a policy πθ that generates sys-225

tem responses to maximize the expected reward226

over the observed dialogue:227

π∗ = argmax
πθ

Ex∼D, y∼πθ(· |x)
[
R(x, y)

]
, (1)228

where x = c1:t−1, y = usyst , and R(·) is a reward229

function that estimates the long-term reward of the230

system’s responses.231

3.2 Multi-Agent Dialogue Simulation232

To estimate the long-term impact of a system re-233

sponse, we employ a multi-agent simulation frame-234

work that generates forward-looking dialogue tra-235

jectories. Given the conversation context c1:t−1,236

we first sample a set of candidate next-turn re-237

sponses {usyst,j }mj=1 from the current policy of the238

LLM-based ESC model Msys, such that usyst,j ∼239

PMsys(· | psys, c1:t−1), where psys is the prompt.240

Our target is to construct a dataset consisting of241

pairs of sampled responses and their correspond-242

ing long-term rewards, which can then be used to243

train a reward model R(·) for long-term reward244

estimation.245

To evaluate the long-term reward of each sam-246

pled response, we simulate the potential future tra-247

jectory of the dialogue. This simulation involves248

three LLM-based agents: a system agent Msys, a249

user simulator U , and a critic agent Mcrt. The250

system agent interacts with the user simulator by251

generating system responses based on the ongoing252

dialogue. The user simulator emulates a user seek-253

ing emotional support, responding based on the254

conversation history. Meanwhile, the critic agent255

evaluates the conversation’s progress according to256

predefined criteria, such as goal achievement. This257

simulation-based framework allows for the estima-258

tion of long-term rewards by capturing how indi-259

vidual responses influence the overall success and260

quality of the conversation over time.261

The forward-looking dialogue simulated for262

each sampled response is denoted as Cf
t,j =263

Algorithm 1 Multi-Agent Dialogue Simulation for
Long-Term Reward Estimation

Require: Dialogue dataset D = {c}Zi=1; ESC model Msys;
user simulator U ; critic model Mcrt; prompt psys, pusr ,
pcrt; number of sampled responses m; maximum dia-
logue turns T

Ensure: Simulated dataset Dr =
{{(

usys
t,j , rsyst,j

)}m

j=1

}Z

i=1
1: for each conversation context c1:t−1 from D do
2: for each j = 1 to m do
3: Sample usys

t,j ∼ PMsys(· | psys, c1:t−1)

4: Generate uusr
t,j ← PU (pusr, [c1:t−1, u

sys
t,j ])

5: Initialize Cf
t,j ← [uusr

t,j ]
6: for each step k = 1 to T do
7: Generate usys

t+k,j ← PMsys(psys, [c1:t−1, C
f
t,j ])

8: Append usys
t+k,j to Cf

t,j

9: Generate uusr
t+k,j ← PU (pusr, [c1:t−1, C

f
t,j ])

10: Append uusr
t+k,j to Cf

t,j

11: Evaluate rt+k,j ← PMcrt(pcrt, [c1:t−1, C
f
t,j ])

12: if rt+k,j > threshold or k = T then
13: Compute average turn: AvgT = k + 1

14: Compute reward: rsys
t,j =

rt+k,j+
1

AvgT
2

15: break
16: end if
17: end for
18: Add (usys

t,j , r
sys
t,j) to Dr

19: end for
20: end for
21: return Dr

(uusrt,j , . . . , usyst+k,j , u
usr
t+k,j , . . . , u

sys
T,j , u

usr
T,j ), where 264

uusrt+k,j is generated by the user simulator, and 265

usyst+k,j is generated by Msys. At each step k, the 266

critic model Mcrt evaluates a reward based on the 267

ongoing simulated conversation. The simulation 268

proceeds iteratively until either the emotional sup- 269

port objective is achieved or a predefined maximum 270

number of dialogue turns T is reached. 271

To compute the long-term reward rsyst,j for the 272

sampled system response usyst,j , we consider both 273

the reward at the terminal step T and the average 274

number of turns required to achieve the dialogue 275

goal. The resulting dataset Dr = {(usyst,j , r
sys
t,j )}t,j 276

is then used to train a reward model R(·), which 277

predicts the long-term reward of system responses. 278

Subsequently, this reward model guides the opti- 279

mization of the system policy πθ. The complete 280

simulation procedure is detailed in Algorithm 1. 281

3.3 RL from Forward-Looking Feedback 282

We optimize the LLM using reinforcement learning 283

(RL) to enhance its ability to generate responses 284

that account for their long-term impact on future 285

conversations. 286
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3.3.1 Reward Design287

The reward function is central to the RL process,288

as it provides essential training signals for policy289

optimization. In RLSF-ESC, the reward function290

consists of two parts: long-term reward Rlong-term,291

which estimates the influence of a response on the292

subsequent dialogue trajectory, and format reward293

Rformat, which ensures that the generated response294

adheres to a predefined format.295

Long-Term Reward. To predict Rlong-term, we296

train a reward model using the dataset Dr from297

the dialogue simulation, consisting of (response,298

reward) pairs (usysi , rsysi ). Each pair is trans-299

formed into an instance (si, yi) to train the reward300

model, where si represents the input sequence and301

yi ∈ {0, 1} is a binary label indicating whether the302

system response effectively addresses the user’s303

emotional problem or not. Specifically, the label304

yi is derived from the scalar reward rsysi using a305

predefined threshold δ. The label is set to one if306

rsysi is greater than δ; otherwise, it is set to zero.307

Each input si is constructed using a prompt tem-308

plate (see Table 4), incorporating the conversation309

context and the system response usysi . This input is310

then fed into an LLM-based classifier, which con-311

sists of a frozen LLaMA model (Grattafiori et al.,312

2024) followed by a linear layer, to output logits313

zi:314

zi = Linear(Pool(LLaMA(si))) ∈ R2, (2)315

where a pooling layer Pool(·) is applied to aggre-316

gate token-level hidden states into a single vector.317

The predicted label ŷi is derived using a sigmoid318

activation function:319

ŷi = σ(zi), (3)320

where σ(·) is the sigmoid function. For training,321

we minimize the cross-entropy loss:322

L = − 1

N

N∑
i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)] ,

(4)323

where N is the total number of training sam-324

ples. Rlong-term denotes the prediction made by the325

trained LLM classifier.326

Format Reward. Inspired by the recent327

DeepSeek-R1 model (Guo et al., 2025), which328

demonstrates excellent performance across reason-329

ing tasks through its rule-based reward design. We330

extend this approach in RLSF-ESC by introducing 331

Rformat, which evaluates whether the output from 332

the LLM-based ESC model adheres to a predefined 333

structural format. Specifically, we fine-tune the 334

model using a prompt (see Appendix A.1) that 335

instructs the model to enclose its thinking process 336

and the response within special tokens <think> 337

</think> and <response> </response>, respec- 338

tively. This structured format facilitates the model 339

outputting its reasoning process when generating a 340

response. The format reward is formally defined as 341

follows: 342

Rformat =


1, if the output adheres to

the defined format;
0, otherwise.

(5) 343

The final reward value, denoted as R, is com- 344

puted as the weighted sum of the long-term reward 345

Rlong-term and the format reward Rformat: 346

R = Rlong-term + αRformat, (6) 347

where α is a weight controlling the importance of 348

Rformat relative to Rlong-term. 349

3.4 RL Tuning with GRPO 350

As discussed before, we employ GRPO (Shao et al., 351

2024) to optimize the LLM model using the de- 352

signed reward function. Compared to RL algo- 353

rithms used in RLHF, such as PPO (Schulman et al., 354

2017), GRPO is shown to be able to simplify and 355

stabilize the training process. This is achieved by 356

introducing advantage normalization across groups 357

of candidate responses, thus eliminating the need 358

for a critic model. 359

To be specific, in our RLSF-ESC framework, for 360

each conversation context c1:t−1, GRPO samples 361

a group of candidate outputs (o1, o2, . . . , oG) from 362

the old policy πold, which is a LLM-based ESC 363

model. The corresponding rewards (r1, r2, . . . , rG) 364

are then obtained by computing the final reward of 365

each response oi. To determine the relative quality 366

of each response, the normalized advantage can be 367

defined as: 368

Ai =
ri − mean(r1, . . . , rG)

std(r1, . . . , rG)
. (7) 369

The policy model πθ is then optimized by maximiz- 370
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ing the following objective function:371

J GRPO(θ) = Ec1:t−1∼D,{oi}Gi=1∼πθ(·|c1:t−1)

1

G

G∑
i=1

372 [
min

( πθ(oi|c1:t−1)

πold(oi|c1:t−1)
Ai, clip

( πθ(oi|c1:t−1)

πold(oi|c1:t−1)
,373

1− ϵ, 1 + ϵ
)
Ai

)
− βDKL(πθ∥πref)

]
, (8)374

where ϵ controls the clipping range to ensure sta-375

ble update, and β penalizes the deviation from the376

reference policy πref.377

4 Experiments378

4.1 Experimental Setups379

Datasets. We evaluate our method on two380

ESC datasets: ESConv (Liu et al., 2021) and381

ExTES (Zheng et al., 2023). The ESConv dataset382

contains 1,300 crowd-sourced dialogues with 8383

emotional support strategies, along with user prob-384

lem types, emotion types, and situation descrip-385

tions. We use the official split2. The ExTES dataset386

comprises 11,177 ChatGPT-generated dialogues,387

verified by human annotators, covering 16 emo-388

tional support strategies. We randomly split the389

dataset into train/dev/test with an 8:1:1 ratio.390

Evaluation Metrics. Following prior391

work (Deng et al., 2024), we adopt both au-392

tomatic and human evaluation metrics. For393

automatic evaluation, we use two metrics: Success394

Rate (SR) and Average Turn (AT). SR measures395

the proportion of dialogues in which the model396

successfully achieves the predefined goal within a397

maximum number of dialogue turns. AT calculates398

the average number of turns required to reach399

the goal, reflecting the model’s efficiency in task400

completion. For human evaluation, the quality401

of generated responses is assessed from five402

perspectives: Fluency, Empathy, Identification,403

Suggestion, and Overall. Detailed evaluation404

criteria are presented in the Appendix B.405

Implementation Details. We use two LLMs,406

LLaMA-3.1-8B-Instruct (Grattafiori et al., 2024)407

and Qwen2.5-7B-Instruct-1M (Yang et al., 2025),408

as backbone models for training our method. For409

the long-term reward model, we utilize LLaMA-410

3.2-1B (Grattafiori et al., 2024). For evaluation,411

we follow the protocol of previous work (Deng412

2https://huggingface.co/datasets/thu-coai/
esconv

et al., 2024) and use GPT-4o (Achiam et al., 2023) 413

to role-play both the user simulator and the critic 414

agent. Prompts are presented in Appendix A.2 and 415

A.3. More details are provided in Appendix D. 416

Baselines. We compare our method with a range 417

of baselines: (1) Prompt-based response generation 418

methods that directly prompt LLMs to generate 419

emotionally supportive responses. This category 420

includes Standard Prompt (Deng et al., 2024) and 421

ESCoT (Zhang et al., 2024). (2) Supervised fine- 422

tuning (SFT) (Zheng et al., 2023) that fine-tunes 423

LLMs on ESC datasets to enhance the generation 424

of supportive responses. (3) Policy planning with 425

external modules, which integrates LLMs with ex- 426

ternal policy models to predict dialogue strategies 427

and generate responses. This category includes 428

PPDP (Deng et al., 2024), EmoDynamiX (Wan 429

et al., 2025), and Ask-an-Expert (Zhang et al., 430

2023). (4) Prompt-based iterative planning and 431

feedback, which utilizes multi-turn simulations to 432

provide strategic foresight or planning signals that 433

guide the response generation process. This cate- 434

gory includes ICL-AIF (Fu et al., 2023) (dialogue- 435

level feedback via simulation) and GPD-Zero (Yu 436

et al., 2023) (planning via MCTS with LLM-based 437

components). More details can be found in the 438

Appendix E. 439

4.2 Experimental Results 440

4.2.1 Overall Performance 441

Comparison with baselines. It shows that our 442

approach, RLSF-ESC, consistently outperforms 443

all baselines across both datasets in terms of suc- 444

cess rate (SR) and average number of turns (AT). 445

These results demonstrate that optimizing LLMs 446

by considering the long-term impact of each in- 447

dividual response on future dialogue trajectories 448

can improve the performance of goal completion, 449

thus facilitating higher-quality emotional support. 450

Furthermore, our method exhibits superior per- 451

formance in emotional support across different 452

LLM backbones, indicating its generalizability and 453

adaptability. Specifically, when being adapted to 454

the Qwen2.5-7B-Instruct-1M model, our approach 455

achieves better overall performance compared to its 456

integration with the LLaMA3.1-8B-Instruct model. 457

Comparison with Larger-Scale LLMs. We 458

compare the performance of RLSF-ESC with sev- 459

eral representative large-scale LLMs on the ES- 460

Conv dataset, including GPT-4o, LLaMA-3.1-70B- 461
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Method
ESConv ExTES

LLaMA-3.1 Qwen2.5 LLaMA-3.1 Qwen2.5
SR (%) ↑ AT ↓ SR (%) ↑ AT ↓ SR (%) ↑ AT ↓ SR (%) ↑ AT ↓

+ Standard Prompt (Deng et al., 2024) 6.15 7.94 16.9 7.78 10.3 7.88 10.3 7.88
+ ESCoT (Zhang et al., 2024) 8.46 7.95 27.7 7.59 11.9 7.87 22.2 7.64
+ SFT (Zheng et al., 2023) 6.14 7.82 8.46 7.78 13.5 7.87 11.9 7.86
+ EmoDynamiX (Wan et al., 2025) 10.8 7.85 19.2 7.67 - - - -
+ PPDP (Deng et al., 2024) 20.8 7.81 26.9 7.55 - - - -
+ Ask-an-Expert (Zhang et al., 2023) 16.9 7.80 21.5 7.65 17.5 7.78 26.2 7.60
+ GPD-Zero (Yu et al., 2023) 22.9 7.23 27.9 7.55 - - - -
+ ICL-AIF (Fu et al., 2023) 23.4 7.18 28.5 7.43 28.4 7.48 30.3 7.34
+ RLSF-ESC 35.5 6.83 41.5 7.18 30.2 7.30 32.5 7.29

Table 1: Experimental results on two ESC datasets. The best results are bolded and the second-best results are
underlined. SR denotes the Success Rate, and AT represents the Average Turns to reach the goal.
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Figure 3: Performance comparison of RLSF-ESC and larger-scale LLMs: the left shows Success Rate, and the right
shows the Average Turn performance.

Qwen2.5-7B-Instruct-1M

RLSF-ESC vs. ICL-AIF Win Lose

Fluency 66.0(%) 34.0(%)
Empathy 78.0(%) 22.0(%)
Suggestion 76.0(%) 24.0(%)
Identification 76.0(%) 24.0(%)
Overall 74.0(%) 26.0(%)

LLaMA-3.1-8B-Instruct

RLSF-ESC vs. ICL-AIF Win Lose

Fluency 63.3(%) 36.7(%)
Empathy 77.6(%) 22.4(%)
Suggestion 59.2(%) 40.8(%)
Identification 69.4(%) 30.6(%)
Overall 69.4(%) 30.6(%)

Table 2: Human evaluation results from comparing
RLSF-ESC and ICL-AIF (the second-best model).

Instruct, LLaMA-3.1-405B-Instruct, Qwen2.5-462

72B-Instruct, and DeepSeek-R1-671B, in a zero-463

shot setting using the same prompt for the sake of464

consistency. Figure 3 summarizes the results. Our465

method, based on a compact 7B model, achieves466

a success rate of 41.5%, outperforming LLaMA-467

3.1-405B-Instruct (23.9%), Qwen2.5-72B-Instruct468

(27.7%), and GPT-4o (30.8%). In terms of the aver- 469

age number of turns (AT), our RLSF-ESC achieves 470

7.18, showing that it is more efficient than all mod- 471

els except DeepSeek-R1. All the results demon- 472

strate RLSF-ESC’s capability of generating effec- 473

tive emotional support conversations with fewer 474

dialogue turns. 475

Human Evaluation. In line with previous 476

work (Peng et al., 2022; Zhao et al., 2023b; Deng 477

et al., 2024), we also conduct human evaluation 478

on 100 dialogues randomly sampled from the ES- 479

Conv dataset. Three annotators with a background 480

in psychology were instructed to compare the re- 481

sponses generated by our method with those by 482

the second-best model ICL-AIF (according to Ta- 483

ble 1). As shown in Table 2, RLSF-ESC consis- 484

tently outperforms ICL-AIF across five human eval- 485

uation metrics. This indicates that our approach 486

can generate more effective emotionally supportive 487

responses, especially in terms of empathy, fluency, 488

problem identification, and offering suggestions 489

to help users work through their challenges. De- 490

tailed qualitative case studies are presented in the 491

Appendix C. 492
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Figure 4: Performance comparison between RLSF-ESC and the second-best method ICL-AIF on the ESConv
dataset across various user emotion types and problem types.

4.2.2 Ablation Study493

To evaluate the key components of RLSF-ESC,494

we conducted an ablation study on the ESConv495

dataset with Qwen2.5-7B-Instruct-1M as the back-496

bone. The results are shown in Table 3. To evaluate497

the effectiveness of GRPO, we remove it and use a498

vanilla prompt in a zero-shot setting (see Figure 5499

in the Appendix A.1), which results in a significant500

performance drop. We then replace GRPO with501

DPO, using data constructed during the multi-agent502

dialogue simulation. More specifically, for a group503

of (response-reward) pairs, the highest reward re-504

sponse is “chosen," and the lowest is “rejected."505

DPO improves performance over the vanilla set-506

ting, proving the usefulness of multi-agent dialogue507

simulation, but it still underperforms compared to508

GRPO. Recognizing the importance of the reward509

model for GRPO, we further tested different de-510

signs. First, using an untrained LLM for long-term511

reward prediction, i.e., GRPO_Random, leads to a512

dramatic performance drop, implying the need for513

a suitable reward function in RL. Next, we train a514

LLM-ranking model with RRHF (Yuan et al., 2023)515

on the constructed dataset. This approach yields516

performance similar to that of the vanilla method,517

suggesting that a reward model based on classifica-518

tion might provide straightforward guidance than519

the more complex ranking method.520

4.2.3 Further Analysis521

In addition, Figure 4 shows the performance of522

RLSF-ESC with the second-best model ICL-AIF523

across different user emotion types and problem524

types. We report weighted success rates, reflect-525

ing each category’s proportion in the dataset. Re-526

sults show that RLSF-ESC outperforms ICL-AIF in527

most emotion types and problem types, particularly528

in cases involving anxiety, depression, ongoing de-529

Qwen2.5-7B SR (%) ↑ AT ↓

+ vanilla 26.5 7.58
+ DPO 31.5 7.26
+ GRPO_Ranking 26.9 7.56
+ GRPO_Random 18.5 7.66

+ GRPO_Classification 41.5 7.18

Table 3: Experimental results of the ablation study on
the ESConv dataset. Ranking, Random, and Classifica-
tion indicate using ranking, random, and classification
reward models, respectively, for the long-term reward
prediction in GRPO.

pression, and academic pressure. These findings 530

highlight the effectiveness of our model in various 531

scenarios. For more experimental analysis, please 532

refer to the Appendix F. 533

5 Conclusion 534

In this paper, we propose RLSF-ESC, a novel 535

end-to-end approach that uses reinforcement learn- 536

ing for LLMs in ESC tasks by modeling the 537

forward-looking impact of generated responses. 538

Our method simulates future dialogue trajectories 539

through multi-agent collaboration and constructs 540

a dataset with response-reward pairs to facilitate 541

training. We design an effective reward mechanism 542

within GRPO to optimize LLMs for long-term emo- 543

tional support. Extensive experiments indicate that 544

RLSF-ESC improves both task completion rates 545

and response quality in a variety of emotional sup- 546

port scenarios. Moreover, evaluations with differ- 547

ent LLM backbones highlight its adaptability. Fur- 548

ther analysis reveals that the simple reward formu- 549

lation (i.e., the classification-based) can be more ef- 550

fective than complex ones (e.g., the ranking-based) 551

for long-term reward modeling. 552
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Limitations553

While our method outperforms existing baselines554

on ESC tasks, there remains a gap between its cur-555

rent performance and the requirements for prac-556

tical applications. For automatic evaluation, we557

utilize LLMs, For automatic evaluation, we uti-558

lize LLMs because they have demonstrated strong559

performance in terms of user simulation. However,560

potential evaluation biases within LLMs may affect561

the results’ reliability. Although we conducted hu-562

man evaluations, our study did not assess changes563

in end users’ emotional intensity. In future work,564

we plan to conduct comprehensive user studies to565

evaluate the practical effectiveness of our proposed566

method in real-life situations.567

Ethical Considerations568

It is important to clarify that the term emotional569

support conversation in this paper is intended to570

simulate support through social interactions (e.g.,571

from peers or friends) rather than professional coun-572

seling or psychological treatment. Although terms573

such as “therapist” and “patient” appear in the574

prompts used, they are solely for illustrative pur-575

poses and do not indicate the provision of clinical576

or therapeutic services. This study does not in-577

volve any form of professional counseling or men-578

tal health intervention. Additionally, all datasets uti-579

lized in this research were obtained from publicly580

available sources. These datasets do not contain581

any personally identifiable or sensitive information582

about users.583
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A Prompting Details 834

This section outlines the details of the prompts used 835

in our implementation. 836

A.1 RL Tuning Prompt 837

We begin by describing the prompt used for rein- 838

forcement learning with GRPO. The prompt tem- 839

plate for training a reward model for long-term 840

reward estimation is represented in Table 4. More- 841

over, to guide the model in generating reasoning 842

processes and responses in a predefined format, we 843

utilize a system prompt, as illustrated in Table 5. 844

Table 4: Prompt template for training a reward model
for long-term reward estimation.

Prompt Template

Instruction: You are a helpful assistant
tasked with evaluating whether a patient’s
emotional problem has been effectively ad-
dressed following a conversation with a ther-
apist.
Input Format:
Conversation: {conversation context}
Therapist’s response: {system response}

A.2 User Simulator Prompt 845

We prompt the LLMs to role-play as users using 846

the prompt proposed by (Deng et al., 2024). This 847

prompt instructs the LLMs to simulate users, speci- 848

fying the emotion type (which is set to None in the 849

ExTES dataset) and the problem type. The prompt 850

is detailed in Table 6. 851

A.3 Critic Agent Prompt 852

The prompts for the critic agent are designed to 853

evaluate the degree of achievement of the goal 854

within the dialogue. To facilitate a more nuanced 855

and fine-grained assessment, we extend the previ- 856

ous four-level reward scale to seven levels. This 857

fine granularity enables the critic model to better 858

distinguish subtle differences in goal achievement, 859

as detailed in Table 7. 860
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Now enter the role-playing mode. In the following conversation, you will play as a
therapist in a counselling conversation with a patient. Your goal is to help the patient
reduce their emotional distress and support them working through their challenges. You
first think about the reasoning process in the mind and then provide the patient with the
response. The reasoning process and response are enclosed within <think> </think> and
<response> </response> tags, respectively, i.e., <think>reasoning process here </think>
<response> helpful response here </response>.

Table 5: Prompt template for RL tuning.

System Now enter the role-playing mode. In the following conversation, you
will play as a patient in a counselling conversation with a therapist.

User You are the patient who is looking for the help from the therapist, because
you have the emotional issue about [emotion_type] regarding [prob-
lem_type]. Please reply with only one short and succinct sentence. Now
tell me your issue.

Assistant [situation]

Table 6: Prompt for user simulator.

B Human Evaluation Instructions861

Human evaluation was conducted by three annota-862

tors with a background in psychology. They were863

tasked with comparing the responses generated by864

our method and the baselines based on four pri-865

mary perspectives, as well as providing an overall866

assessment, as detailed below:867

• Fluency: Which model produces the response868

that is more natural, well-structured, and log-869

ically coherent, with correct grammar and870

smooth sentence flow?871

• Empathy: Which model responds with872

greater emotional understanding, showing873

warmth, compassion, or concern that aligns874

with the user’s feelings?875

• Identification: Which model explores the876

user’s situation more effectively to identify877

the problem?878

• Suggestion: Which model offers more rele-879

vant, practical, and emotionally sensitive sug-880

gestions that could help the user cope or take881

action?882

• Overall: Overall, which model provides bet-883

ter emotional support, considering empathy,884

understanding, helpfulness, and communica-885

tion quality?886

C Case Study 887

In Table 9 and Table 10, we present two case studies 888

comparing the responses generated by our RLSF- 889

ESC model and the ICL-AIF method, focusing on 890

addressing emotional problems related to ongoing 891

depression and alcohol abuse, respectively. Com- 892

pared to the baseline, our model demonstrates a 893

greater capacity for empathy and emotional reso- 894

nance, more accurately identifying the user’s spe- 895

cific concerns and providing supportive, contex- 896

tually appropriate suggestions. Furthermore, in 897

Table 11 and Table 12, we give example dialogues 898

generated by RLSF-ESC on two datasets involving 899

interactions with a user simulator: one centered 900

on sleep problems and the other on coping with 901

the illness of a family member. These examples 902

further illustrate our model’s ability to engage in 903

emotionally intelligent conversations across differ- 904

ent scenarios. 905

D Implementation Details 906

Training Details. To construct the data for train- 907

ing the long-term reward model of RLSF-ESC, the 908

Qwen-2.5-7B-Instruct-1M model is prompted to 909

role-play as the ESC system Msys in the multi- 910

agent dialogue simulation process. For each con- 911

versation context, a set of n = 4 responses is 912

sampled by the ESC system by setting: τ = 1.1, 913

top_k = 80, and top_p = 1.0. To reduce training 914
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System Given a conversation between a therapist and a patient, please assess whether the patient’
emotional issue has been solved after the conversation.

User The following is a conversation about [emotion_type] regarding [problem_type]: [conversa-
tion]
Question: Has the patient’s issue been solved?
Requirement: You can only reply with one of the following seven descriptive levels without
explanation:
Same: The patient’s feelings remain unchanged.
Slightly Better: The patient feels a slight, barely noticeable improvement.
Moderately Better: The patient feels somewhat better, with a small but noticeable improvement.
Significantly Better: The patient feels significantly better, indicating a clear improvement.
Slightly Worse: The patient feels a slight increase in tension, barely noticeable decline.
Moderately Worse: The patient feels somewhat more stressed or worried, with a small but
noticeable decline.
Significantly Worse: The patient feels significantly more distressed or upset, indicating a clear
decline.

Table 7: Prompt for the critic agent.

Training Phase Hyper-parameter Value

Reward Model

Batch Size 1
Training Epochs 2
Learning Rate 1e-4
Max Sequence Length 2048
Gradient Accumulation Steps 8

RL

Batch Size 4
Training Epochs 2
Learning Rate 1e-6
Lora Rank 8
Lora alpha 32
Max Dialogue Turn 8
Number of Generations 4
Temperature 1.1
Top p 1.0
Top k 80

Table 8: Hyper-parameter settings.

costs, we replace GPT-4o-2024-11-20 (used dur-915

ing evaluation) with Qwen-2.5-72B-Instruct (Yang916

et al., 2024) to role-play both the user simulator U917

and the critic Mcrt during dialogue simulations.918

We fully fine-tune LLaMA-3.2-1B as an LLM-919

based classifier to predict the long-term reward920

using the constructed data. We use LLaMA-3.1-921

8B-Instruct and Qwen-2.5-7B-Instruct-1M as the922

backbone models of our method and optimize them923

using the GRPO reinforcement learning algorithm924

with LoRA (Hu et al., 2022). The reward weights925

of Rlong-term and Rformat are 1 and 0.5, respec-926

tively. All experiments are implemented in Py-927

Torch (Paszke, 2019) and conducted on 4 NVIDIA928

A100 GPUs with the DeepSpeed library (Rasley929

et al., 2020) using ZeRo-3 optimization. Detailed930

hyperparameter settings are provided in Table 8. 931

Evaluation Details. For evaluation, we follow 932

the protocol of previous work (Deng et al., 2024) 933

and use GPT-4o (Achiam et al., 2023) to role-play 934

both the user simulator and the critic agent. The 935

critic agent assesses whether the user’s problem is 936

resolved or not. We set temperature τ = 1.1 and 937

sample feedback l = 10 times. Feedback levels 938

include: “significantly worse,” “moderately worse,” 939

“slightly worse,” “same,” “slightly better,” “mod- 940

erately better,” and “significantly better,” mapped 941

to −1.0, −0.5, −0.25, 0, 0.25, 0.5, and 1.0, re- 942

spectively. We aggregate the sampled feedback 943

to compute a scalar reward. The dialogue goal is 944

considered complete if the reward exceeds 0.5. 945

E Baselines 946

We reproduce all the baseline methods using their 947

official implementations and configurations. For 948

consistency, all methods are adapted to two base 949

LLMs: LLaMA-3.1-8B-Instruct and Qwen-2.5-7B- 950

Instruct-1M. 951

• Standard Prompt: The LLM is prompted 952

to generate emotionally supportive responses 953

directly, without intermediate reasoning steps. 954

• ESCoT: A chain-of-thought prompting 955

method that guides the LLM to reason 956

through the user’s emotional state, the 957

triggering event, emotion appraisal, and 958

an appropriate supportive strategy before 959

composing a response. 960
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• SFT: As many recent approaches improve961

emotional support capabilities through SFT,962

we fine-tune both base LLMs on existing ESC963

datasets.964

• PPDP: A policy planning method using a965

RoBERTa-based model trained to predict the966

next dialogue strategy. The model is opti-967

mized via reinforcement learning using AI-968

generated feedback.969

• EmoDynamiX: A RoBERTa-based policy970

model that incorporates a heterogeneous971

graph to model complex discourse dynamics972

between user emotions and system strategies.973

• Ask-an-Expert: The LLM is instructed to974

act as a strategy expert, reasoning about the975

most appropriate response strategy given the976

conversation context.977

• ICL-AIF: Two LLMs engage in a role-play978

emotional support conversation (e.g., seeker979

vs. supporter), while a third LLM provides980

feedback to improve each agent’s planning981

and strategy. This setup encourages forward-982

looking reasoning and iterative strategy refine-983

ment.984

• GPD-Zero: The LLM is used as components985

like the prior policy in a Monte Carlo Tree986

Search framework for planning goal-oriented987

dialogue strategies. In our implementation,988

we replace ChatGPT with our two base mod-989

els to ensure consistent evaluation.990

F Further Analyses991

Training Rewards. Figure 5 presents the train-992

ing rewards of two base LLMs during the reinforce-993

ment learning process of RLSF-ESC. For Qwen2.5-994

7B-Instruct-1M, the long-term reward increases995

sharply to 0.5 within the first 100 training steps and996

then continues to rise more gradually. The format997

reward initially decreases during the first 200 steps,998

followed by a sharp increase until approximately999

1,000 steps, after which it continues to increase1000

steadily. In contrast, for LLaMA3.1-8B-Instruct,1001

the long-term reward declines during the first 2001002

training steps and subsequently increases gradually.1003

The format reward shows a consistent upward trend1004

throughout the training process.1005

Effect of the Evaluation Threshold. Figure 6 1006

illustrates the success rates of RLSF-ESC and base- 1007

line models under two different evaluation thresh- 1008

olds on the ESConv dataset. Specifically, we com- 1009

pare two definitions of success: reward > 0.5 (used 1010

in our experiments) and reward ≥ 0.5. The results 1011

show that using the more lenient threshold of re- 1012

ward ≥ 0.5 leads to a significant increase in the 1013

reported success rate. This indicates that a substan- 1014

tial number of interactions result in a reward exactly 1015

equal to 0.5, suggesting users may feel moderately 1016

better in those cases. This observation highlights 1017

the sensitivity of evaluation metrics to threshold 1018

settings. Despite the change in absolute success 1019

rates, the relative ranking of RLSF-ESC and the 1020

baseline models remains approximately consistent 1021

across both criteria. We adopt the stricter threshold 1022

of reward > 0.5 in our main experiments to ensure 1023

that success reflects a clearer and more substantial 1024

improvement in the user’s emotional state. 1025

14



(a) (b)

(c) (d)

Figure 5: Training Rewards. (a) Long-term reward during training for Qwen2.5-7B-Instruct-1M. (b) Format reward
during training for Qwen2.5-7B-Instruct-1M. (c) Long-term reward during training for LLaMA3.1-8B-Instruct. (d)
Format reward during training for LLaMA3.1-8B-Instruct.
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Figure 6: Model performance of RLSF-ESC and baselines on different evaluation criteria on the ESConv dataset.
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Problem Type: Ongoing Depression

Conversation Context:
ASSISTANT: “Hello, what can I help you with this evening?”
USER: “I am feeling very depressed lately. Like a constant pressure that I don’t know exactly
what it is.”
ASSISTANT: “Depression is extremely rough to deal with, I’m very sorry to hear you’re going
through that.”
USER: “I think the days getting shorter makes it worse.”

ICL-AIF: It sounds like the change in seasons is affecting your mood significantly. Many
people find that shorter days and less sunlight can contribute to feelings of depression. How do
you think these changes are specifically impacting your daily life or your thoughts?

RLSF-ESC: I hear you—depression can feel incredibly heavy, and it makes sense that shorter
days might be amplifying those feelings. Many people find that changes in light and the seasons
affect their energy levels and mood. Would you like to talk more about what this pressure feels
like for you, or we could explore how the change in seasons might be playing a role?

Table 9: Case study of the generated supportive responses by our RLSF-ESC and the ICL-AIF method.

Problem Type: Alcohol Abuse

Conversation Context:
USER: Hello, how are you?
ASSISTANT: “Hi there, how are you feeling?”
USER: “I’m alright, honestly I’m feeling rather ashamed. The reason for that and the problem
that I’m facing is that I’ve had a drinking problem for quite a few years now, and I’m only
24 years old. Right now in my life I’m ready to seek help, but I’m having a lot of anxiety
about it because I’m very worried about how others will judge me. I’m worried about how the
counselors will see me, how others at a facility might view me, and any one else that I will have
to share my story with when getting treatment and how they might view me. I’m ashamed of
myself, my life, and the choices that I’ve made that have gotten me here and I guess my problem
is that I just don’t know how to get over these extreme anxieties and worries so that I can just
finally make the step that I need so desperately and get help.”

ICL-AIF: Thank you for sharing this with me. It takes a lot of strength to confront such difficult
feelings and talk about your experiences. It’s completely understandable to feel ashamed and
worried about judgment; many people who struggle with addiction feel the same way. It’s
important to remember that seeking help is a brave step towards healing and recovery.

RLSF-ESC: Thank you for sharing this with me. First, let me say that it took a lot of courage for
you to open up about what you’re going through, especially surrounding something as sensitive
as struggling with a drinking problem. The fact that you’re already considering seeking help is a
huge step forward, and it’s an admirable act of strength and self-awareness.

Table 10: Case study of the generated supportive responses by our RLSF-ESC and the ICL-AIF method.
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Emotion Type: Sadness
Problem Type: Sleep Problems
Situation: I’ve had trouble sleeping the last few nights, I feel really low self-esteem.

ASSISTANT: “I’m sorry to hear you’re having such a tough time. Lack of sleep and low
self-esteem can be interconnected. Could you tell me more about what’s been going on in your
life recently that might be contributing to these feelings? ”
USER: “Lately, I’ve been overwhelmed with work stress and personal expectations, and it’s
making it harder to wind down at night.”
ASSISTANT: “It’s understandable to feel overwhelmed when work and personal expectations
pile up. This kind of stress can definitely make it difficult to relax and get a good night’s sleep.
Have you noticed any particular moments or tasks that are especially challenging for you at
work? Also, how do you usually cope with stress? ”
USER: “I struggle most with tight deadlines and the fear of disappointing others, and I usually
just push through without addressing how I feel.”
ASSISTANT: “It sounds like you’re carrying a lot of pressure on yourself, especially around
meeting deadlines and avoiding disappointment. One way to start addressing this might be by
setting aside some time each day to reflect on how you’re feeling. Even if it’s just a few minutes,
acknowledging your emotions can help you process them more effectively. What do you think
about trying this approach?”
USER: “That sounds like a good idea; I think setting time for reflection and smaller steps could
help me feel less trapped in the stress.”
ASSISTANT: “I’m glad you find those suggestions helpful. Setting aside time for reflection and
breaking tasks into smaller steps can indeed make a significant difference. Remember, it’s okay
to take things one step at a time. If you notice that certain strategies work better than others,
don’t hesitate to adjust your approach. How do you feel about starting to incorporate these
changes into your routine? ”
USER: “I feel hopeful about trying these changes and curious to see how they might help me
feel more in control.”
ASSISTANT: “I’m really glad to hear you feel hopeful and curious about trying these changes.
It’s natural to face some challenges along the way, but remember that each small step you take
is a step towards greater control over your well-being. Let’s keep an open dialogue about how
things are going, so we can support you in finding the best path forward. How does that sound?

”
USER: “That sounds reassuring, and I appreciate having a space to openly share and adjust as
I go.”

Reward: 0.8 → Goal completed !!

Table 11: An example conversation with our RLSF-ESC on the ESConv dataset.
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Problem Type: Coping with the Illness of A Family Member
Situation: My sister was recently hospitalized after a serious accident, and I’m feeling over-
whelmed by the uncertainty and fear for her recovery.

ASSISTANT: “It’s completely understandable to feel overwhelmed and scared when someone
close to you is going through such a difficult time. Right now, it might be helpful to focus on
what actions you can take to support your sister and yourself. For example, staying informed
about her condition and communicating regularly with the medical team.”
USER: “I think I could start by talking to the doctors more often to understand her condition
better and reaching out to a close friend for emotional support.”
ASSISTANT: “That’s a great start! Talking to the doctors more frequently can provide you
with clearer insights into your sister’s condition. Additionally, sharing your concerns and
experiences with someone you trust can make a significant difference in how you cope with this
situation. Remember, it’s okay to lean on others during tough times. How do you feel about
taking these steps?”
USER: “I feel a bit nervous about opening up to others, but I know I need to try, and I’m
worried about staying strong for my sister while managing my own emotions.”
ASSISTANT: “It’s completely normal to feel nervous about opening up, especially when you’re
already dealing with so much. However, sharing your feelings with someone you trust can
actually help you stay strong in the long run. As for being there for your sister, it’s important to
remember that you can’t pour from an empty cup. Taking care of your own emotional well-being
is not only necessary but also essential for supporting her. Maybe you could set boundaries or
let her know that you’re doing your best to handle everything.”
USER: “ I think I could set small moments aside each day to focus on myself, like taking a walk
or journaling, while letting my sister know I’m always there for her when she needs me.”
ASSISTANT: “That sounds like a very practical approach. Setting aside specific times for
self-care, such as walking or journaling, can help you recharge and maintain your emotional
strength. And letting your sister know that you’re always there for her when she needs you can
also help her feel supported and less alone. It’s important to strike a balance between caring
for yourself and being there for her. If you find that you’re struggling to maintain this balance,
don’t hesitate to reach out for additional support. You’re doing great by thinking ahead and
planning ways to take care of yourself and your sister.”
USER: “Thank you, I’ll try to take it one step at a time and remind myself that it’s okay to ask
for help when I need it.”

Reward: 0.55 → Goal completed !!

Table 12: An example conversation with our RLSF-ESC on the ExTES dataset.
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