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Abstract—Recently, a prevailing trend of user generated content (UGC) on social media sites is the emerging micro-videos. Micro-

videos afford many potential opportunities ranging from network content caching to online advertising, yet there are still little efforts

dedicated to research on micro-video understanding. In this paper, we focus on popularity prediction of micro-videos by presenting a

novel low-rankmulti-view embedding learning framework.We name it as transductive low-rankmulti-view regression (TLRMVR), and it is

capable of boosting the performance of micro-video popularity prediction by jointly considering the intrinsic representations of the source

and target samples. In particular, TLRMVR integrates low-rankmulti-view embedding and regression analysis into a unified framework

such that the lowest-rank representation shared by all views not only captures the global structure of all views, but also indicates the

regression requirements. The framework is formulated as a regressionmodel and it seeks a set of view-specific projectionmatrices with

low-rank constraints to mapmulti-view features into a common subspace. In addition, amulti-graph regularization term is constructed to

improve the generalization capability and further prevents the overfitting problem. Extensive experiments conducted on a publicly

available dataset demonstrate that our proposedmethod achieve promising results as compared with state-of-the-art baselines.

Index Terms—Low-rank learning, multi-view fusion, subspace learning, popularity prediction, micro-video analysis
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1 INTRODUCTION

RECENTLY, micro-videos, or online short videos, have
emerged as a new trend in user-generated content, and

such videos have been widely spreading across various
social platforms. Generally, micro-videos are created by indi-
viduals and contain some unique characteristics, including
egocentric and self-facing views. The length of micro-video
is always limited. Vine1 and Snapchat,2 for example, shorten
the length to less than 6 and 10 seconds, respectively. Despite
their shortness, micro-videos generally outline a relatively
simple but complete story to audiences. Within a limited
time interval, producers also attempt to condense and maxi-
mize what they want to say, thereby to create more attractive
stories. Compared with traditional videos like the ones in
Youtube,3 micro-videos are produced to satisfy a fast-paced
modern society, which makes micro-videos appear to be
more social-oriented.

Several pioneer efforts have been dedicated to micro-
video analysis studies [1], [2], [3], [4]. In particular, Redi
et al. [1] studied the creativity of micro-videos by analyzing
the audio-visual features that make a video creative. Zhang
et al. [2] proposed a novel multi-task multi-modal algorithm
to address venue category estimation of micro-videos. Chen
et al. [3] presented a transductive multi-modal learning
method to predict the popularity of micro-videos. Nguyen
et al. [4] constructed a novel micro-video dataset as well as
introduced viewpoint-specific and temporally evolving
models for micro-video understanding. Motivated by the
trend of micro-videos in both academia and industry, in
this paper, we work towards solving the problem of popu-
larity prediction of micro-videos posted on social networks.

Popularity prediction of micro-videos is able to benefit
many potential applications, ranging from network content
monitoring and dynamic bandwidth management to micro-
video advertising services. Since micro-videos are produced
with the aim of rapid spreading and sharing among users,
these videos bring more intrinsic relations with social net-
works that differ from traditional long videos, therefore it
makes predicting the popularity of micro-videos a non-triv-
ial task due to the following facts: 1) Heterogeneous: A micro-
video can be comprehensively represented by exploiting a
combination of visual, acoustic, textual, and social features,
whereby one of the critical issues arising in real-world
applications is the heterogeneous gap among features
extracted from distinct views. Under this scenario, tradi-
tional methods that fuse these features using simple
concatenation or feature selection approaches may not work
well in capturing the semantic understanding of features
and may hence lead to information redundancy at the learn-
ing stage. It is hence highly desired to comprehensively

1. https://vine.co.
2. https://www.snapchat.com.
3. www.youtube.com.
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consider the intrinsic semantic structure for all heteroge-
neous features in a unified framework. 2) Interconnected:
Heterogeneous features extracted from different views
show different aspects of micro-videos, which are comple-
mentary to each other. In this case, it will be beneficial to
develop an effective approach to finding the interconnected
patterns shared by all views. However, due to the restric-
tions brought by micro-video producers and platforms, the
additional information associated with a micro-video, tex-
tual description, for example, suffers from the diverse or
unstructured nature, causing the features extracted from cer-
tain views unavailable in many situations. For example,
according to the statistics [3], more than 11 percent of micro-
videos do not provide textual descriptions. In contrast,
micro-video content itself ensures a steady information
source to enable popularity prediction. Thus, to compensate
for this limitation, micro-video content features are consid-
ered to be an indispensable component for a more descrip-
tive and predictive analysis on the one hand, and it is
necessary to exploit the complementarity between different
views to learn the latent interconnected patterns to address
the incomplete problem on the other hand. 3) Noisy: Origi-
nating from certain external factors in reality, various types
of noises make the real underlying data structure hidden in
the observed data. For example, micro-videos are often cap-
tured by users with hand-held mobile devices which easily
result in poor video quality, such as low-resolution, wobbly
frames, constrained lighting conditions, and background
noise. Besides, textual descriptions related to micro-videos
may be noisy and uncorrelated. The aforementioned chal-
lenges drive us to build a robust model to explore the intrin-
sic structure property embedded in data by inferring
meaningful features and alleviating the impact of noisy ones.

To address the challenges presented above, in this paper,
we first employ four types of heterogeneous features to
comprehensively characterize various aspects of micro-
videos including the visual, acoustic, social, and textual
modalities. As the popularity scores of micro-videos are
continuous, we then formulate the task of micro-video pop-
ularity prediction as a regression problem and propose a
novel low-rank multi-view learning framework named
transductive low-rank multi-view regression (TLRMVR).
TLRMVR is able to learn a latent common subspace to fuse
all the multi-view features such that the lowest-rank repre-
sentations of the source and target are obtained for micro-
video popularity prediction. Fig. 1 illustrates the scheme of

TLRMVR, comprising of two main components: low-rank
multi-view embedding learning and multi-graph regular-
ized least squares regression. The goal of the former is to
learn a set of view-specific transformation matrices by maxi-
mizing the total correlations between any two views with
low-rank constraints. Due to the strength of the low-rank
constraint in addressing incomplete and noisy information,
low-rank representation has been successfully applied to a
wide range of applications, such as subspace segmentation
[5], [6], [7] and visual classification [8], [9], [10]. We are
inspired to integrate the advantages of both low-rank repre-
sentation and multi-view learning to enhance the robust-
ness of feature learning. As to the second component, it is to
build connections between latent low-rank representations
and popularity scores. In this regard, a multi-graph regular-
ization is constructed to improve the generalization perfor-
mance and prevent overfitting. By unifying the low-rank
representation and regression analysis, the lowest-rank rep-
resentations shared by all views not only capture the global
structure of all heterogeneous features but also indicate the
regression requirements. Because the formulated objective
function is non-smooth and hard to solve, we design an
effective algorithm based on the augmented Lagrange mul-
tiplier (ALM) to optimize it and ensure a fast convergence.

We summarize the main contributions of our work as
follows:

� We present a transductive low-rank multi-view
regression framework for micro-video popularity
prediction. Under the proposed framework, micro-
videos are encoded from diverse perspectives with
the aim of representing micro-videos as comprehen-
sively as possible.

� TLRMVR integrates the advantages of low-rank
representation and multi-view learning to address
the heterogeneous, interconncected, and noisy data
problems. To the best of our knowledge, this work is
the first attempt to jointly integrate low-rank repre-
sentation and multi-view learning into the task of
micro-video popularity prediction.

� Wedevelop an alternating iterative algorithmby app-
lying the augmented Lagrangian multiplier method
to optimize our model. The experiments conducted
on a publicly available micro-video dataset confirm
the convergence and effectiveness of our proposed
scheme.

Fig. 1. An illustration of our proposed scheme, consisting of two main components: low-rank multi-view embedding learning and multi-graph
regularized least square regression.

1520 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 30, NO. 8, AUGUST 2018



The remainder of this paper is organized as follows. In
Section 2, we first briefly review pioneering efforts related to
low-rank subspace learning and popularity prediction. Then,
our proposed model is presented in Section 3. Experimental
evaluation and analysis of ourmethod is reported in Section 4,
followed by conclusion and futurework in Section 5.

2 RELATED WORK

2.1 Low-Rank Subspace Learning

In recent years, low-rank representation [5], [11], [12], [13]
has been considered as a promising technique for exploring
the latent low-dimensional representation embedded in the
original space. Low-rank subspace learning has been applied
to a wide range of machine learning tasks, including matrix
recovery [14], image classification [9], [10], subspace segmen-
tation [6], andmissingmodality recognition [15].

Robust principal component analysis (RPCA) [16] is a pop-
ular low-rank matrix recovery method for high-dimensional
data processing. This method aims to decompose a data
matrix into a low-rank matrix and a sparse error matrix. To
promote the discriminative ability of the original RPCA and
improve the robust representation of corrupted data, Chen
et al. [17] presented a novel low-rank matrix approximation
method with a structural incoherence constraint, which
decomposes the raw data into a set of representative bases
with associated sparse error matrices. Based on the principle
of self-representation, Liu et al. [5] proposed the low-rank
representation (LRR) method to search for the lowest-rank
representation among all the candidates. To overcome the
incompetence of LRR in handling unobserved, insufficient
and extremely noisy data, Liu and Yan [6] further developed
an advanced version of LRR, called latent low-rank represen-
tation (LatLRR), for subspace segmentation. Zhang et al. [18]
proposed a structured low-rank representation method for
image classification, which constructs a semantic-structured
and constructive dictionary by incorporating class label infor-
mation into the training stage. Zhou et al. [19] provided a
novel supervised and low-rank-based discriminative feature
learningmethod that integrates LatLRRwith ridge regression
tominimize the classification error directly.

To handle data that are generated from multiple views in
many real-world applications, some multi-view low-rank
subspace learning methods have been developed to search
for a latent low-dimensional common subspace such that it
can capture the commonality among all the views. For
example, Xia et al. [20] proposed to construct a transition
probability matrix from each view and then recover a shared
low-rank transition probability matrix via low-rank and
sparse decomposition. Liu et al. [21] presented a novel low-
rank multi-view matrix completion (lrMMC) method for
multi-label image classification, where a set of basic matrices
are learned by minimizing the reconstruction errors and the
rank of the latent common representation. In the case that
the view information of the testing data is unknown, Ding
and Fu [22] proposed a novel low-rank common subspace
(LRCS) algorithm in aweakly supervised setting, where only
the view information is employed in the training phase. In
[23], a dual low-rank decomposition model was developed
to learn a low-dimensional view-invariant subspace. To
guide the decomposition process, two supervised graph

regularizers were considered to separate the class structure
and view structure. Li et al. [24] proposed a novel approach,
named low-rank discriminant embedding (LRDE), by con-
sidering the correlations between views and the geometric
structures contained within each view simultaneously.
These multi-view low-rank learning approaches have been
proven to be effective when different feature views are
complementary to each other.

Although low-rank representation enables an effective
learning mechanism in exploring the low-rank structure in
noisy datasets [25], only a limited amount of low-rank mod-
els have been developed to address the popularity predic-
tion in social networks. The prediction of video popularity
can be considered as a standard regression problem. To the
best of our knowledge, one of the most related work to our
approach is introduced in [26], in which a multi-view low-
rank regression model is presented by imposing low-rank
constraints on the multi-view regression model. However,
in that work, the structure and relations among different
views were ignored. To overcome this drawback, we pro-
pose to learn a set of view-specific projections by maximiz-
ing the total correlations among views to map multi-view
features into a common space. Another difference is that the
lowest-rank representation is adaptively obtained by a low-
rank constraint, which is approximated by the trace norm
rather than being specified in advance.

2.2 Popularity Prediction

Significant efforts were devoted to exploring the popularity
prediction of items such as text [27], [28], images [29], [30],
[31], and videos [32], [33], [34], [35] due to their potential
value in business [36], [37].

For the task of predicting the popularity of text, most
methods tend to explore the textual content itself and the
correlation between popularity and the social context. For
example, Ma et al. [28] proposed to predict the popularity
of new hashtags on Twitter by extracting 7 content features
from both hashtags and tweets and 11 contextual features
from the social graphs formed by users.

As to the image popularity, content-based image fea-
tures, context features, and social context features are gener-
ally exploited to predict image popularity. For example,
Khosla et al. [38] explored the relative significance of indi-
vidual features involving multiple visual features, such as
color, gradient, texture, and the presence of objects, as well
as various social context features, such as the number of
normalized views or contacts. Totti et al. [39] presented a
complementary analysis on how the aesthetic properties,
such as brightness, contrast and sharpness, and semantics
contribute to image popularity. Gelli et al. [31] proposed to
combine user features and three context features together
with image sentiment features to better predict the popular-
ity of social images.

When it comes to video popularity prediction, analogous
to images, videos also integrate different information chan-
nels, like visual, acoustic, social, and textual modalities. The
majority of studies focus on investigating the factors that
determine the popularity of videos [32], [33], [35], [40]. For
example, Cha et al. [32] conducted a large-scale data-driven
analysis to uncover the latent correlations between video
popularity and user-generated content. Li et al. [33]
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proposed to use both video attractiveness and social context
as inputs to predict video views on online social networks.
Trzcinski et al. [35] employed temporal and visual cues to
predict the popularity of online videos. The tasks above
share the same thing-they do not describe each item based
on its content only; instead, theymine multiple views of con-
text information related to the item and social cues from the
users to improve the prediction performance. In addition,
some works [33], [3], [41] have explored the improvement of
video popularity prediction by fusing information intro-
duced by different patterns. To overcome the ineffectiveness
of traditional models, such as autoregressive integrated
moving average (ARIMA), multiple linear regression (MLR),
and k-nearest neighbors (kNN), when predicting the popu-
larity of online videos, Li et al. [33] introduced a novel propa-
gation-based popularity prediction method by considering
both video intrinsic attractiveness and the underlying propa-
gation structure. Roy et al. [42] used transfer learning to
model the social prominence of videos, in which an interme-
diate topic space is constructed to connect the social and
video domains. Ding et al. [41] developed a dual sentimental
Hawkes process (DSHP) for video popularity prediction,
which not only takes sentiments in video popularity propa-
gation into account but also reveals more underlying factors
that determine the popularity of a video. Moreover, Chen
et al. [3] developed a transductive multi-modal learning
model (TMALL) to predict the popularity of micro-videos, in
which different modal features can be described in a latent
common space to solve the noise and insufficiency issues.

However, the aforementioned works do not consider the
combined impact of heterogeneous, interconnected, and
noisy data. In contrast, our proposed scheme not only pur-
sues a solid fusion of heterogeneous multi-view features
based on the complementary characteristics but also con-
centrates on exploiting the advantages of the low-rank
representation to learn robust features within the incom-
plete and noisy data.

3 PROPOSED METHODOLOGY

3.1 Notations and Preliminaries

In this section, we begin with a brief summary of the
involved basic notations. Except for some specific cases, we
represent a column vector with lowercase bold letters, e.g.,
m, and a matrix with uppercase bold letters, e.g., M. More-
over, given a matrix M 2 RN�D, its ith row and the ith col-
umn of matrix M are denoted by mi and mi, respectively.
The Lp;q-norm of matrixM is defined as

Mk kp;q¼
XN
i¼1

XD
j¼1

Mij

�� ��p
 !q=p

2
4

3
5
1=q

; (1)

where Mij is the ði; jÞth element of matrix M. By assigning
different values to p and q, there are several regularization
terms, which are stated as follows.

The L1-norm is defined when p ¼ q ¼ 1,

Mk k1¼
XN
i¼1

mi
�� ��

1
: (2)

The Frobenius norm LF is defined when p ¼ q ¼ 2,

Mk kF¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

XD
j¼1

Mij

�� ��2
vuut : (3)

The trace norm of matrixM is defined as

Mk k�¼
X

i
di Mð Þ; (4)

where
P

idi Mð Þ is the sum of singular values of matrixM.

3.2 Problem Formulation

Considering that we collect N samples labeled with popu-
larity scores and M unlabeled samples, we extract K types
of feature sets for this collection; hence, we obtain the fea-
ture matrix X ¼ X1;X2; � � � ;XK½ �, where Xi 2 RDi�ðNþMÞ enc-
odes the ith feature type and Di is the dimensionality
corresponding to the ith feature type. Without loss of gener-
ality, we assume that columns of Xi are mean centered.
Meanwhile, we denote y ¼ ½y1; . . . ; yN; 0; . . . ; 0�T 2 RNþM as
the popularity score vector for all samples, where yi is the
popularity score of the ith sample.

3.2.1 Low-Rank Multi-View Embedding Learning

Traditional canonical correlation analysis (CCA) [43] aims
to find a common subspace in which two views of variables
are fused with the maximum correlation assumption.
Inspired by the success of CCA, multi-view canonical corre-
lation analysis (MCCA) [44] was developed as a generalized
CCA for multi-view scenarios. Specifically, to fully exploit
the complementary properties of different views to elimi-
nate the heterogeneity among them, MCCA attempts to find

multiple basic transformation matrices WijWi 2 RDi�D� �K
i¼1

with 1 � D � min D1; D2; . . . ; DKð Þ to respectively project
the samples in the K views to an intrinsic low-dimensional
space such that the total correlation across all view pairs is
maximized while partly discarding the redundancy. For-
mally, it can be formulated as,

max
W1;W2;...;WM

XK
i¼1

XK
j¼1

trðWT
i SijWjÞ

s:t: WT
i SiiWi ¼ ID�D; i ¼ 1; . . . ; K;

(5)

where ID�D is a D�D identity matrix, Sij 2 RDi�Dj is
defined as covariance matrices of Xi and Xj. In a compact
form, the total correlation in the common space in Eq. (5)
can be reformulated as follows:

max
W1;...;WK

trðŴTSŴÞ s:t: ŴT ŜŴ ¼ ID�D ; (6)

where Ŵ ¼ ½WW 1;W2; � � � ;WK � 2 RðD1þD2þ���þDK Þ�D; Ŝ ¼ diag
fS11;S22; . . . ;SKKg 2 RðD1þ���þDK Þ�ðD1þ���þDK Þ is a block-
diagonal matrix; and S is the block matrix of the same
size as Ŝ

S ¼
S11 S12 � � � S1K

S21 S22 � � � S2K

� � � � � � � � � � � �
SK1 SK2 � � � SKK

0
BB@

1
CCA:

The low-rank constraint is helpful for finding a more
robust subspace structure and meanwhile removing the
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noise information from the data. Considering the aforemen-
tioned advantages, LRR assumes that the feature matrix can
be decomposed into a salient part and a sparse error part.
Following the scheme in LRR, we factorize the multiple
view-specific transformed matrices WT

1X1;W
T
2X2; . . . ;W

T
KXK

into salient parts with a latent common low-rank structure
Z shared by all views and their unique error matrices E1;
E2; . . . ;EK . To better separate the salient part and the error
part, we need to solve the following optimization problem

min
Z;Ei

rankðZÞ þ �
XK
i¼1

Eik k1

s:t: WT
i Xi ¼WT

i XiZþ Ei; i ¼ 1; . . . ; K;

(7)

where Z ¼ z1; z2; . . . ; zNþM½ � 2 RðNþMÞ�ðNþMÞ is a common
low-rank representation of all samples for the view-variance
structure; Ei 2 RD�ðNþMÞ is the unique sparse error part con-
strained by the L1-norm to handle random corruption; and
� > 0 is a balanced parameter.

There are two different understandings of the low-rank
matrix Z: one is that the matrix Z can be considered as an
affinity matrix whose elements Zij reflect the similarity
between the ith and the jth samples, and the other is that
the feature vectors corresponding to samples of the columns
of the feature matrix Z, which plays a dominant role in rep-
resenting structures learned from multiple views.

Since Eq. (7) is difficult to be optimized due to the non-
convex rankð�Þ, the nuclear norm Zk k� is adopted to approx-
imate the rank of matrix Z. Thus, the result of Eq. (7) can be
derived in a compact form as

min
Z;E

Zk k� þ � Ek k1 s:t: ŴTX ¼ ŴTXZþ E; (8)

where E ¼ EET
1 ;E

T
2 ; . . . ;E

T
K

� �T2 RKD�ðNþMÞ.
Therefore, the objective function of the low-rank multi-

view embedding learning can be obtained by combining the
objective functions in Eqs. (6) and (8),

min
Z;E;Ŵ

Zk k� þ � Ek k1 � dtrðŴTSŴÞ

s:t: ŴTX ¼ ŴTXZþ E; ŴT ŜŴ ¼ I;
(9)

where d is a balanced parameter.
From another perspective, the core idea of the low-rank

multi-view embedding learning is to utilize the relationship
between features and samples. At the sample level, with the
assumption that samples from different views are correlated
with each other, a set of view-specific transformation matri-
ces are obtained to project the multi-view features into a
common low-dimensional subspace. At the feature level,
with the greater robustness of low-rank constraint to data
noise, the lowest-rank representation of each sample is
obtained by revealing the underlying low-rank subspace
structure spanned by the transformed samples.

3.2.2 Multi-Graph Regularized Least Squares

Regression

As the popularity scores of micro-videos are continuous,
from a narrower sense, regression analysis refers specifi-
cally to the estimation of continuous variables, which is
opposite to the discrete variables used in classification.

Regression analysis is widely used for predicting and fore-
casting tasks [31], [35], [45], [46], [47]. For example, Gelli
et al. [31] modeled image popularity prediction as a L2 regu-
larized L2 loss support vector regression (SVR) problem.
Szabo et al. [46] presented a linear regression method with
the maximum likelihood to predict online content popular-
ity. Trzcinski et al. [35] introduced a SVR method with
Gaussian radial basis functions (RBF) to predict the popu-
larity of online videos. Similarity, Peng et al. [47] addressed
the issue of image memorability prediction by proposing a
multi-view adaptive regression model.

In this section, we use the same approach and regard the
popularity prediction of micro-videos as a regression prob-
lem. For simplicity and efficiency in solving this problem,
we adopt the commonly used ordinary least squares (OLS)
approach, which considers a linear dependence w between
the input feature matrix Z and the output popularity score
y. After adding a ridge regularization to the least squares

loss part ky� ZTwk22, we obtain a typical least squares prob-
lem with ridge regression,

min
w;Z

1

2
y� ZTw
�� ��2

2
þ a wk k22; (10)

where w 2 RNþM is the regression coefficient and a is a
parameter to balance the tradeoff between the empirical
loss and the regularization penalty.

Furthermore, to provide some leeway for test samples to
avoid the predicted results being regressed to zero values,
we rewrite the objective function as

min
w;Z

1

2
y� ZMð ÞTw
��� ���2

2
þ a wk k22; (11)

where M is a block diagonal matrix used to select
labeled samples from all samples, which is defined by

M ¼ IN�N 0
0 0

	 

2 RðNþMÞ�ðNþMÞ.

Since the low-rank embedding is learned to characterize
the popularity of micro-videos, to better guide the low-rank
multi-view embedding learning while avoiding the overfit-
ting problem of test samples, we also consider the fact that
the subspaces spanned by the original features and the pre-
dicted results should contain similar local geometric struc-
tures. Rather than employing a simple concatenation of
features to characterize the geometric structure with a graph
Laplacian, we compute a unified graph Laplacian to fuse
the structures embedded in different views. Then, the geo-
metrical structure consistency between multi-view features
and the smoothness of a vectorial prediction function
f : z! R on graphs are preserved by minimizing the fol-
lowing regularizer

V fð Þ ¼
XK
k¼1

XNþM
i;j¼1

wTzi �wTzj
�� ��2

2
Sk
ij

¼
XK
k¼1

wTZðDk � SkÞZTw

¼
XK
k¼1

wTZLkZTw

¼ wTZLZTw;

(12)

JING ET AL.: LOW-RANK MULTI-VIEW EMBEDDING LEARNING FOR MICRO-VIDEO POPULARITY PREDICTION 1523



where L ¼PK
k¼1 L

k is a unified Laplacian matrix, Lk ¼ Dk �
Sk is the graph Laplacian matrix for the kth view, Sk is
the weight matrix computed by the Gaussian similarity
function, and Dk is the diagonal degree matrix with
Dk

ii ¼
P

j S
k
ij. Here, Sk is computed as follows:

Sk
ij ¼ exp �

xk
i
�xk

j

��� ���2
2

2s2

0
B@

1
CA if xi 2 N~kðxjÞ or

xj 2 N~kðxiÞ
0 otherwise;

8>><
>>:

(13)

where xki and xkj are the ith and jth samples in the kth fea-
ture space, respectively; xi 2 N~kðxjÞ means that xi is the ~k
nearest neighbor of data xj; and s is the radius parameter,
which is simply set as the median of the Euclidean distances
over all micro-video pairs.

Therefore, by combining Eqs. (11) and (12), the objective
function based on low-rank representation is formulated as
follows:

min
w;Z

1

2
y� ZMð ÞTw
��� ���2

2
þ fwTZLZTwþ a wk k22; (14)

where f is a balanced parameter.
To better guide the low-rank subspace learning in our

previous model, we develop a quadratic term G w;Z;Wð Þ by
combining supervised information (i.e., regression informa-
tion and view information) and multi-graph regularizer.
Based on the above formulations, the quadratic term
G w;Z;Wð Þ on all samples is formulated as follows:

G w;Z; Ŵ
� �

¼ 1

2
y� ZMð ÞTw
��� ���2

2
þ fwTZLZTw� dtrðŴTSŴÞ:

By combining the objective functions in Eqs. (6) and (14)
with Eq. (8), we develop our TLRMVR algorithm as follows:

min
w;Z;E;Ŵ

Zk k� þ � Ek k1 þ a wk k22 þ bG w;Z; Ŵ
� �

s:t: ŴTX ¼ ŴTXZþ E; ŴŜŴT ¼ I:
(15)

Here, we initialize Ŵ by the following trace ratio equation

W1;W2; . . . ;WKf g ¼ arg max
W1;;...;WK

trðŴTSŴÞ
trðŴT ŜŴÞ : (16)

When the low-rank representation from multi-view
embedding learning and regression analysis are both per-
formed, the lowest-rank representation shared by all views
not only captures the global structure of all modalities but
also indicates the regression requirements.

3.3 Optimization

The objective function in Eq. (15) can be solved by applying
the alternating direction method of multipliers (ADMM),
which divides a complex problem into subproblems, where
each of them is easier to handle with an iterative process.
We first introduce two Lagrange multipliers Y1 and Y2 to
obtain the so-called augmented Lagrangian function.

Then, we merge the last five terms into a single one:
Hðw;Z;E; Ŵ;Y1;Y2;mÞ ¼ bGðw;Z; ŴÞ þ m

2 kŴTX� ŴTXZ� E þ

Y1
m
k2F þ m

2 kŴT ŜŴ� Iþ Y2
m
k2F ; thus, the augmented Lagrang-

ian function of Eq. (15) can be reformulated as follows:

L w;Z;E; Ŵ;Y1;Y2;m
� �

¼ Zk k�þ� Ek k1 þ a wk k22 �
1

2m
Y1k k2F þ Y2k k2F

 �

þHðw;Z;E; Ŵ;Y1;Y2;mÞ:

(17)

To better interpret the process, we introduce a variable t
and define Zt;Et;Wt;wt;Y1;t;Y2;t, and mt as the variables
updated in the tth iteration. Under the ADMM framework,
the problem L with respect to each variable in the tþ 1 iter-
ation is optimized as the following scheme:

For Z: We can update Z by dropping the terms indepen-
dent of Z as the following scheme:

Ztþ1 ¼ argmin
Z

Zk k� þ HðZ;E; Ŵ;Y1;Y2;mÞ

¼ argmin
Z

Zk k� þ
ttmt

2
Z � Ztk k2F þ ÏZH;Z� Zth i

¼ argmin
Z

1

2
Z � Zt þ ÏZHk k2F þ

1

ttmt

Zk k�;
(18)

where ÏZH ¼ bwtðwT
t ZtM� yT ÞMT þ 2fbwtw

T
t ZtL�

mtX
TŴtðŴT

t X� ŴT
t XZt � Et þ 1

mt
Y1;tÞ is the partial deriva-

tive HðZ;E;W;Y1;Y2;mÞ with respect to Z and tt ¼
kŴT

t Xk2F .
The problem in Eq. (18) is a standard nuclear norm mini-

mization problem, which can be approximately solved by
the singular value thresholding (SVT) algorithm [48]. Specif-
ically, suppose that the singular vector decomposition of
Zt � ÏZH of rank r is

Zt � ÏZH ¼ PSQT ; S ¼ diagð dif gri¼1Þ; (19)

where P and Q are left-singular and right-singular matrices
with orthogonal columns and S is a rectangular diagonal
matrix with non-negative real numbers di on the diagonal.
Then, the optimal solution Z is Ztþ1 ¼ D1=ttmt

ðZt � ÏZHÞ.
For each 1=ttmt 	 0, the soft-thresholding operator D1=ttmt

ðZt � ÏZHÞ is defined as [48]

D1=ttmt
ðZt � ÏZHÞ ¼ PS1=ttmtþQ

T

S1=ttmtþ ¼ diagðfðdi � 1=ttmtÞþgÞ;
(20)

where tþ is the positive part of t, namely, tþ ¼ maxð0; tÞ.
For E: We can obtain the optimization of E with fixed

w;Z; andW as follows:

Etþ1 ¼ argmin
E

m

2
ŴT

t X� ŴT
t XZtþ1 � E

�� ��2
F

þ Y1;t; Ŵ
T
t X� ŴT

t XZtþ1 � E
� �þ � Ek k1

¼ argmin
E

�

mt

Ek k1 þ
1

2
E� ŴT

t Utþ1 � Y1;t=mt

�� ��2
F
;

(21)

where Utþ1 ¼ X� XZtþ1 is defined for simplicity. The opti-
mization of Eq. (21) can be solved by using the shrinkage
operator [49].

For w: We can optimize w with fixed E;Z; and W as
follows:

wtþ1 ¼ argmin
w

1

2
y� ðZtþ1MÞTw
��� ���2

2

þ fwTZLZTwþ a

b
wk k22:

(22)
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The above problem is actually the well-known ridge

regression, whose optimal solution is wtþ1 ¼ ðZtþ1MMT

ZT
tþ1 þ 2fZtþ1LZT

tþ1 þ 2a
b
IÞ�1Ztþ1My.

ForW: By setting the derivative of L regardingW to zero,
we have

ŜŴtþ1ðY2;t þ YT
2;tÞ � 2dbSŴtþ1

þ mtUtþ1UT
tþ1Ŵtþ1 ¼ Utþ1ET

tþ1 �Utþ1YT
1;t:

(23)

Then, Wtþ1 can be optimized by solving the Lyapunov
equation.

Moreover, the Lagrange multipliers Y1 and Y2 are
updated by the following scheme

Y1;tþ1 ¼ Y1;t þ mtðŴT
tþ1Utþ1 � Etþ1Þ

Y2;tþ1 ¼ Y2;t þ mtðŴT
tþ1ŜŴtþ1 � IÞ:

(24)

Algorithm 1. Optimization of Our Proposed Algorithm

Input: Feature matrices X, popularity score vector y,
parameter variables �, a, b, d.

Initialize: Z0 ¼ E0 ¼ Y1;0 ¼ Y2;0 ¼ w ¼ 0, t ¼ 0,
f ¼ 1:3, m0 ¼ 10�6, mmax ¼ 106, tmax ¼ 103.

1. Compute the covariance matrix Sij by Sij ¼ XiX
T
j ;

2. Initialize Ŵ0 by Ŵ0 ¼ argmax
Ŵ

trðŴT ðS� ŜÞŴÞ
trðŴT ŜŴÞ ;

While not converged do
3. Fix others and update Ztþ1:

Ztþ1 ¼ argmin
Z

1

tm
Zk k� þ

1

2
Z� Zt þ ÏZhk k2F ;

4. Fix others and update Etþ1:

Etþ1 ¼ argmin
E

�

mt

Ek k1
þ 1

2 kE� ŴT
t Xþ ŴT

t XZtþ1 � Y1;t=mtk2F ;
5. Fix others and updatewtþ1:
wtþ1 ¼

Ztþ1MMTZT
tþ1 þ 2fZtþ1LZT

tþ1 þ 2a
b
I

 ��1
Ztþ1My;

6. Fix others and update Ŵtþ1:
ŜŴtþ1ðY2;t þ YT

2;tÞ � 2dbSŴtþ1 þ mtUUTŴtþ1

¼ 2UET
tþ1 �UYT

1 ; Ŵtþ1  OrthogonalðŴtþ1Þ;
7. Update the multipliers Y1;tþ1 and Y2;tþ1:

Y1;tþ1 ¼ Y1;t þ mtðŴT
tþ1X� ŴT

tþ1XZtþ1 � Etþ1Þ;
Y2;tþ1 ¼ Y2;t þ mtðŴT

tþ1ŜŴtþ1 � IÞ;
8. Update the parameter mtþ1 by mtþ1 ¼ minðfmt;mmaxÞ;
9. Check the convergence conditions;
End while

Output: Ŵ, E, Z,w

4 EXPERIMENTS AND RESULTS

In this section, we evaluate the effectiveness of our pro-
posed approach on a publicly available micro-video dataset
[3]. In Section 4.1, we first briefly describe the micro-video
dataset and the experimental settings. We then present vari-
ous types of extracted features that represent the popularity
of micro-videos in Section 4.2 and describe evaluation met-
rics in Section 4.3. Finally, we provide the experimental
results and discussions in Section 4.4.

4.1 Micro-Video Dataset

The large-scale micro-video dataset4 used in this paper was
constructed by the Lab for Media Search (LMS) at the
National University of Singapore. In total, this dataset con-
tains 303,242 user-generated micro-videos collected from
the online micro-video sharing site Vine, which were
uploaded by 98,166 users. The length of all micro-videos is
no longer than 8 seconds, with approximately 75 percent of
the videos being 6-7 seconds. In addition, 120,324 following
relationships behind users and 1.6 million video postings
from July 2015 to October 2015 are also included in this
dataset. Since popularity is highly related to online social
interactions, the mean values of four types of statistics,
namely, the numbers of comments, reposts, likes and
views/loops, are taken into account to formulate the final
popularity scores of micro-videos. Fig. 2 shows sample
micro-videos that span a wide range of popularity scores.

We tested the prediction performance over 10 random
splits of the dataset and report the average results. In each
round, we used 90 percent of the micro-videos for training
and the remaining for testing. We empirically set the adap-
tive parameters as a ¼ 1, d ¼ 0:1, and � ¼ 0:01 as default.
The trade-off parameters b and f in TLRMVR model are
selected by a grid-search approach. We first performed a
coarse grid. Once we identified a ideal region, we then con-
ducted a finer grid search on that region. Finally, we set
f ¼ 0:1 and b ¼ 0:5.

4.2 Feature Extraction

In this section, we represent micro-videos using four-view
features extracted from visual, acoustic, contextual, and
social modalities (i.e., we denote X1;X2;X3;X4 as the feature
matrices corresponding to visual, acoustic, textual, and
social views, respectively).

4.2.1 Visual Features

Due to the short-length property of micro-videos, topic vari-
ety within one micro-video is usually limited, therefore the
keyframe-based representation strategy becomes more
robust in terms of representing its intrinsic topic. Inspired
by this property, the visual features of micro-videos were

Fig. 2. Sample micro-videos with various popularity scores. The micro-
videos are sorted from more popular (left) to less popular (right).

4. http://acmmm2016.wixsite.com/micro-videos.
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obtained by adopting the average pooling operation to fuse
features extracted from certain keyframes.

� Color Histogram. As noted in [38], simple image fea-
tures show little correlation with popularity predic-
tion. Because a color histogram can easily attract
more attention by revealing striking colors, the color
space is grouped into 50 distinct colors, resulting in a
50-D vector color histogram feature for each frame.

� Object Features. It has been demonstrated that the
high-level object representation is an effective fea-
ture in popularity prediction. Due to the strong per-
formance of deep convolutional neural networks
(CNNs) in visual understanding tasks [50], the well-
trained “AlexNet” ImageNet model is applied to
directly represent keyframes. The output of the last
fully connected layer fc7 is taken as the input to a
1,000-way softmax, and a distribution over the 1,000
class labels is produced, which is treated as the final
representation in terms of object features.

� SentiBank Features. Some studies have been con-
ducted to investigate the influence of sentiment on
analysing multimedia content [31], [51]. For exam-
ple, Gelli et al. [31] performed experiments on large-
scale datasets, suggesting that sentiment concepts,
i.e., adjective-noun pairs (ANPs), have a positive
impact on popularity prediction. Chen et al. [52]
trained a deep CNN model called DeepSentiBank
for the classification of visual sentiment concepts, in
which 2,089 ANPs such as “cut dog” are trained
with 867,919 images. The output of the last fully con-
nected layer is taken as the input to a 2,089-way soft-
max, and a distribution over the 2,089 ANPs is
generated as high-level sentiment features.

� Aesthetic Features. Aesthetics specify the highly sub-
jective nature of human perception. Studies of aes-
thetics [53], [54] show that a high aesthetic quality
makes some images more appealing than others. Fol-
lowing the video aesthetic assessment by Bhatta-
charya et al. [55], 149-D visual statistical features are
extracted to describe micro-videos at the frame level,
including dark channel, sharpness, eye sensitivity,
low depth of field, white balance, colorfulness, color
harmony, and color harmony statistics.

Before analyzing the data, we first normalized each type
of textual features, respectively. We then concatenated all
types of features to form a 3,288-D textual feature represen-
tation. Finally, all feature vectors are normalized to unit
L2-norm length.

4.2.2 Acoustic Features

Acoustic features are essential to various tasks, cross-media
correlation, for example. Acoustic information can provide
complementary cues to the visual content, particularly for
insufficient visual information in videos. Previous research
in micro-videos also employed acoustic information embed-
ded in micro-videos to improve learning performance [2],
[3]. For example, Chen et al. [3] took acoustic features as an
input and investigated the influence of acoustic features on
micro-video popularity prediction. Zhang et al. [2] extracted
acoustic features based on a stack denoising autoencoder for

a more comprehensive representation of micro-videos. Fol-
lowing the setup of Chen et al. [3], we used 36-D features
extracted from the audio channel to represent the acoustic
modality of micro-videos, including mel-frequency cepstral
coefficients (MFCCs), energy entropy, signal energy, zero
crossing rate, spectral rolloff, spectral centroid, and spectral
flux. The ranges of the acoustic feature are continuous real
values. We normalized all values to unit L2-norm length.

4.2.3 Textual Features

Additional textual information provides new opportunities
for understanding micro-video content from different
aspects. Recentwork in popularity prediction of socialmedia
has considered textual information as an indispensable com-
ponent to improve the prediction. In some cases, the textual
descriptions associated with micro-videos incorporate topic
information and sentiment of the publisher, which are criti-
cal to popularity prediction. For example, Mishne and
Glance [56] utilized sentiment values of the contexts as an
indicator to predict the popularity of movies in terms of
sales. Sentence2Vector5 is a classical textual feature extrac-
tion tool, which is utilized to produce 100-D features for topic
representation of micro-videos. Stanford CoreNLP tools6

provides a tool for the sentiment analysis of texts. By leverag-
ing the sentiment analysis tool, each micro-video is assigned
to a sentiment score, which is an integer ranging from 0 to 4
corresponding to “very negative”, “negative”, “neutral”,
“positive”, and “very positive”, respectively. Before analyz-
ing the data, we first normalized each type of textual features
repsectviely and concatenated them together. Then, all fea-
ture values are normalized to unitL2-norm length.

4.2.4 Social Features

Although some related works have demonstrated that low-
level visual features and high-level semantic features are
able to predict popularity to some extent, yet social cue is a
significant factor in determining how widely a micro-video
is spreading. For example, micro-video followees, particu-
larly popular followees, often act as influential leaders due
to their noticeable impact on the followers’ later decisions.
Thus, a micro-video uploaded by a popular followee tends
to attract more potential audiences. Thus, 4 types of social
cues are encoded to characterize the popularity of a micro-
video uploader:

� Followee-Follower Count. The number of followers and
followees for a given publisher.

� Loop Count. The total number of loops of a micro-
video after it is uploaded.

� Post Count. The number of posts per publisher.
� Twitter Verification. A binary value reflecting whether

the publisher is a verified user.
All social features vectors are normalized to unit

L2-norm length.

4.3 Evaluation Metric

We adopted the typical normalized Mean Squared Error
(nMSE) [57] to measure the consistency between predictions

5. https://github.com/klb3713/sentence2vec.
6. http://stanfordnlp.github.io/CoreNLP/.
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and ground truths. We also performed a pair-wise t-test
analysis between the proposed TLRMVR method and each
of the other methods based upon the 10-round results. The
nMSE value between the predicted results and the ground-
truth is defined as

nMSE ¼ 1

Ms2

XM
i¼1

vi � sið Þ2; (25)

where vi and si is the predicted popularity score and the
real score of the ith micro-video; s is the standard deviation
of the ground-truths. A lower nMSE value indicates better
performance.

4.4 Results and Discussions

To comprehensively validate the proposed algorithm, in the
following experiments, we justified the proposed algorithm
from the following six perspectives:

� Convergence analysis. We tested the convergence of
our algorithms based on the proposed alternating
algorithm.

� Component analysis. To verify the effectiveness of dif-
ferent components in our proposed scheme, we com-
pared the prediction performance by removing each
component in our method.

� Feature analysis. To evaluate how features contribute
to the micro-video popularity prediction, we consid-
ered two forms of evaluation: i) performance com-
parison among different views and ii) performance
comparison among different visual features.

� Parameter sensitivity analysis. We conducted experi-
ments to investigate the influence of various weight-
ing parameters on the prediction accuracy.

� Comparison with state-of-the-art methods. Performance
comparisons with several state-of-the-art algorithms
were conducted to demonstrate the effectiveness of
our method.

4.4.1 Convergence Analysis

In this section, we tested the convergence of our objective
function based on the proposed alternating algorithm and
randomly selected a trial to report the results. Because Z is
used for predicting the popularity of micro-videos, we

would like to measure the variance between two sequential
Zs by the following metric.

DðtÞ ¼ Zt � Zt�1k kF : (26)

This will guarantee that the final feature results will not
be drastically changed. Fig. 3 presents the absolute values
of the variance during the iterations. As shown in this
figure, the divergence values obtained for our proposed
algorithm decrease rapidly with increasing numbers of iter-
ations and converge after approximately 20 iterations.
Based on the above analysis, the iterative criteria are essen-
tial to guarantee the convergence of our objective function.
Therefore, in this paper, we used the relative change
between two consecutive iterations falling below a thresh-
old of 1e-3 and a maximum of 30 iterations as the stopping
criteria for our proposed method.

4.4.2 Component Analysis

To validate the contributions of each component in our pro-
posed framework, we compared the prediction perfor-
mance by removing the relevant components:

� noLR. We eliminated the influence of the low-rank
constraint imposed on Z by replacing it with the Fro-
benius norm.

� noGR. We eliminated the influence of the graph regu-
larization term by setting f ¼ 0.

� noMR. We eliminated the effect of multi-view
embedding learning by setting d ¼ 0.

� noSP. We eliminated the influence of supervised
information, i.e., view information and regression
information, by discarding both the regression coeffi-
cient and view-specific transformation matrices
learning.

In the case of noSP, our algorithm degenerates to a typi-
cal unsupervised low-rank feature representation. In order
to get comparable results, a least squares regression model
is trained to predict popularity scores. Table 1 shows the
prediction results of different schemes. In this table, we
selected the top 50; 100; 200 images with the highest ground
truth and the bottom 50; 100; 200 images with the lowest
ground truth to report the average popularity scores based
on their predicted results. As shown in this table, the pre-
dicted popularity scores over different ranges are Top50 >
Top100 > Top200 > Bottom200 > Bottom100 > Bottom50,
illustrating that the behavior of the predicted results is rea-
sonable. Moreover, we sorted the nMSE values of different

Fig. 3. The convergence curve of our proposed TLRMVR method. The
horizontal axis represents the number of iterations, and the vertical axis
is the divergence between two consecutive measured Zs.

TABLE 1
Performance Comparison of Involved Components

in Our Proposed Framework

noLR noGR noMR noSP TLRMVR

Top50 0.296 0.347 0.326 0.204 0.309
Top100 0.291 0.317 0.311 0.201 0.280
Top200 0.276 0.296 0.285 0.192 0.276
Bottom200 0.253 0.271 0.269 0.172 0.265
Bottom100 0.249 0.258 0.254 0.161 0.256
Bottom50 0.246 0.251 0.251 0.157 0.249

nMSE 0.950 0.949 0.949 0.973 0.934
P-value <0.05 <0.05 <0.05 <0.05 -
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methods in descending order and found that noSP >
noLR > noGR ¼ noMR; thus, the following conclusions are
obtained: 1)Without supervised information, noSP performs
the worst, indicating that the valuable supervised informa-
tion is essential to learn a more robust prediction model.
Moreover, noSP separates micro-video plurality prediction
into two phases, which may lead to sub-optimal prediction
results. 2) noMR and noLR impose similar significant effects
on the prediction results, which means the low-rank repre-
sentation and multi-view embedding learning are important
in reducing the heterogeneous gap among features and alle-
viating the influence of feature noises. 3) Our proposed
TLRMVR outperforms noGR, which demonstrates that our
proposed method benefits from the use of graph regulariza-
tion. This result further indicates that multi-graph regulari-
zation can indeed be employed to address multi-view
feature fusion problem. 4) P-value [58] is adopted to assess
whether the superiority of the TLRMVR method is statisti-
cally significant. We can discover that the P-values are
smaller than the significance level of 0.05, which indicates
that the null hypothesis is clearly rejected and that the
improvements of TLRMVR are statistically significant.

4.4.3 Feature Analysis

Under our proposed framework,we investigated the influence
of different features on the micro-video popularity prediction
from two perspectives: i) performance comparison of different
visual-level feature combinations and ii) performance compar-
ison of different view-level feature combinations.

We first selected one of four visual features to represent
the visual content of micro-videos and integrate with con-
textual, social, and acoustic cues together to conduct our
experiments. Table 2 reports the average results over 10 ran-
dom splits in terms of nMSE and P-value. From Table 2, we
can observe the following results: 1) Object features perform
the best among visual features, indicating that object seman-
tics can encode important information that makes a micro-
video popular. 2) Visual sentiment has a significant influ-
ence on prediction performance, illustrating that high-level
sentiment semantics are helpful for micro-video popularity
prediction. 3) The aesthetics exhibits better performance
than the color histogram since aesthetic features specify the
highly subjective nature of human perception. 4) The worst
performance is still achieved by color histogram, although
color histogram is effective in modeling the color perception
of the human visual system. 5) The best performance is
achieved when all visual features are combined, illustrating

the benefit of exploiting the complementary information
offered by different visual representations.

Subsequently, we evaluated how various view-level fea-
ture combinations contribute to the popularity of micro-
videos under our proposed framework. For simplicity, the
features extracted from textual, visual, acoustic, and social
cues are indicated as “T”, “V”, “A”, and “S”, respectively.
Table 3 shows the average results in terms of nMSE and P-
value. From Table 3, we can observe the following results:
1) Similar to other existing works, “T+V+A” provides the
most unsatisfactory results when removing social cues,
which indicates that social cues can largely facilitate popu-
larity prediction compared to other types of cues. 2) The
prediction performance of “T+A+S” sharply decreases after
removing visual cues. This result shows that visual cues of
micro-videos serve as an indispensable component to fur-
ther improve the prediction performance. 3) “V+A+S”
yields a good result of nMSE = 0.955 compared to the other
forms of combinations, indicating that textual cues exhibit
little effect on popularity. One possible reason causing this
phenomenon is that there are quite a fair number of micro-
videos that lack textual descriptions. Moreover, the weak
correlation between textual descriptions and micro-videos
is also a common cause of this effect. 4) When combined all
view features together, the best performance is achieved
with a minimum nMSE of 0.934. Additionally, it could
therefore be concluded that the sequences of all cues, which
are sorted in descending order in terms of their importance,
is social > visual > acoustic > textual cues.

4.4.4 Parameter Sensitivity Analysis

Among all the parameters in our proposed objective func-
tion, we found that the parameters f and b play significant
roles in affecting the prediction results. As shown in
Eq. (22), the trade-off parameter f is used to balance the
effects between the graph regularization and ridge regres-
sion and the trade-off parameter b is mainly used to control
the effect of the supervised loss term. Therefore, we would
like to evaluate different values of f and b to investigate the
variation in prediction performance. In this experiment, the
parameter f and b are selected via a grid search in a heuris-
tic manner, ranging from 0.05 to 0.30 with an interval 0.05
and ranging from 0.25 to 1.25 with an interval 0.25, respec-
tively. nMSE results for various values of f and b are
reported in Tables 4 and 5, respectively. As shown in this
table, the best performance is achieved when f ¼ 0:10 and
b ¼ 0:50. In fact, when f is set 0, our proposed method is

TABLE 3
Performance Comparison with Different View-Level Feature

Combinations at Predicting Micro-Video Popularity

T+V+A T+A+S T+V+S V+A+S TLRMVR

Top50 0.273 0.241 0.289 0.272 0.309
Top100 0.241 0.201 0.250 0.227 0.280
Top200 0.238 0.255 0.249 0.225 0.276
Bottom200 0.233 0.199 0.247 0.218 0.265
Bottom100 0.224 0.179 0.229 0.213 0.256
Bottom50 0.218 0.172 0.221 0.201 0.249

nMSE 0.979 0.970 0.958 0.955 0.934
P-value <0.05 <0.05 <0.05 <0.05 -

TABLE 2
Performance Comparison with Different Visual-Level Feature

Combinations at Predicting Micro-Video Popularity

Color Object Sentiment Aesthetics All

Top50 0.364 0.231 0.247 0.203 0.309
Top100 0.325 0.229 0.231 0.194 0.280
Top200 0.301 0.193 0.204 0.174 0.276
Bottom200 0.279 0.184 0.199 0.167 0.265
Bottom100 0.254 0.182 0.193 0.164 0.256
Bottom50 0.253 0.177 0.191 0.160 0.249

nMSE 0.975 0.967 0.969 0.971 0.934
P-value <0.05 <0.05 <0.05 <0.05 -
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reduced to discard the graph regularization term, which
easily induces the overfitting problem. If b is set 0, our pro-
posed method is equivalent to discard the supervised infor-
mation and easily induces unsatisfactory results. This
conclusions can be verified in Section 4.4.2.

We also evaluated the influence of various dimensions of
the projection matrices. The performance of TLRMVR with
different D from 10 to 60 is illustrated in Table 6. From the
table, we discovered that the best dimension is 20. Too small
or too large a dimension leads to a suboptimal prediction
performance. It is a reasonable choice to take 20 as the
reduced dimension in consideration of the complementary
properties of different views.

4.4.5 Comparison with State-of-the-Art Methods

We compared our proposed scheme with several existing
state-of-the-art methods, including multiple linear regres-
sion, lasso regression, support vector regression [59],
RegMVMT [60], multi-feature learning via hierarchical
regression (MLHR) [61], multiple social network learning
(MSNL) [62], multi-view discriminant analysis [63], trans-
ductive multi-modal learning [3], and extreme learning
machine (ELM) [64].

� MLR. Multiple linear regression attempts to capture
the dependency between two or more independent
variables and a response variable using a linear equa-
tion,which is an extension of classical linear regression.

� Lasso. Lasso regression considers both variable selec-
tion and regularization to enhance the prediction
performance.

� SVR. Support vector regression [59] is a classical
regression technique with a maximum margin

criterion. We combined all the features together with
an RBF kernel to learn a non-linear SVR in a high-
dimensional kernel-induced feature space.

� RegMVMT. RegMVMT [60] is an inductive learning
framework to address the general multi-view learn-
ing problem, in which the co-regularization tech-
nique is utilized to enforce the agreement with other
views on unlabeled samples.

� MLHR. The multi-feature fusion via hierarchical
regression [61] is a semi-supervised learning
method, which has been developed to explore the
structural information embedded in data from the
view of multi-feature fusion.

� MSNL. Multiple social network learning [62] is pro-
posed to address the incomplete data in source confi-
dence and source consistency by modeling source
confidence and source consistency simultaneously.

� MvDA. Multi-view discriminant analysis (MvDA) [63]
is a multi-view learning model, which has been devel-
oped to search for a latent common space by enforcing
the view-consistency ofmulti-linear transforms.

� TMALL. The transductive multi-modal learning [3]
model is presented for predicting the popularity of
micro-videos, in which different modal features can
be unified and preserved in a latent common space
to address the insufficient information problems.

� ELM. As ELM [65], [66] can embed a wide type of
feature mappings, Huang et al. [64] extended ELM
to kernel learning and proposed a unified learning
mechanism for regression applications with higher
scalability and less computational complexity.

Table 7 reports the prediction performances of our pro-
posed method and other state-of-the-art algorithms. From
this table, we have the following observations. 1) Our pro-
posed TLRMVR performs the best among all the compara-
tive methods. 2) Lasso and MLR performs the worst, as
expected, indicating that simple feature selection and linear
regression are insufficient to predict the popularity of
micro-videos. 3) In contrast to Lasso and MLR, the algo-
rithms, including RegMVMT, MLHR, MSNL, MvDA, and
TMALL, also performs comparably, which can be attributed
to their ability to solve the multi-view/modal feature fusion
problem. 4) After employing the RBF kernel to deal with
multiple features, the SVR model provides a significant
improvement in the micro-video popularity prediction
tasks. 5) As stated in [64], SVR provides a suboptimal learn-
ing solution compared to ELM. Accordingly, the results

TABLE 4
Performance Comparison with Different f

on Our Proposed Framework

0.05 0.10 0.15 0.20 0.25 0.30

Top50 0.370 0.309 0.283 0.238 0.230 0.198
Top100 0.347 0.280 0.269 0.227 0.219 0.187
Top200 0.330 0.276 0.251 0.212 0.205 0.175
Bottom200 0.309 0.265 0.241 0.204 0.197 0.168
Bottom100 0.298 0.256 0.231 0.196 0.189 0.162
Bottom50 0.294 0.249 0.227 0.193 0.186 0.159

nMSE 0.948 0.934 0.953 0.957 0.958 0.961
P-value <0.05 - <0.05 <0.05 <0.05 <0.05

TABLE 5
Performance Comparison with Different b

on Our Proposed Framework

0.25 0.50 0.75 1 1.25

Top50 0.309 0.308 0.322 0.200 0.204
Top100 0.305 0.279 0.294 0.185 0.189
Top200 0.285 0.276 0.283 0.181 0.186
Bottom200 0.263 0.265 0.268 0.175 0.181
Bottom100 0.257 0.256 0.257 0.170 0.176
Bottom50 0.252 0.249 0.251 0.166 0.172

nMSE 0.949 0.934 0.950 0.962 0.968
P-value <0.05 - <0.05 <0.05 <0.05

TABLE 6
Performance Comparison with Different Reduced

DimensionsD on Our Proposed Framework

10 20 30 40 50 60

Top50 0.319 0.308 0.318 0.316 0.316 0.297
Top100 0.288 0.279 0.286 0.277 0.277 0.270
Top200 0.274 0.276 0.275 0.274 0.274 0.262
Bottom200 0.269 0.265 0.269 0.267 0.267 0.256
Bottom100 0.250 0.256 0.252 0.249 0.249 0.245
Bottom50 0.243 0.249 0.243 0.241 0.241 0.236

nMSE 0.950 0.934 0.947 0.949 0.951 0.953
P-value <0.05 - <0.05 <0.05 <0.05 <0.05
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present that ELM achieves better prediction performance
than SVR. 6) Although MSNL and TMALL are appropriate
to deal with incomplete data, TLRMVR still outperforms
them, thus demonstrating the effectiveness of our approach.

4.4.6 Complexity Discussion

In order to analyze the complexity of TLRMVR, we suppose
that the number of samples is larger than the dimension of
data, i.e., ðN þMÞ > ðD1 þD2 þ � � � þDKÞ. As discussed
in previous sections, we can find that the main computa-
tional complexity comes from the following parts:

� Nuclear norm calculation in step 3.
� Matrix inverse calculation in step 5.
� Solving the Lyapunov equation in step 6.
The computational complexity of Nuclear norm is at

most OððN þMÞ3Þ. The matrix inverse costs OððN þMÞ3Þ.
The typical cost of the Lyapunov equation needs
OððN þMÞ3Þ. If the algorithm converges within T iteration
steps for its outer loop, the upper bound of the complexity
is Oð3T ðN þMÞ3Þ. The simulations of our proposed algo-
rithm are carried out in MATLAB 7.0.1 environment run-
ning in Core 3 Quad, 3.6-GHZ CPU with 8-GB RAM. The
learning and testing processes over all micro-videos can
be accomplished within 1,627 seconds. The speed bottleneck
lies in the number of samples. Therefore, to handle large-
scale dataset, Coppersmith and Winograd [67] presented
a new method to accelerate matrix inversion to
OððN þMÞ2:376Þ. Liu et al. [68] offered a more efficient
method to solve Nuclear norm calculation.

5 CONCLUSION AND FUTURE WORK

In this paper, we have proposed a novel low-rank multi-
view embedding framework to alleviate the heterogeneous,
interconnected, and noisy problems in micro-video popu-
larity prediction. By taking advantages of low-rank repre-
sentation and multi-view learning, we effectively integrated
all heterogeneous features extracted from different views
into a common feature subspace and achieved enhanced
robust feature representation for regression analysis. We
also designed an effective optimization algorithm to solve
the proposed model. Experimental results on a publicly
available dataset demonstrated that the performance of our
proposed scheme obtained superior performance over
state-of-the-art methods.

In future, we will seek a more flexible mechanism for
micro-video popularity prediction in which features fusion
can be performed by a hierarchical strategy. To copewith the
rapid increase in data size, wewill attempt to build a scalable
learning framework by exploring the underlying structure of
the whole dataset with both data points and anchors [69].
Besides, motivated by recent progress in ELM [64] [70] in
dealing with regression and dimension reduction problems,
we will also consider advantages of ELM in the wide variety
of feature mapping functions and the ability of handling
large data to address micro-video popularity prediction.
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