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Abstract

Large Language Models (LLMs) excel academ-001
ically but struggle with social intelligence tasks.002
We present a framework for generating empath-003
ically neutral compromises between opposing004
viewpoints to address this limitation. Using005
a dataset of 2,400 contrasting views from hu-006
man participants, we develop compromise gen-007
eration methods. To overcome data collection008
constraints, we utilize prompt engineering with009
Claude LLM to generate compromises, vali-010
dated through a 50-participant user study. Mod-011
els trained on this dataset via preference align-012
ment demonstrated effective compromise gen-013
eration across multiple metrics. This work es-014
tablishes a scalable approach to enhance LLMs’015
social intelligence through neutral conflict res-016
olution.017

1 Introduction018

Recent advances in language understanding have019

expanded Large Language Model’s (LLM) capa-020

bilities significantly. These developments (Jiang021

et al., 2020; Meng et al., 2022) span code compre-022

hension (Nam et al., 2024; Lin et al., 2024; Roziere023

et al., 2023), problem-solving (Orrù et al., 2023;024

Kim et al., 2024b), empathetic response genera-025

tion (Qian et al., 2023; Majumder et al., 2020), and026

style-controlled text generation (Han et al., 2024;027

Dathathri et al.; Zhou et al., 2023), each adapting028

to unique task structures. Since the LLMs are pre-029

trained on massive amount of text data which make030

them academically intelligent, they often lack in031

tasks require social intelligence. The distinction be-032

tween social and academic intelligence in LLMs is033

fundamental — social intelligence enables model034

to navigate interpersonal contexts and emotional035

cues, e.g., the capability of being more empathetic036

and finding the common ground of between dif-037

ferences, while academic intelligence facilitates038

structured information processing and scholarly039

output. Despite LLMs exhibiting exceptional capa-040

bilities in cognitive tasks (Niu et al., 2024), recent 041

attempts (Xu et al., 2024) indicate a low corre- 042

lation between LLM academic performance and 043

social intelligence metrics. Given the crucial role 044

of social skills across various domains, it is essen- 045

tial to design different scenarios/tasks to evaluate 046

LLMs or incorporate the skill into an LLM. Recent 047

findings, including behavioral intelligence from a 048

first-person perspective (Hou et al., 2024), suggest 049

LLMs exhibit significant performance gaps particu- 050

larly in complex, interactive, and goal-driven social 051

contexts. 052

We develop a task focused on generating com- 053

promises from a pair of contrasting views (Figure 054

1) . Views are limited to scenarios where places are 055

evaluated as (safe (viewA), less safe (viewB)) or 056

(welcoming (viewA),excluded (viewB)). In gen- 057

eral, (viewA,viewB) consists of reason and sugges- 058

tion to improve a place based on the evaluation. For 059

instance, for a pair of (safe,less safe) views, viewA 060

describes the features that make a location safe 061

and suggests potential improvements to enhance 062

its safety, while viewB identifies the hazards that 063

make a location less safe and proposes measures 064

to address these safety concerns. A suitable com- 065

promise should satisfy these two constraints: (i) it 066

should consider both the suggestions while generat- 067

ing candidate compromises, and (ii) candidate com- 068

promise needs to be empathically neutral. While 069

LLMs can produce empathetic responses (Welivita 070

et al., 2021; Sabour et al., 2022; Majumder et al., 071

2020), their ability to consistently generate neutral 072

compromises are less explored. Such neutrality is 073

crucial in diverse applications including conflict 074

resolution, negotiation support, and collaborative 075

decision-making. 076

To facilitate robust model training, we use a cor- 077

pus of 2400 contrasting viewpoints expressed by 078

human participants (section 3). Given the task’s 079

complexity and the diversity of viewpoints in- 080

volved, it is difficult for individuals to neutrally 081
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Creates a solution that could unite rather than divide the community.

Address View A's emphasis on community ties and View B's concerns 
about evening safety and inappropriate behavior.

Install motion-activated lighting combined with discreet security cameras to maintain visibility while being cost-effective.

Discourage the natural 
community interaction that 
View A values.

Overlooks View A's core values.

View A: I am writing about this place: The neighborhood where I live.. I feel safe here because For a big city, it feels like a community. There are many 
close knit ties to neighbors. It feels like a true collaboration of peoples.. Some ways this place could be modified to be safer are : I would show them the 
improvements to safety that have been made over the years. There could be more streetlights. I would show them the community. 

View B: I am writing about this place: Neighborhood park I feel safety could be improved here This is a small neighborhood park local to where I live. 
Later in the evening the park feels more less safe than during the day - drug use is becoming more common and loud and intimidating individuals are 
becoming the norm here. Some ways this place could be modified to be safer are More security, cameras, banning individuals who deal/use drugs.

                  Implement a "Park Steward" program where rotating pairs of neighborhood volunteers host scheduled evening activities (like group exercises 
or children's games),  making the space actively used by families while naturally discouraging inappropriate behavior.

Figure 1: Example of a data point. ViewA and ViewB are collected from human participants, compromises
(preferably, candidate compromises) are synthetically generated using prompt engineering that satisfy the criteria of
balanced view and empathic neutrality.

mediate between opposing views without introduc-082

ing their own unconscious biases (i.e., confirmation083

bias, social desirability bias etc). Instead, we opted084

for synthetically generated candidate compromises,085

which can be aligned with specific needs (Long086

et al., 2024). Careful implementation of prompt-087

based controls over the generation process allows088

us to create more balanced representations of di-089

verse compromises based on the original views.090

To evaluate empathic neutrality, we train a sepa-091

rate similarity model based on empathic similarity092

(Shen, 2023) (section 3.2). It generates an empathic093

similarity rating between the views and candidate094

compromise. candidate compromise that achieve095

balanced similarity ratings with respect to both the096

views are considered to demonstrate empathic neu-097

trality.098

Prior work (Liu et al., 2023; Huang et al., 2024)099

suggests that model alignment can effectively steer100

LLM behavior toward new tasks while preserv-101

ing broad generalization capabilities. We leverage102

this insight for our compromise generation task, as103

the pretrained knowledge in existing open-source104

LLMs (Dubey et al., 2024; Jiang et al., 2023) pro-105

vides a valuable foundation. Through alignment106

methods (Section 4), we can guide these models107

to generate compromises while maintaining adher-108

ence to our required constraints. We compare two109

different preference alignment methodologies (sec-110

tion 4) for compromise generation: (i) Noise Con-111

trastive Estimation (NCE) (Gutmann and Hyväri-112

nen, 2010) based and (ii) a task-loss based that113

we propose. We find that finetuning LLMs on our114

dataset improves the generation performance on115

an automatic evaluation metric. This fine-tuned116

model is used for alignment training for further117

improvement. We observe our alignment methods 118

effectively preserve pre-trained knowledge while 119

acquiring this skill. 120

While quantitative comparison provides valuable 121

insights for model evaluation, assessing how effec- 122

tive our candidate compromises are in practice is 123

critical. Since, to the best of our knowledge, there 124

is no existing benchmark/dataset that addresses the 125

compromise generation task, we conducted a study 126

with 50 human subjects to evaluate compromises 127

generated by different methods. The study shows 128

that providing an LLM with an external measure of 129

empathic similarity to proposed compromises can 130

produce much more acceptable compromises than 131

an LLM generating compromises alone (section 132

11.1 for qualitative study). Overall, our framework 133

demonstrates that despite data scarcity in social in- 134

telligence tasks, carefully designed scenarios cou- 135

pled with prompt engineering for synthetic data 136

generation can unlock new capabilities in LLMs, 137

revealing valuable characteristics that can inform 138

future research directions in enhancing language 139

models’ social capabilities. 140

2 Related work 141

Social intelligence, fundamental to human cogni- 142

tion, remains a challenge for Large Language Mod- 143

els (LLMs) despite their advanced text generation 144

capabilities (Sterelny, 2007; Gallegos et al., 2024; 145

Dautenhahn, 1995). While LLMs excel in aca- 146

demic tasks (GPT-4 achieving 92.1% on MATH), 147

they show significant limitations in social intelli- 148

gence, scoring only 54.4% on SESI bemchmark 149

(Xu et al., 2024). Similar limitations appear in in- 150

teractive gaming contexts, where LLMs perform ap- 151

proximately 20% below human baseline in theory 152
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of mind tasks (Liu et al., 2024). Studies from First-153

person perspective confirm that despite possessing154

basic theory of mind capabilities, LLMs show con-155

siderable limitations in managing complex social156

interactions compared to human performance (Hou157

et al., 2024). Current evaluation methods include158

traditional psychological assessments like ToMi159

(Le et al., 2019) and specialized datasets such as160

SocialIQA (Sap et al., 2019), SocKET (Choi et al.,161

2023), and SECEU (Wang et al., 2023). However,162

newer benchmarks like SOTOPIA (Zhou et al.) and163

EmoBench (Sabour et al., 2024) face limitations in164

reflecting real-world interactions.165

Recent work demonstrates that fine-tuned lan-166

guage models using supervised learning and re-167

ranking of generated statements can effectively168

generate consensus statements maximizing group169

approval (Bakker et al., 2022). Mediation of group170

discussions by incorporating both majority and mi-171

nority perspectives when generating compromises172

was explored in (Tessler et al., 2024). In contrast to173

(Bakker et al., 2022) which used debate topics with174

two sides, in our work the prompts were more open-175

ended in that they asked how a place should be176

modified. In addition, while (Bakker et al., 2022)177

propose the use of a reward model for predicting178

which candidate statements generated by an LLM179

a human prefers, we focus on generating compro-180

mises for which people with different views have181

similar empathy. While (Tessler et al., 2024) used182

humans in selection of a joint group statement of183

common ground, we propose to generate multiple184

suggested areas of compromise.185

Synthetic datasets offer a promising solution186

for enhancing LLMs’ social capabilities (Ghana-187

dian et al., 2024; Hassan et al., 2024; Balog et al.,188

2024; Gabriel et al., 2024). These datasets leverage189

LLMs’ generative abilities (Dankar and Ibrahim,190

2021) while ensuring diverse representation (Ya-191

magishi and Nakamura, 2024). Advanced prompt192

engineering techniques, particularly using GPT-4193

or Claude (Achiam et al., 2023; Anthropic, 2023),194

have improved dataset quality (Hikov and Murphy,195

2024; Shi et al., 2023). Chain of Thought (COT)196

approaches (Wei et al., 2022; Feng et al., 2024; Chu197

et al., 2023) show enhanced reasoning capabilities198

(Shao et al., 2023), with significant improvements199

in specific tasks (Nong et al., 2024). Structured200

Chain-of-Thought (SCOT) (Sultan et al., 2024) fur-201

ther improves accuracy in document-grounded QA202

conversations. Recent development suggest using203

parameterized soft prompts instead of traditional204

hard-prompting (DeSalvo et al., 2024). 205

Model alignment with human preferences (Liu 206

et al., 2023; Kim et al., 2024a; Wang et al., 2024b) 207

has evolved from Reinforcement Learning from 208

Human Feedback (RLHF) (Kaufmann et al., 2023) 209

to more efficient approaches. While RLHF allows 210

models trained on general text data to align with 211

complex human value (Song et al., 2024; Sun et al., 212

2023; Yuan et al., 2024), it involves training a "re- 213

ward model" with direct human feedback and then 214

using it to optimize the AI agent’s performance 215

through reinforcement learning. However this type 216

of training (Proximal policy optimization (Schul- 217

man et al., 2017)) turns out to be complex and 218

resource intensive (Liu et al., 2023; Wang et al., 219

2024a; Hong et al., 2023). Direct Preference Opti- 220

mization (DPO) (Rafailov et al., 2024) eliminates 221

the need for separate reward models, it uses a nega- 222

tive log-likelihood loss function to increase the rela- 223

tive probability of preferred responses over dis pre- 224

ferred ones, making it suitable for stable training. 225

Further advancements like reward model distilla- 226

tion (Fisch et al., 2024) and leveraging KL regular- 227

ization (Kullback and Leibler, 1951) to avoid over- 228

fitting (Kullback and Leibler, 1951; Wesego and 229

Rooshenas, 2024; Azar et al., 2024) improve train- 230

ing stability. DPOP (Pal et al., 2024) introduces 231

an additional penalty term to the loss function, 232

ensuring that the likelihood of preferred comple- 233

tions remains high relative to the reference model. 234

Noise Contrastive Estimation (NCE) (Gutmann and 235

Hyvärinen, 2010) based algorithms InfoNCA and 236

NCA (Chen et al., 2024) extends DPO to handle 237

multi-response reward datasets and focuses on op- 238

timizing absolute likelihoods to prevent issues like 239

declining preferred response probabilities respec- 240

tively. Additional approaches like TODO (Guo 241

et al., 2024) extend beyond binary preference mod- 242

els by introducing a ternary ranking system and 243

RPO (Yin et al., 2024) uses contrastive weighting 244

to differentiate between preferred responses from 245

both identical and related prompts, offering more 246

nuanced preference optimization methods. 247

Based on empathy towards the candidate com- 248

promises, we explore the use of prompt engineering 249

informed by the empathic similarity of two view- 250

points towards a candidate compromise for gener- 251

ation of synthetic data. We then align the model 252

using two different strategies: NCE-based (Gut- 253

mann and Hyvärinen, 2010) and task metric-based 254

objective. 255
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3 Compromise Generation256

This section describes the dataset used for our ex-257

periments and the generation of candidate compro-258

mise sentences through diverse prompt engineering259

techniques.260

3.1 Dataset with contrasting views261

Figure 2: Overview of Dataset collection process.
V iewA,V iewB are positive and negative views.

We used a dataset that will be published with262

a forthcoming paper under review. We summa-263

rize the collection process here. Data collection264

occurred in two stages (Figure 2). In Stage 1 (Up-265

per row), participants recruited from dscout1 pro-266

vides views (viewB) about places where they felt267

unsafe/excluded. For each place, they explained268

their feelings and suggested modifications to im-269

prove safety or inclusivity. Place descriptions were270

grouped into 14 clusters using agglomerative clus-271

tering each for unsafe/excluding places. A classi-272

fier was developed to match new views to these273

clusters.274

In Stage 2 (bottom row), new participants from275

Prolific 2 wrote views (viewA) about places where276

they felt safe/welcome. The classifier matched each277

viewA to a viewB from the place-type cluster cor-278

responding to viewA. Participants associated with279

viewA also rated their empathy for one, three, or280

five viewBs (this data is further used to train the281

similarity model described in section 3.2), along282

with some demographic information.283

3.2 Similarity model284

We follow the work of Shen (2023) on modeling285

empathetic similarity. The task aims to compute286

a similarity score sim(fθ(s1), fθ(s2)) between287

story pairs (s1, s2), where the score should be288

higher for stories with similar empathic content.289

We used the e5-large (Wang et al., 2022) model as290

the encoder instead of sentence BERT (Reimers,291

2019) in the original work. During inference, the292

similarity model predicts the empathic similarity293

1https://dscout.com/
2https://www.prolific.com/

between the generated compromise and each of the 294

views. 295

3.3 Generating candidate compromises 296

The goal is to generate compromises for each given 297

pair of positive and negative views for a place. Each 298

view at least consists of (i) place (ii) reason and 299

(iii) suggestions of improvement . In order to use 300

all this information as a context for feeding into an 301

LLM, we use a fixed prompt template similar to 302

the Alpaca prompt (Taori et al., 2023). 303

Generating desirable candidate compromises is 304

challenging due to inherent human biases - for in- 305

stance, confirmation bias leads individuals to fa- 306

vor information that supports their existing views, 307

while social desirability bias influences them to 308

present socially acceptable responses rather than 309

their true perspectives, making truly neutral com- 310

promise difficult to achieve. Furthermore, we ob- 311

serve that relying on a single compromise as the 312

target may limit the model’s generalization capabil- 313

ities (Gong et al., 2019). Therefore, we generated 314

multiple candidate compromises for each view pair 315

to enhance the model’s ability to learn diverse reso- 316

lution patterns. Recent work suggests that propri- 317

etary LLMs excel at synthetic dataset generation 318

(Cascante-Bonilla et al., 2023; Lei et al., 2023; 319

Ghanadian et al., 2024; Shi et al., 2023) with the 320

help of sophisticated prompting strategies based 321

on the task scenario, providing an alternative to 322

human data collection. However, we observe that 323

single prompts are not adequate for our task, often 324

focusing on one view only, leading us to explore 325

advanced prompt engineering techniques. 326

Chain of Thought (CoT): As shown in Figure 3, 327

we initially used CoT (Chu et al., 2024; Wei et al., 328

2022) to identify suggestion similarities and derive 329

compromises. However, this approach proved in- 330

effective, as it either focused too heavily on single 331

suggestion or exceeded their scope, resulting in 332

less suitable compromises. 333

COT+LLM: Since recent work (Madaan et al., 334

2024) suggests LLMs can refine outputs using self- 335

generated feedback to better align with human re- 336

finement techniques, We enhance the prompt with 337

LLM-based self-evaluation scores (Figure 3) in the 338

CoT+LLM score approach. The self-evaluation 339

scores are empathic similarity ratings between the 340

generated compromise and views obtained from the 341

LLM itself. Ideally, the similarity ratings should 342

be high between each view and generated compro- 343

mise and the difference should be zero. We use 344
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[a]

[b]

[c]

Figure 3: Prompt engineering strategies for candidate
compromise generation (a) basic COT approach (b) CoT
with LLM self-evaluation scores (c) Extending (b) with
similarity model and feedback

these scores to improve the response further. How-345

ever, we observe that while self-evaluation scores346

improved, compromise quality remains almost stag-347

nant, suggesting that self-evaluation scores are not348

a reliable indicator of improving response quality.349

COT+Feedback: Instead of relying on the self-350

evaluation scores, we train a separate similarity351

model. (Refer to section 3.2) and use the pre-352

dicted empathy similarity ratings and generated353

responses (Figure 3) as feedback to improve the354

responses iteratively. We observe that for each355

iteration, both response quality and empathy simi-356

larity ratings improve. Since the similarity model is357

trained to mimic human empathic similarity, LLMs358

may find this external feedback more valuable than359

self-evaluation.360

For each prompting strategy, we generated four361

candidate compromises per view pair. Given362

our investigation of four distinct prompting strate-363

gies (single prompt, CoT, CoT+LLM score, and364

CoT+Feedback), we collected a total of 4×4 = 16365

candidate compromises for each view pair across366

all strategies. From this set, we selected the top four367

responses as final candidate compromises based368

on our neutrality criteria. To evaluate neutrality,369

we use the similarity model that computes the em-370

pathic similarity between the generated compro-371

mise and both viewA and viewB , which we re- 372

fer to as scoreA and scoreB, respectively. In 373

the ideal scenario of empathic neutrality, the dif- 374

ference between these scores approaches zero: 375

|scoreA − scoreB| → 0. 376

Table 1 shows the composition of the final 377

candidate compromises across all the strategies. 378

COT+Feedback contributed the highest amount 379

of accepted compromises, while single prompt 380

yielded the lowest, demonstrating the effectiveness 381

of our approach. 382

4 Alignment 383

Language models can be aligned with preferences 384

through either explicit scalar rewards (i.e., GPT-4/ 385

claude ratings) or implicit rewards learned from 386

preference data, where the reward difference in- 387

dicates preference probability. Direct Preference 388

Optimization (DPO) (Rafailov et al., 2024) simpli- 389

fies training by using data likelihood ratios between 390

two models to jointly learn rewards and optimize 391

language model behavior. However, DPO has lim- 392

itations. It only works with pairwise preference 393

data and shows unexpected behavior where the 394

best response likelihood decreases during training 395

despite increase in the relative likelihood between 396

two responses-following the training objective. We 397

use the Noise Contrastive Estimation (NCE) (Chen 398

et al., 2024) based and task loss based alignment 399

method. Recent work (Gutmann and Hyvärinen, 400

2012) shows NCE based alignment methods opti- 401

mize for the absolute likelihood of the data, rather 402

than focusing on the relative likelihood between 403

different responses. 404

Our alignment ensures to learn a policy that en- 405

hances the capability of open source pretrained 406

LLMs towards compromise generation task. Fol- 407

lowing the DPO method (Rafailov et al., 2024), our 408

initial approach includes supervised finetuning of 409

the base model (pretrained LLM) before applying 410

an alignment method. 411

4.1 NCE based alignment 412

After finetuning the base model, we align our 413

model with the candidate compromises. Since 414

we collect multiple responses for a fixed pair of 415

views, for each epoch we randomly sample from 416

this candidate compromise pool to train the model. 417

However, we don’t find it beneficial to train the 418

model with all layers, rather we freeze all layers ex- 419

cept the last three, hence during alignment the last 420
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Response Type Single Prompt COT COT+LLM COT+Feedback
Welcome 0.75% 24.70% 28.45% 46.10%
Safe 0.83% 22.09% 26.65% 50.43%

Table 1: Distribution of final responses across all the prompting strategies.

three layers of the model gets trained. Unlike DPO421

(Rafailov et al., 2024), which utilizes a reference422

model to serve as guidance for the policy model423

during training, we used a single fine-tuned base424

model unfreezing the last three layers. As shown425

in Equation 1, we use the sum of log probabilities426

of the generated tokens as the reward. starget and427

shypo is defined as the sum of log probabilities of428

the candidate compromise tokens and fine-tuned429

base model’s output tokens, respectively. The ob-430

jective increases the candidate compromise likeli-431

hood while decreasing the fine-tuned base model’s432

output likelihood.433

Lnce = − log

(
1

1 + e−starget

)
− log

(
1

1 + estype

)
(1)434

4.2 Task-based loss alignment435

As Discussed in 4.1, Although it increases the like-436

lihood of the candidate compromise samples, early437

work suggests (Bhattacharyya et al., 2020) there is438

a discrepancy between probability values and the439

task metric. Samples with higher probability does440

not guarantee higher score in automatic evaluation441

metric (i.e., BLEU (Papineni et al., 2002), ROUGE442

(Lin, 2004) etc.). To ensure higher likelihood val-443

ues correspond to samples with higher evaluation444

scores, we jointly use the task metric (in our case445

we consider ROUGE) with log probability (Eq. 2).446

Ltbl = max(0, starget − shypo+

|targetrouge − hyporouge| · wmargin)
(2)447

targetrouge refers to the ROUGE score of the448

candidate compromise with respect to the refer-449

ence text (which is candidate compromise), while450

hyporouge denotes the ROUGE score of the com-451

promise generated by the fine-tuned base model452

with respect to the candidate compromise. The453

weight margin value, wmargin captures the impact454

of the difference in task metric during training.455

5 Experimental setup456

Dataset: For training the similarity model, we used457

1000 of the data points along with their empathy458

ratings from participants (please refer to section459

3.1). In addition, we merged our dataset with the 460

data used in (Shen, 2023). Hence, the total data 461

points with human annotated empathy ratings is 462

2500. We split this 75/5/20 as train, dev and test 463

data, respectively. 464

For the alignment experiemnts, we use a corpus 465

containing 2400 contrasting view pairs (data points) 466

divided evenly into the two categories: 1200 pairs 467

for safe versus unsafe views and 1200 pairs for 468

welcome versus excluded views. The dataset is 469

split into training, development, and test subsets 470

with 75%, 5%, and 20% of the data, respectively. 471

Setup: For all the experiments, we use Llama- 472

3.1 8B and mistral-7B instruct (Dubey et al., 2024; 473

Jiang et al., 2023) as base models. We initially 474

fine-tune the base model for one epoch. We imple- 475

mented a linear warm-up and cosine decay sched- 476

uler to dynamically adjust the learning rate with 477

an initial learning rate of 3e−5. For optimization, 478

we used the Adam optimizer with beta parameters 479

(β1,β2) of 0.90 and 0.99, respectively. For task- 480

based loss alignment, a weight margin value of 10 481

yields suitable result. We train for 8 and 12 epochs 482

for the NCE-based alignment and task-based loss 483

alignment respectively. 484

Evaluation metric: For the similarity model 485

experiment, we use the Spearman correlation as 486

the evaluation metric. When computing correla- 487

tions, the predicted empathic similarity value is 488

compared to the labeled value where the labeled 489

value was normalized to range from 0 to 1. For 490

generated compromise evaluation, we use ROUGE 491

score (F-measures) (Lin, 2004). Since we have mul- 492

tiple candidate compromises for fixed view pairs, 493

we first perform pairwise calculations, where the 494

ROUGE score is computed between the predicted 495

compromise and each reference compromise indi- 496

vidually. The final reported ROUGE score (Table 497

2) is the maximum score obtained from all pairwise 498

calculation. 499

6 Evaluation 500

Our evaluation examines the quality and neutral- 501

ity of generated compromises, the impact of de- 502

mographic information, preservation of pretrained 503

knowledge, and human agreement with the gener- 504

6



Figure 4: Difference between scoreA and scoreB . Low
difference indicates better neutrality.

ated compromises through a user study.505

As shown in Table 2, the pre-trained base models506

(Llama and Mistral) performe poorly in generating507

compromises. Instead of relying on single output508

sample, We also investigate through sampling from509

the base model (mulinomial sampling), generat-510

ing 5 samples and selecting the best sample based511

on evaluation metrics. We observe that pretrained512

base line models does not yield suitable genera-513

tion. Although Finetuning the model for a single514

epoch improves performance it is still inadequate.515

We apply the preference alignment algorithm on516

top of the fine tuned model, leads to improvement517

in performance for both models in evaluation met-518

ric, demonstrating the effectiveness of alig/nment519

training for the task. Please see 11.2 for qualitative520

analysis.521

6.1 Empathic Neutrality522

Improvement in the evaluation metric does not523

guarantee empathic neutrality. We use the simi-524

larity model to test the generated compromises for525

neutrality by measuring the difference of empathic526

similarity rating between the generated compro-527

mise and each of the view (scoreA,scoreB). We528

select 100 pair of views sampled randomly from529

the test data. Figure 4 shows how the difference530

varies across the data points. Base model exhibits531

high difference , yielding least neutral generations532

while the candidate compromise consistently main-533

tains least difference, inclined towards neutrality.534

Our method effectively bridges the gap between535

these, yields better samples with roved neutrality536

compared to base model.537

6.2 Significance of Demography538

Since we also collected demographic information539

from human subjects, we also investigate whether540

LLM can be benefitted by including demographic 541

information in the input context for compromise 542

generations. We evaluated this on two different 543

setting, with and without demographics, indepen- 544

dently finetuning and aligning two separate models. 545

For each setting, we select 300 pair of views from 546

train data and 50 pair of views from test data. Table 547

3 suggest that the model does not derive meaning- 548

ful insights from the demographic data,generating 549

similar compromises. 550

6.3 Catastrophic Forgetting 551

To evaluate our alignment approach’s impact on 552

pretrained knowledge retention, we investigate how 553

our method preserves the model’s original capa- 554

bilities. We use WikiText dataset (test subset of 555

wikitext-2-v1) 3 (Merity et al., 2018), a popu- 556

lar dataset to perform catastrophic forgetting test 557

(Fawi, 2024). To assess our method’s susceptibility 558

to knowledge forgetting, we calculate average log 559

likelihood 4 across the dataset. A decline in this 560

number indicates that the model’s mastery of ear- 561

lier content is eroding. As shown in (Table 4), Our 562

method maintains pretrained knowledge more ef- 563

fectively compared to existing methods (i.e., Direct 564

Preference Optimization (DPO) (Rafailov et al., 565

2024)), which is crucial for generating effective 566

compromises that leverage the model’s existing 567

capabilities. 568

7 Human Evaluation of Compromise 569

Methods 570

We asked humans to rate a sample of the com- 571

promises generated by the three methods, Single 572

Prompt, Chain-of-Thought, and Feedback. The 573

participants were shown a pair of statements about 574

modifications proposed for a place, one was writ- 575

ten by someone who thought positively about the 576

place and the other statement was written by some- 577

one who felt negatively about the place. The rater 578

was asked to take the viewpoint of either the peo- 579

ple who felt positively or who felt negatively. For 580

each pair of statements, they were asked to rate 581

on a scale of 1-100 five statements from the view- 582

point of the person who wrote the statement they 583

were to identify with. One statement was the pos- 584

itive or negative statement that they were not to 585

3https://huggingface.co/datasets/Salesforce/
wikitext/viewer/wikitext-2-v1/test

4log likelihood for a datapoint is obtained by summing the
log probabilities over its tokens
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Model Llama Mistral
ROUGE-1(↑) ROUGE-L(↑) ROUGE-1(↑) ROUGE-L(↑)

Base Model 0.164 0.107 0.160 0.105
Base Model + Sampling (best of 5) 0.193 0.151 0.191 0.127
Base Model + Finetuning (FT) 0.255 0.186 0.256 0.185
Base Model + FT+ NCE 0.315 0.216 0.318 0.234
Base Model +FT+ Task based Loss 0.321 0.326 0.333 0.254

Table 2: ROUGE score comparison on test data

Experiment Llama(↑) Mistral(↑)
W Demog. 0.249 0.238
W/O Demog. 0.251 0.237

Table 3: Rouge-L for demography test.
Llama = Llama+FT+NCE, Mistral = Mistral+FT+NCE.

Model Log Likelihood(↓)
LLAMA 3.1 8b+DPO -1.9145
Mistral 7b+DPO -1.8976
Mistral 7b+NCE -1.7230
Mistral 7b+Task based loss -1.7015
LLAMA 3.1 8b+NCE -1.6234
LLAMA 3.1 8b+Task based loss -1.6345

Table 4: Catastrophic forgetting test

identify with. The four other statements were gen-586

erated compromises: one by Single Prompt, one by587

Chain-of-Thought, and two by the Feedback meth-588

ods. Each of participant rated the compromises589

for five pairs of statements. For details about the590

collection of compromise ratings, see Appendix591

11.3592

Method
First

Preference (%)
Second

Preference (%)

ViewB 0 1
Single Prompt 5 13
CoT 18 24
Feedback 1 37 33
Feedback 2 40 29

Table 5: Preference distribution for user study (%).
For Single Prompt and CoT, one randomly selected
compromise was used in evaluation. For Feedback 1
and 2, two randomly selected compromises from the
CoT+Feedback method were used. ViewB represents
the opposing viewpoint to the person doing the rating.

The results of the study (Table 5) reveal a clear593

hierarchy in the effectiveness of the methods evalu-594

ated. As expected, the opposing statement, ViewB,595

was never selected as first preference; it was se-596

lected as second preference only 1% of the time.597

The Single Prompt method, serving as the base-598

line, performed the next worst, with only 5% of599

participants selecting it as their first preference and 600

13% as their second preference. This indicates that 601

a simple single-shot approach is insufficient for 602

generating effective compromises. The Chain-of- 603

Thought (CoT) method demonstrated notable im- 604

provement over the baseline, achieving 18% as the 605

first preference and 24% as the second preference. 606

This highlights the importance of incorporating 607

structured reasoning in the compromise generation 608

process. Finally, the Feedback-based methods 609

(Feedback 1 and Feedback 2) achieved the high- 610

est performance. Feedback 1 garnered 37% as the 611

first preference and 33% as the second preference, 612

while Feedback 2 achieved 40% as the first pref- 613

erence and 29% as the second preference. These 614

results underscore the critical role of iterative re- 615

finement in producing nuanced and satisfactory 616

compromises. In conclusion, the findings validate 617

that feedback-based methods significantly outper- 618

form both Chain-of-Thought reasoning and Single 619

Prompt approaches, establishing their superiority 620

for generating balanced compromises. 621

8 Conclusion and Future Work 622

Our proposed task framework is an example of 623

the critical importance of crafting unique and tar- 624

geted scenarios to evaluate large language models 625

(LLMs) and identify potential limitations, particu- 626

larly in the context of their social intelligence ca- 627

pabilities. Importantly, the scarcity of existing data 628

should not pose a significant challenge, as heuristic- 629

based prompting strategies can be employed to gen- 630

erate synthetic data tailored to specific evaluation 631

needs. 632

Our alignment model effectively bridging the 633

gap between baseline performance and the desired 634

target outcomes. Furthermore, user studies validate 635

the efficacy of our data generation approach. This 636

validation highlights the robustness and practical- 637

ity of our framework in advancing the evaluation 638

and refinement of LLMs for socially intelligent 639

applications. 640
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9 Limitations641

The COT+feedback approach sought to produce642

compromise text that is equally acceptable to both643

viewpoints. In the future, we would also like to644

include consideration of maximizing the empathy645

of each viewpoint to the compromise.646

Our collection of compromises was constrained647

to keep the data collection required manageable.648

The compromises are generated based on two dif-649

ferent human viewpoints for a similar type of place.650

Although many of the comments about a place ap-651

ply generally to a place type, e.g., trails and fencing652

in a park, in a real scenario, the expressed view-653

points are about the same type of place, rather than654

exactly the same. We chose this approach because655

collecting compromise data for the same place656

would be a much larger undertaking. The prompts657

were based on feeling safe/unsafe or welcome/ex-658

cluded. Generalization to other prompts was not659

done because this would have also increased the660

required size of the negative viewpoints. These661

generalizations are left for future work.662

In addition to the collected viewpoints, our work663

made use of demographic information in all ex-664

periments. Our Review Board will not allow the665

release of the dataset with demographic informa-666

tion because it is PII.667

The Human Study comparing different compro-668

mise generation texts presented only a sample of669

5 of the generated texts per viewpoint pair, rather670

than all 20, because humans would have difficulty671

rating 20 items reliably.672

10 Ethical Considerations673

Our goal in this work was to generate compromises674

that are equally acceptable to the two parties with675

different viewpoints. Similar to the general dangers676

of some people trusting all results generated by677

an LLM, the generated compromises should be678

viewed as suggestions for discussion areas, rather679

than a compromise that each person should agree680

to.681
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11 Appendix 1088

11.1 Qualitative analysis of candidate 1089

compromise generation across different 1090

prompting strategies 1091

We provide a detailed qualitative example of target 1092

compromise generation across different prompting 1093

strategies, The first example provides a comprehen- 1094

sive evaluation, while the second example features 1095

a brief assessment. 1096

Example 1

Positive view
I am writing about this place: A nearby park.
I feel safe here because I feel safe here when
others are around. There’s a good sense of
community. Some ways this place could be
modified to be safer are: There’s no fences,
gates, no visitor check, and it’s extremely
open. This is good and bad.

Negative view
I am writing about this place: Our local
park. I feel safety could be improved here.
It’s a wonderful park, but people do not
obey leash laws. I often see people letting
their dogs off leash, making other dog walk-
ers and people with children uncomfortable.
Some ways this place could be modified to
be safer are I would like to see stricter leash
laws. Fines for rule breakers.

1097
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Basic Single Prompt1098

You are an intelligent AI assistant!

I need you to generate a third person
response strictly based on two contrasting
views called positive story and negative
story.

The positive and negative story should be
equally empathetic towards the response.
The response should be a specific sugges-
tion. It should be a compromise between
the positive and negative stories based on
the context of both stories.

Please generate 4 responses with a fixed
format. Try to be as specific and short
instead of being comprehensive.

Please provide your response in the
following format:
Positive view: {}
Negative view: {}
Response 1: [Insert response 1 here]
Response 2: [Insert response 2 here]
Response 3: [Insert response 3 here]
Response 4: [Insert response 4 here]

1099

Results1100

• Response 1: The park management could con-1101

sider implementing designated off-leash areas1102

within the park, allowing dogs to roam freely1103

in specific zones while maintaining strict leash1104

laws in other areas to ensure the comfort and1105

safety of all visitors.1106

• Response 2: Increasing the presence of park1107

rangers or volunteers to monitor and enforce1108

leash laws could help maintain a safer envi-1109

ronment for everyone, while also providing1110

an opportunity to educate dog owners about1111

the importance of responsible pet ownership.1112

• Response 3: The park could install clear sig-1113

nage outlining the leash laws and the conse-1114

quences for violating them, such as fines or1115

temporary bans from the park, to encourage1116

compliance and create a safer atmosphere for1117

all visitors.1118

• Response 4: Organizing community events1119

that promote responsible dog ownership and 1120

provide opportunities for dogs and their own- 1121

ers to socialize in a controlled environment 1122

could help foster a sense of community and 1123

encourage adherence to park rules and regula- 1124

tions. 1125

Analysis 1126

• Human observation: The basic single prompt 1127

strategy shows clear limitations in balanced 1128

perspective handling. Claude’s responses pre- 1129

dominantly focus on addressing the negative 1130

story’s concerns about dogs and leash laws, 1131

while largely overlooking the positive story’s 1132

suggestions about gene ral safety and com- 1133

munity aspects. This demonstrates a bias in 1134

compromise generation toward more concrete, 1135

specific issues (dog-related) over broader com- 1136

munity safety concerns. 1137

Chain of Thought(CoT) 1138

Results 1139

• Response 1: Install fences and gates around 1140

designated off-leash areas for dogs, ensuring 1141

they are separate from other park visitors. 1142

• Response 2: Implement a visitor check sys- 1143

tem that includes registration for dog owners, 1144

ensuring they are aware of and agree to follow 1145

leash laws. 1146

• Response 3: Increase park staff presence to en- 1147

force leash laws and issue warnings or fines to 1148

rule breakers, promoting a safer environment 1149

for all visitors. 1150

• Response 4: Add clear signage throughout the 1151

park to remind visitors of leash laws and the 1152

importance of maintaining a safe and comfort- 1153

able environment for everyone. 1154

Analysis 1155

• Human Observation: The Chain of Thought 1156

approach shows improvement in addressing 1157

multiple aspects of safety, but still demon- 1158

strates some imbalance. While responses 1159

successfully incorporate the positive story’s 1160

suggestions about physical safety measures, 1161

the solutions tend to be more rigid and 1162

enforcement-focused. 1163
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CoT+Feedback1164

Results1165

• Response 1:Create designated off-leash areas1166

within the park that are securely fenced and1167

have separate entrances. These areas should1168

be located away from the main paths and gath-1169

ering spaces to minimize potential conflicts1170

between dogs and other park visitors. Clearly1171

mark the off-leash areas and provide ameni-1172

ties such as water fountains and waste disposal1173

stations.1174

• Response 2: Implement a graduated approach1175

to park safety, starting with clear signage1176

outlining park rules, leash laws, and conse-1177

quences for violations. Provide educational1178

materials on responsible pet ownership and1179

the importance of maintaining a safe envi-1180

ronment for all visitors. As a second step,1181

strategically install fences and gates in high-1182

traffic areas to improve safety while preserv-1183

ing the park’s openness. Regularly assess the1184

effectiveness of these measures and adjust as1185

needed based on community feedback.1186

• Response 3: Implement a hybrid approach1187

to park safety that combines educational ini-1188

tiatives with targeted infrastructure improve-1189

ments. Begin by launching a comprehensive1190

awareness campaign that encourages respon-1191

sible pet ownership, highlights the importance1192

of leash laws, and promotes a culture of mu-1193

tual respect among all park users. Simultane-1194

ously, identify specific areas within the park1195

where safety concerns are most prevalent and1196

install strategic fencing and gates to mitigate1197

risks without compromising the overall open-1198

ness of the space. Regularly assess the effec-1199

tiveness of these measures through commu-1200

nity surveys and data analysis, making adjust-1201

ments as needed to strike a balance between1202

safety and accessibility.1203

• Response 4: Implement a "Balanced Park1204

Safety" initiative that addresses the concerns1205

of both park user groups. The initiative will1206

focus on creating a safe and welcoming envi-1207

ronment for all visitors, including those with1208

children and dog owners. To achieve this, the1209

park will introduce designated off-leash ar-1210

eas for dogs, ensuring that they have a secure1211

space to play and socialize without compro-1212

mising the safety and comfort of other park 1213

users. Simultaneously, the park will enforce 1214

leash laws in all other areas, with clear sig- 1215

nage and regular patrols by park staff to en- 1216

courage compliance. The initiative will also 1217

include educational programs for dog owners, 1218

promoting responsible pet ownership and em- 1219

phasizing the importance of respecting park 1220

rules and other usersńeeds. 1221

Analysis 1222

• Human Observation: The Chain of Thought 1223

with Feedback approach demonstrates the 1224

most comprehensive and balanced response 1225

generation. All five responses effectively ad- 1226

dress the negative story’s dog-related safety 1227

concerns while incorporating the positive 1228

story’s suggestions about physical safety mea- 1229

sures. Notably, this approach generates cre- 1230

ative solutions beyond the original sugges- 1231

tions, such as community feedback mecha- 1232

nisms and educational initiatives. The re- 1233

sponses show deeper integration of both per- 1234

spectives and introduce novel elements that 1235

enhance both safety and community aspects, 1236

demonstrating superior compromise genera- 1237

tion capabilities. 1238
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Example 2

Positive view
I am writing about this place: This is our
local church. I feel welcomed by others
for who I am in this location because This
church has become our home church after
our previous church split up. They readily
took our family in and made us feel loved
and welcome..Some ways this place could
be modified to be more welcoming are Hon-
estly, I would not change anything about
the practices, but I might meet with them
to find out why they feel excluded. I would
give them the gospel.

Negative view
I am writing about this place:
Church,Downtown, Vegas. I feel ex-
cluded by others for who I am in this
location because Unfortunately, organized
religion and the LGBT+ community for the
most part live in a space like oil and water.
While there are some exceptions, many
religious institutions utilize their beliefs
as weapons as opposed to a welcome. I
was raised as a catholic, but as I became
an adult I quickly realized that who I am
does not align with the beliefs and practices
within organized religion. This space never
feels welcoming or inclusive. It’s a space
I focus on avoiding with all of my energy.
The sad part is the roots of religion are
based off inclusion and making those who
are looked upon by society as “less than”
feel lifted up and included, however, that is
not what is put into practice today..Some
ways this place could be modified to be
less excluding and more welcoming are
If the church and organized religion went
back to core principals of love, praise and
inclusion, I truly feel that a space such as
this beautiful church would be one that I
would walk to weekly to share in a joyous
occasion. It’s unfortunate because this is
exactly a half block from where I live. I
hope one day that there is the realization
that have veered off the right path. It takes
one sector of organized religion to start an
inclusion practice and accept no exceptions.

1239

Basic Single Prompt 1240

Results 1241

• Response 1: Design an ’Inclusive Community 1242

Framework’ with designated quiet zones and 1243

gradual integration options, using a holistic 1244

screening approach that considers present cir- 1245

cumstances over past history, accommodating 1246

both those who prefer minimal interaction and 1247

those seeking community acceptance. [Frame- 1248

work too complex and potentially overwhelm- 1249

ing] 1250

• Response 2: Institute a ’Neighborhood Inte- 1251

gration Choice’ system where residents can 1252

customize their community involvement level, 1253

with fair entry requirements focusing on fu- 1254

ture contribution rather than past circum- 1255

stances. [Integration choice system may rein- 1256

force divisions] 1257

• Response 3: Create a ’Neighborhood Har- 1258

mony Program’ featuring both private sanctu- 1259

aries and optional community spaces, with 1260

flexible residency requirements that focus 1261

on present community contribution and mu- 1262

tual respect, accommodating both those seek- 1263

ing solitude and those working on personal 1264

growth. [Harmony program too bureaucratic 1265

and impersonal] 1266

• Response 4: Create community integration 1267

programs that provide both structured support 1268

for newcomers (including those in recovery) 1269

and optional private participation methods, re- 1270

specting individual comfort levels with social 1271

interaction. [Community integration focus 1272

may miss core issues] 1273

CoT 1274

Results 1275

• Response 1: Institute monthly community 1276

meetings where both current church mem- 1277

bers and those who feel excluded can work 1278

together to define specific, actionable steps 1279

toward mutual understanding and respect. 1280

[Community meetings might lack sufficient 1281

structure] 1282

• Response 2: Develop a "Welcome All" pro- 1283

gram that combines gospel sharing with in- 1284

clusive practices, allowing different groups 1285

to participate in church community service 1286
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projects together. ["Welcome All" program1287

could feel pressuring to both sides]1288

• Response 3: Establish regular open dialogue1289

sessions where church members and those1290

feeling excluded can share their perspectives1291

in a structured, respectful environment fo-1292

cused on finding common ground. [Open dia-1293

logue without clear goals may not progress]1294

• Response 4: Create a dedicated outreach com-1295

mittee that includes both traditional church1296

members and LGBTQ+ individuals to discuss1297

ways to bridge understanding while maintain-1298

ing church values. [Outreach committee needs1299

more defined purpose]1300

CoT+LLM score1301

Results1302

• Response 1: The church could partner with1303

local LGBTQ+ organizations to develop inclu-1304

sive worship services that maintain religious1305

traditions while incorporating elements that1306

acknowledge and celebrate diverse identities,1307

perhaps on alternate weekends. [Partnership1308

for inclusive services is good but may push1309

too far too fast]1310

• Response 2: The church leadership could1311

implement monthly "Open Door Sundays"1312

where they explicitly welcome and engage1313

with diverse community members through1314

structured interfaith discussions, followed by1315

shared meals to build personal connections.1316

[Open Door Sundays provides structure but1317

might feel forced]1318

• Response 3: Create specific inclusion guide-1319

lines that combine traditional church values1320

with explicit welcoming practices, developed1321

collaboratively by church leadership and com-1322

munity members. [Inclusion guidelines are1323

helpful but may be difficult to implement1324

fairly]1325

• Response 4: Create a dedicated outreach com-1326

mittee that includes both long-term members1327

and those who have felt excluded, meeting1328

monthly to discuss inclusion challenges and1329

solutions. [Outreach committee has potential1330

but needs careful balance]1331

CoT+Feedback 1332

Results 1333

• Response 1: The church could create a dedi- 1334

cated safe space program where trained me- 1335

diators host bi-weekly sessions allowing both 1336

traditional church members and LGBTQ+ in- 1337

dividuals to share their perspectives and find 1338

common ground in their faith journey. [Re- 1339

specting both traditional religious practice and 1340

LGBTQ+ perspectives] 1341

• Response 2: The church could establish an 1342

LGBTQ+ liaison committee composed of 1343

both congregation members and LGBTQ+ 1344

community representatives to facilitate mean- 1345

ingful dialogue and identify specific inclusion 1346

opportunities while respecting core religious 1347

values. [Focuses on practical solutions] 1348

• Response 3: Establish regular open dialogue 1349

sessions where church members and those 1350

feeling excluded can share their experiences 1351

and perspectives in a moderated, respectful en- 1352

vironment. [Regular open dialogue sessions 1353

work well as they allow both sides to share 1354

experiences] 1355

• Response 4: Develop a structured welcome 1356

program where new or returning members are 1357

paired with existing church members for sup- 1358

port and integration, regardless of their back- 1359

ground. [Being inclusive while respecting 1360

church structure] 1361
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11.2 Qualitative analysis of compromise1362

generation1363

Example 1 (safe/less safe pair)

Positive view
I am writing about this place: The river
next to a trail that I walk on. I feel safe
here because I feel safe because it brings
me joy and helps me to feel good. I feel
comforted and comfortable and therefore
feel safe.. Some ways this place could be
modified to be safer are :It may feel safer
knowing that people are around if your per-
sonal safety is a concern. There is only one
path and no ability to get lost. Everyone is
friendly.

Negative view
I am writing about this place: The river
walk I feel safety could be improved here
There have been several attacks along this
river walk. It’s not a place that people want
to enjoy after dark. Part of the problem
is the amount of drunk and high people
that frequent the path after dark..Some ways
this place could be modified to be safer are
While there are lights and it is somewhat
illuminated, it would be helpful to have reg-
ular security guards along the trail at night.
Security cameras would also be very helpful
along this walkway.

1364

Generation1365

Base model (Llama): The riverside trail is fun-1366

damentally a place of community and connection.1367

By establishing regular morning walking groups1368

between 7-9 AM, we can enhance the existing1369

friendly atmosphere. The natural gathering of1370

people who enjoy the path creates an organic1371

safety network. The single clear path already1372

provides good navigation, and scheduled group1373

activities would further strengthen the welcoming1374

environment that makes this place special. [Leans1375

heavily towards Positive view’s perspective.]1376

1377

Base model (Llama)+FT: The river walk1378

requires enhanced security measures to ensure1379

safety at all hours. Implementing a dedicated patrol1380

system with trained local volunteers would provide1381

necessary oversight, especially during evening1382

hours. Installing emergency communication points1383

and improving lighting would address the current 1384

safety concerns. These measures would help 1385

transform the area from a potentially dangerous 1386

space into a secure community asset. [Focuses 1387

heavily on Negative view’s security concerns.] 1388

1389

Aligned Llama: Create a "Community Safety 1390

Network" that combines the trail’s natural friend- 1391

liness with practical security measures. This 1392

would include trained volunteers from the local 1393

community who patrol during both daylight 1394

and evening hours, wearing recognizable but 1395

approachable uniforms. Establish welcoming rest 1396

areas to serve as both social gathering points and 1397

safety zones, encouraging community interaction. 1398

[Maintaining balanced consideration of both 1399

perspectives.] 1400

1401
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Example 2 (welcome/excluded pair)

Positive view
I am writing about this place: North Park,
in my town.. I feel welcomed by others for
who I am in this location because It’s a hid-
den park that is rather unknown, it’s always
quiet, has a bench by the creek and trails
to walk. I feel welcomed here because it
allows me to take a break from my day and
decompress.Some ways this place could be
modified to be more welcoming are Some-
one who is not open to mindfulness, or who
is loud and doesn’t like being alone, may
dislike this place. I would imagine they
may feel too alone with their thoughts, and
not able to appreciate what is around them
due to what they may already be used to
elsewhere, perhaps they thrive in a city en-
vironment. I would make this space more
welcoming for them, simply by accompa-
nying them on their visit. Providing them
comfort while they experience what I do
while I alone.

Negative view
I am writing about this place: The park that
is in our neighborhood. I feel excluded by
others for who I am in this location because
I went a few times with my son and the
people that have been there each time that
we have gone pretty much claimed it for
themselves. I actually know them from the
school that I teach at and they don’t like
me because I am a Christian. At one point
they said "um we are playing here" , And
you could tell by tone of voice and facial
expression they didn’t want us there. You
can find imagine that would make someone
not even want to stay.Some ways this place
could be modified to be less excluding and
more welcoming are I would maybe put a
sign up saying all people are welcome in our
neighborhood or community. Not that that
would change much but it would at least
make me feel better

1402

Generation1403

Base model (Mistral): The park should establish1404

dedicated quiet zones with meditation benches and1405

nature trails, creating peaceful spaces for individ-1406

ual reflection and mindfulness. Simple signs can1407

indicate these areas as spaces for contemplation, 1408

helping preserve the serene atmosphere while 1409

gently encouraging respectful behavior from all 1410

visitors [minimally addressing negative view’s 1411

concerns about exclusion.] 1412

1413

Base model (Mistral)+FT: The park should 1414

implement a welcoming committee program 1415

where community volunteers greet visitors and 1416

organize inclusive group activities. Installing 1417

welcome signs in multiple languages and creating 1418

designated community gathering spaces would 1419

help ensure everyone feels accepted, regardless of 1420

their background or beliefs [No consideration for 1421

those who find peace in solitude] 1422

1423

Aligned Mistral: Clear signage and designated 1424

spaces would establish areas for both group 1425

activities and individual reflection, supported by 1426

a comprehensive community engagement plan 1427

addressing personal and social needs. A trained 1428

community mediator would help resolve any 1429

conflicts or exclusion, while regular forums bring 1430

diverse groups together to shape park policies 1431

that give equal weight to all experiences and 1432

concerns. [Maintaining balanced consideration of 1433

both perspectives.] 1434

1435

Conclusion 1436

The Chain of Thought with Feedback approach gen- 1437

erated the most balanced and nuanced responses, 1438

effectively integrating perspectives from both the 1439

positive and negative stories. It introduced creative 1440

solutions that enhanced both safety and community 1441

aspects. While this strategy has limitations such 1442

as being resource-intensive and potentially intro- 1443

ducing bias, it demonstrated superior compromise 1444

generation capabilities compared to the basic single 1445

prompt and Chain of Thought approaches. 1446

11.3 Collection of human ratings for 1447

evaluation of different prompting 1448

strategies 1449

The Prolific5 platform was used to recruit partici- 1450

pants located in the US. The participants were paid 1451

the equivalent of $17/hr for 20 minutes of time, 1452

with the actual mean time of a batch of participants 1453

ranging from 14-20 minutes. All participants pro- 1454

vided informed consent prior to participating in the 1455

5https://prolific.com
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study. The study was part of a larger study that was1456

reviewed by a review board prior to launch of the1457

study.1458

The participants were given the following overall1459

instructions:1460

Welcome to the study. In this study, you
will read accounts about similar places
from different pairs of people, whom we
will be labelling as Person A and Person
B. The accounts are related to their per-
ceptions of how welcoming or safe their
neighborhoods are. A and B have not
met and wrote their stories separately.
After reading each pair, you will take
the perspective of Person A and rate the
acceptability of several suggested modifi-
cations. How acceptable would Person A
find these suggestions?

1461

Each participant was asked to rate compromises1462

for five pairs of statements about suggested place1463

modifications written by Person A and Person B.1464

For each participant, the story A of a pair was first1465

presented:1466

You are about to read Person A’s story.
Please pay special attention to this story.
You will need to take this person’s per-
spective when considering Person B’s
story and the suggestions afterwards.
You should have just read the story of
Person A, the person whose perspective
you will take.

1467

Whether story A is a positive view or a negative1468

view was randomly assigned to participants, bal-1469

ancing for an equal number of positive and negative1470

views. Next, the participant read story B of a pair1471

of statements:1472

Now you will read Person B’s story. Per-
son B has had a much different experi-
ence. (A and B have not met and wrote
their stories separately).
Press the blue button when you are ready.

1473

After reading the stories by Person A and Per-1474

son B, a participant is asked to rate four generated1475

compromises plus Person B’s modifications.1476

Now please pretend to be Person A (the
first person whose story you read).
As Person A, you have just read Per-
son B’s story. You will see a list of sug-
gested modifications that try to address
both A and B. Carefully consider each
of the following suggested modifications
and rate how acceptable each suggestion
is from your (Person A’s) perspective. To
help you remember, we have included
both people’s original suggestions below.
A’s suggested modification: <view A>
B’s suggested modification: <view B>
Pretend you are Person A (the first per-
son whose account you read).
How acceptable is each suggestion? Use
the slider BELOW each suggestion to
make your rating.

1477

The four suggestions plus view B were presented 1478

in random order, and a horizontal slider from 1 to 1479

100 was shown below each text. 1480

Once all sliders were adjusted, the slider ratings 1481

were recorded and the participant could click a 1482

button to move to the next pair of statements. 1483

Once the participant rated five pairs of state- 1484

ments, they were asked demographic questions 1485

about their age, gender, income level, 1486
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