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ABSTRACT

The performance of flow matching and diffusion models can be greatly improved
at inference time using reward alignment algorithms, yet efficiency remains a ma-
jor limitation. While several algorithms were proposed, we demonstrate that a
common bottleneck is the sampling method these algorithms rely on: many algo-
rithms require to sample Markov transitions via SDE sampling, which is signif-
icantly less efficient and often less performant than ODE sampling. To remove
this bottleneck, we introduce GLASS Flows, a new sampling paradigm that sim-
ulates a “flow matching model within a flow matching model” to sample Markov
transitions. As we show in this work, this “inner” flow matching model can be re-
trieved from a pre-trained model without any re-training, combining the efficiency
of ODEs with the stochastic evolution of SDEs. On large-scale text-to-image
models, we show that GLASS Flows eliminate the trade-off between stochastic
evolution and efficiency. Combined with Feynman-Kac Steering, GLASS Flows
improve state-of-the-art performance in text-to-image generation, making it a sim-
ple, drop-in solution for inference-time scaling of flow and diffusion models.

1 INTRODUCTION

Flow matching and diffusion models have revolutionized the generation of images, videos, and many
other data types (Lipman et al., [2022; |Albergo et al., 2023} |Liu et al., 2022} Song et al., [2020b}; [Ho
et al.| 2020). They convert Gaussian noise into realistic images or videos by simulating an ordinary
or stochastic differential equation (ODE/SDE). Trained on large web-scale datasets, these models
can generate highly realistic images or videos at unprecedented quality. Due to diminishing returns
of pre-training these models, many recent works propose methods to improve models at inference-
time, i.e. by optimizing additional objectives commonly referred to as rewards (Uehara et al.,[2025).
These reward alignment algorithms allow to enhance text-to-image alignment (Zhang et al.,|2025),
solve inverse problems (Chung et al.,|2022;|He et al., 2023)), and improve molecular design (Li et al.,
2025b). However, as these algorithms achieve higher performance at the expense of more compute,
efficiency remains a major challenge for deploying reward alignment algorithms.

Inference of flow and diffusion models has so far followed one of two sampling paradigms: (1) ODE
sampling, as used in flow matching or the “probability flow ODE” in diffusion models, and (2) SDE
sampling. Empirically, it is well-known that ODE sampling is significantly more efficient and is
therefore the main choice for deployment of large-scale models (Karras et al., 2022} |Esser et al.,
2024). However, a useful characteristic of SDE sampling is that it is random, i.e. a future point X/
is not determined by the present X; but characterized by transition probabilities

pt/‘t(xt/\xt) = P[Xt/ = I’t/|Xt = I‘t], (i)j’t,l't/ S Rd,() S t < t/ S 1) (1)

where p;/|; is called the transition kernel. Many reward alignment algorithms rely on sampling
from py/|;. For example, search methods use samples X ~ py,(-|z¢) as branches of a search tree
(for ODE sampling, there would be only one branch). This creates a dilemma: So far, it is not known
how to obtain samples X/ ~ py;(-|x¢) using ODEs. Therefore, one has to switch from ODE to
SDE sampling, losing efficiency in order to use an alignment algorithm that is meant to increase it.

In this work, we present a method to sample from transitions p;/|; using ODEs: Gaussian Latent
Sufficient Statistic (GLASS) Flows. GLASS Flows combine (1) the high efficiency of ODEs with
(2) the controllable stochastic evolution characteristic of SDEs. GLASS Flows construct an “inner
flow matching model” to sample from p;/|; (see fig. . Crucially, this inner flow matching can be
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Figure 1: GLASS Flows overview. Left: Sampling transition py | (2 |z;) with GLASS Flows.
Initial Gaussian samples Z,—( are evolved from inner time s = 0 to s = 1 via the velocity field
us(Ts|ze, t) that is obtained by transforming a pre-trained flow matching model. Right: Reward
alignment with GLASS Flows improves text-image alignment.

easily obtained from pre-trained flow matching models without any fine-tuning - this transforma-
tion relies on the concept of a sufficient statistic, a fundamental tool in theoretical statistics
[1922). Hence, GLASS Flows are a simple plug-in for any algorithm relying on SDE sampling. We
apply GLASS Flows to reward alignment and improve the state-of-the-art performance in text-to-
image generation. To summarize, we make the following contributions:

1. We introduce GLASS Flows, a method for efficiently sampling flexible Markov transitions
via ODE’s leveraging pre-trained flow and diffusion models.

2. We demonstrate that GLASS Flows can sample Markov transitions with significantly
higher efficiency and lower discretization error than SDEs.

3. Text-to-image generation via GLASS Flows is shown to perform on par with ODE sam-
pling, indicating GLASS Flows have eliminated the efficiency and stochasticity tradeoff.

4. We show significant performance improvements for text-to-image generation at zero cost
by plugging GLASS Flows into Sequential Monte Carlo and reward guidance procedures.

2 BACKGROUND AND MOTIVATION

In this section, we introduce the necessary background on flow and diffusion models. We follow
the flow matching (FM) framework (Lipman et all, 2022; [Albergo et all, [2023; [Liu et all, [2022),
yet everything applies similarly to diffusion models (see appendix [B.4)). We denote data points with
z € R and the data distribution with pq.... Here, ¢ = 0 corresponds to noise (N (0, I;)) and ¢ = 1
to data (pgata ). To noise data z € R?, we use a Gaussian conditional probability path p; (z;|2):
=z +oe, e~N(0,I) & pilxgz) = N(2; nz, 02 1y) ()
where oy, 0y > 0 are schedulers with agp = 07 = 0 and o = 09 = 1 and oy (resp. oy) strictly
monotonically increasing (resp. decreasing) and continuously differentiable. With z ~ pga¢, ran-
dom, this induces a marginal probability path p;(z;) = E..p,...[p:(z¢|2)] which interpolates
Gaussian noise py = N (0, I4) and data p; = pgata. FM models learn the marginal vector field:
pt(4]2)Pdata(z
wiee) = [l pelrdz,  pu(efer) = PP E) @)
pe(e)
where u;(2¢|2) is the conditional vector field (see eq. for formula). Simulating an ODE with
the marginal vector field from initial Gaussian noise leads to a trajectory whose marginals are p;:

d
Xo ~ po, &Xt:'ut(Xt) = Xi~p €]

In particular, X; ~ pqata returns a sample from the desired distribution. This sampling method is
commonly called ODE sampling with a flow matching model. In the diffusion literature, sampling

in this way is called the probability flow ODE (Song et al.| 2021). In addition, one can also sample
using the time-reversal SDE (Song et al., |2021) given by

2 .
Xo ~ N0, 1), dX, = |u(X,) + %Vlogpt(Xt) dt + v, dW,, 12 = 2%03 — 20,6, (5)
t
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where V log p:(z;) is the score function and 6, = 0;0¢, & = O,y are the time-derivatives of the
schedulers (see eq. for a derivation). As this is the limit process of DDPM (Ho et al.| |2020),
we refer to this as DDPM sampling in this work, regardless of the schedulers used. As the score
function V log p; is just a reparameterization of u, (see appendix [A.T)), this SDE can be simulated
using the same neural network. While every v, > 0 results in a valid sampling procedure (Karras
et al., 2022; |Albergo et al.l 2023; Lipman et al.| 2024), we restrict ourselves to the choice of v,
corresponding to the time-reversal SDE (DDPM sampling) as this is most commonly used.

3  MOTIVATION: EFFICIENT TRANSITIONS FOR REWARD ALIGNMENT

Inference-time reward alignment considers that the data distribution pqat, 1S not the “desired dis-
tribution” that the model should sample from. To align models better with our goals post-training,
one uses Pdata ONly as a prior distribution and steers samples from the model to maximize a user-
specified objective function 7 : RY — R called the reward function. This goal is formalized as
sampling from the reward-tilted distribution

V() = Jepaaa(2) exp(r(z)) (2> 0) ©

Note that the likelihood p”(z) is high if pgata(2) is high and r(z) is high. We briefly review three of
the most common reward alignment algorithms and how they rely on stochastic transitions py ;.

Sequential Monte Carlo (SMC) methods (Wu et al., [2023a; |Singhal et al.| 2025; Skreta et al.,
2025) use a transition kernel p;/|; as a proposal distribution. They evolve K particles oy via

o ~pep(ley) (0<t<t' <1,k=1,...,K) (7

The particles are then evaluated via potentials G(x¢, x4 ) that guide the particles towards the desired
tilted distribution, e.g. G(z¢, xy) = exp(r(zy) —r(x:)). Subsequently, the particles are resampled:

k
. . a
ay, ~ Multinomial(G(zy, z5,), - - -, G(z, 2F)), b =207 (k=1,-- K)
——
sample indices reassign particles

Here, SMC sequentially replaces “unpromising” particles by “promising” ones.

Search methods (Li et al [2025b; Zhang et al., |2025)) consider DDPM sampling as a rollout of a
search tree with branches coming from samples from p;.|;. Beyond sampling branches of the search
tree, search methods use approximations of the value function (Li et al., [2025b) defined via

Vi) =108 E.wp, ,(fon[exp(r(2))],  where pyi(zla:) = pi(2i]2)paata () /pe(2:)  (8)

to evaluate nodes, i.e. to select nodes in the tree. Estimating the value function V; relies on the flow
matching posterior p;|;. This is a special case of a DDPM transition (Song et al., 2020b):

pue(2lee) = P2 (Xe = 2| X, = ) )

As sampling from p;;(z|x;) is only possible with the SDE so far and therefore inefficient, most
search methods use approximations of this function (Li et al., [2025b; [Zhang et al.,|2025)). Similarly,
approximations of the value function V;(x;) can also be used to define potentials in SMC procedures.

Guidance methods. Guidance methods (Skreta et al., 2025} |Chung et al., [2022; |[He et al.l 2023}
Feng et al., 2025) modify the vector field u; of the flow matching or diffusion model using an
intermediate reward function r; : R — R such that r; (z) = r(2):

uy () = we(x) + . Vri(z) (¢ > 0) (10)

Again, ideally r;(x) = Vi(z), which is computationally heavy to estimate for the same reasons.
Instead, one can define r;(x) via simple approximations and potentially correct using SMC and
SDE sampling (see e.g. (Skreta et al., |2025|, Proposition 3.4)).

GLASS Flows motivation. Instead of proposing another reward alignment algorithm, we take a
complementary approach: We optimize the transitions these methods rely on. Specifically, we aim
to (1) improve how to sample the transitions; and (2) extend the space of transitions that we can
sample from. As most deployed models use ODE sampling for efficiency, the reliance of inference-
time reward alignment on stochastic transitions from SDEs is a common handicap making them
slower and less performant. This motivates our goals:
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Goal 1: Simulate transitions py|; in an efficient way (via ODEs); and such that they are
stochastic (i.e. emulates DDPM sampling).

Goal 2: Extend the space of transitions py/|; to allow for more effective reward alignment (e.g.
SMC or search).

4 GLASS FLows

In this section, we present GLASS Flows, a novel way of sampling transitions from pre-trained flow
and diffusion models. We begin by explaining the core idea.

Let us be given a point X; = z; in a flow matching or diffusion trajectory. Given a time t' > t,
our goal is to sample Xy ~ pt/|t(xt/ |;) from a transition kernel p;;. We can consider this as a
conditional generative modeling problem in itself. In other words, the variables z;, ¢ are the variables
we condition on (i.e. “prompts”) and we want to sample x4 . To do this, we can, in turn, construct an
inner flow matching model u(z4|z;,t) with a new time variable s (0 < s,¢ < 1,7, 7; € R?)
that is supposed to model the transition kernel of p;.|;. Specifically, we want to construct u, (T |y, )
such that after sampling from this model via

%Xs = us(Xslze, 1) = X1~ ppp (|1 X = o) (11)
we get samples from the transition kernel p,/, at s = 1 for an appropriate initial distribution pip;.
Note that with this approach, we achieve stochasticity by sampling the inner initial condition X,
while the subsequent evolution follows a deterministic ODE. In contrast, SDE transitions have de-
terministic initial conditions but the increments are stochastic. We present a simple algorithm to
obtain u(Z|x;, ) that we explain in this section (see algorithm|I).

Xo ~ Dinit,

Algorithm 1 Transition sampling with GLASS Flows (with Euler ODE integration)

1: def D(xy,1): > FM denoiser  Input: Start time ¢, end time ¢/, current
2: u < up(xy) > neural net call position x4, pre-trained FM model u,
3: return m(atu — dta:t) schedulers ay, oy, &ug, G5, correlation
4: p, number of steps M
5. def D(zy, Zs, 1, X): > GLASS denoiser ~ Output: Sample X1 ~ py4 (x4 |xy)
6: If s = 0: return D;(x4) 1: ¥ < poy /oy
T —1

7 S(x) 19271[3;,57%]T 2: Sﬁample_e ~ N_(O, 1)
8 g (D)) 3 ok Tk o

. * .
lg: return D (o« S(x),t%) S he 1/M

) _ . . 6: form=0,...,.M —1do
11: def us(xs|xt,2t) a > GLASS velocity 7 v us(X. |, £) > Call function
12 N | % T, e | O 8 X, X,+hv

ofy o+ Qs+ 9  s<s+h

13: 2« D({t@&% %) 10: end for _
14wy = %%y 9,0, — G wisws < —Jwr  11: Return X
15: return wy T + ws Z + w3 T¢
16:

4.1 GLASS TRANSITIONS

We first define the family of transitions py/|; to sample from. To define a transition kernel p;/|; in a
flow matching model, we want X;, X;/ to have marginals given by the probability path:

X ~ N(agz,021y), Xy ~N(apz,0515) (2~ pdasa)

Therefore, given a data point z € RY, the respective mean and variances of X, X, are fixed.
However, we have a degree of freedom to set the correlation p between X; and X;/. Specifically, we

define mean scale p and covariance X as
2
_ (X X2\ _ [ o} pOLoy
Yo1 Moo poioy o}

o= ()= (),
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where the correlation —1 < p < 1 is the degree of freedom that we can choose. Then let us define
the tuple X = (X¢, X¢)” and define the joint distribution as

d
XNpt,t'(X‘z) = HN((XtJng/)aZ]:uvz) (Z = (Zlv"' 7Zd)T diata) (12)
j=1

Each coordinate is noised identically and independently - we only allow for correlations across time,
not across coordinates. Every joint distribution pys (X, X;/) also defines a conditional distribution
Pt (Xe | Xe) = prw (X, Xo) » GLASS transition (13)
Pe(Xt)
which defines the GLASS transition. This is a large family of transitions where p controls the
similarity between X; and X . It includes the important example of DDPM transitions:

Qo

Proposition 1. For p = 27, we get that: ppP™(Xy|X:) = pyje(Xe|Xe), ie. DDPM

transitions are a special case of GLASS transitions.

See appendix for a proof. Note that p defined like this is a valid correlation coefficient (i.e.
|p| < 1) because =t* < 1 and 0% < 1 by monotonicity of the schedulers.

ot

4.2 CONSTRUCTING THE VELOCITY FIELD

In this section, we show how to construct us(Zs|z¢,t) to sample from the GLASS transition Dyt
from pre-trained flow matching and diffusion models without any re-training or fine-tuning. A
fundamental concept we use is a denoiser model D, defined as the expectation of the posterior:

1 .
Dy(x) /zp1|t(z|x)dz E——— (opu(xe) — Gpy). (14)
The second equation shows that we can easily obtain the denoiser by reparameterizing the velocity
field u; (see appendix for derivation). In the following, we use the same reparameterization
idea but the other way around: To construct @s(Zs|x¢, t), we (1) derive a denoiser model for Markov
transitions and (2) reparameterize it to obtain the velocity field @s(Zs|z¢, t).

4.2.1 GLASS DENOISER

We begin by extending the idea of a denoiser to Markov transitions from z; to . In eq. (I2), we
have defined a joint distribution over X = (X, X/ ) specified by some mean scale y and covariance
3. Therefore, we define the GLASS denoiser as the expected posterior given both x; and x:

DN,Z(X) = /Zp(Z = Z|X = X)dZ, X = (Itazt’)vxtazt’ € Rd (15)

Here, it is instructive to think of z; as a noisy measurement of a parameter z. The “standard” de-
noiser D; represents the mean of z given one Gaussian measurement x;, while the GLASS denoiser
D,, ». represents the mean of z given two Gaussian measurements (¢, z;/). Our core idea is that we
can effectively “summarize” two measurements (x4, x4 ) into a single variable via the transformation
Ty—1
560 = Lrgr.
prET
In theoretical statistics, S(x) is called a sufficient statistic (Fisher, |1922} [Casella & Berger, 2024),
describing the idea that S(x) carries as much information about the latent Z = z as does x. This is
intuitive: S(x) is a weighted average of x4, zy - the weight is higher the more informative an element
is about z (lower variance and higher scale factor p). Finally, define invertible function g(t) =
02 /a? as the effective noise scale defined by flow matching schedulers v, 0. We get:

x = (g, 2p)7 € R¥*4 » sufficient statistic

Proposition 2. Let x = (11, z2) with x; € R and t* = t*(u, ) = g~ ((uX ')~ 1). Then:

D#,E(X) = Dt* (Oét* S(X))
—— ————
GLASS denoiser “standard” pre-trained denoiser with reparameterized input and time

where D is defined as in eq. (I4) and « is the scheduler in eq. (2).

So, the GLASS denoiser can be obtained by a single function evaluation of a pre-trained model
(see algorithm . See appendix for a proof. We note that g~ is a simple analytical formula
depending on the choice of o, oy (see appendix [B.6|for specific formulas).
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4.2.2 GLASS VELOCITY FIELD

We now derive the GLASS velocity field us(Zs|zs,t) as a reparameterization of the GLASS de-
noiser. Since py i/ (x4, z4|2) is Gaussian (see eq. ), also the conditional distribution is Gaussian

pee(Te |2, 2) =N (zp; 0z + Fay, e ) (16)
where 3§ =poypo;t, a=oay —Jou, &> =05(1—p?) (17)
Therefore, we can construct a conditional and marginal Gaussian probability path by
Ps(Zs| e, 2) =N (T; sz + Y20, 05 10),  ps(Tslzy) = /ps(fs|$t, 2)p1js (2] 7e)d2 (13)
for schedulers @, 5 such that &g = 0,y = &, 01 = 7, 6(2) > (. These conditions ensure that the
marginal probability path interpolates noise and the GLASS transition:
s=0: po(Zolre) =N(Zo;y21,001a), s=1: pi(Z1]we) = pyp(Xey = 21|2y)

A natural choice of schedulers are ones such that p, (Z 4|+, ) is the optimal transport path (CondOT
schedulers (Lipman et al., [2022)), i.e. a5 = sa,0s = (1 — s)do + s&. We present the following
result (see appendix for proof):

Theorem 1. Let us be given two times ¢ < ', a starting point 2, and a correlation parameter p
defining the GLASS transition p;/|; in eq. (13). Then we can sample from py/|.(-|2¢) as follows:

Define the GLASS velocity field as the weighted sum of Z, x; and the GLASS denoiser
Us(Ts|s,t) =w1(8)Ts + w2(8) D sy, 5(s) (Tt, Ts) + w3(8) 24 (19)

with weight coefficients w (s), w2 (s), ws(s) € R and time-dependent mean scale and covari-
ance j(s), X(s) given by

2 25
_ Oy _ [ % O
,[L(S) - <as 4 Vat) ) E(S) - <O.tQ,y a.g +,y20.t2) (20)
aS_S — — —
wi(s) = 60 , wa(s) = 0sas — aswi(s), ws(s) = —Fwi(s) (1)

where &, 05,7 are chosen as in eq. . Then the final point X, of the trajectory X obtained
via the ODE

_ d _ _
Xo ~N G, 51a), - - Xs = us(Xilar, ) (22)

is a sample from the GLASS transition, i.e. X1 ~ py(:|z¢). More generally, X, ~ ps(-|z)
forall 0 < s < 1.

This theorem shows that any flow matching or diffusion model contains an “inner” flow matching
model us(Zs|x¢, t) that allows to sample GLASS transitions. By proposition no further training is
required. As this result relies on the idea of using the sufficient statistic of Gaussian measurements
to infer a latent z, we coin these flows Gaussian Latent Sufficient Statistic (GLASS) Flows. In
algorithm|[I] we describe pseudocode to sample a transition with GLASS Flows. Note that the repa-
rameterizations and 2 X 2 matrix inversions are negligible compared to neural network evaluations.
Therefore, the complexity of algorithm [I{is governed by the number of function evaluations of the
pre-trained velocity field u(x), i.e. the number of simulation steps M.

Sampling with GLASS Flows. To generate a data point X; ~ Pgata, We set the number K of
transitions and transition times 0 < ¢y < t; < -+ < tx = 1 and initialize X = Xy, ~ N(0, I4).
For every k = 0,--- , K — 1, we sample the transition from X;, to Xy, , using algorithm |If (set
t =ty and t' = t51) with a choice of a correlation parameter p that we can choose freely (note that
it can also vary across transitions). Assuming no discretization error and perfect training, if X, is
distributed according to the probability path, also the next step will have marginals specified by the
probability path by theorem [T}

th ~ Pty = th+1 ~ Ptrt1
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In particular, it will hold that X;,, = X; ~ p; = Pdata. 1.6. the endpoint is a valid sample
from the desired distribution. This preservation of marginals holds for any p (not limited to the
one corresponding to DDPM transitions). Therefore, GLASS is a novel sampling scheme resulting
in Markov chains preserving the marginals of a pre-trained flow or diffusion models. The total
number of function evaluations is K - M. For K = 1, only one transition, we recover standard flow
matching as the conditioning for ¢y = 0 is simply ignored. Further, for M = 1, one simulation step
for the inner transition, we recover DDIM sampling (Song et al., |2020a) (see appendix for a
derivation).

Implementation. For numerical stability, we need to account for the cases when s = 0 in al-
gorithm [I] We derive this edge case in appendix [B.3] In appendix [B.3] we also discuss other
techniques to make the implementation numerically stable. Further, all current large-scale flow
matching models use classifier-free guidance (CFG) (Ho & Salimans, |2022) to condition on
a prompt c. To use CFG with GLASS Flows, we treat the classifier-free guidance vector field
ul (z]c) = (1 + w)ue(z|c) — wue(z) as the ground truth vector field for the same weight w > 0,
i.e. all calculations are done with this vector field. Finally, it is well-known that there are many
equivalent parameterizations of the vector field v, (e.g. via the score function or directly via the
denoiser) and also diffusion models in discrete time. We discuss in appendix [B.4 how to construct
GLASS Flows with these alternative parameterizations. Further, we provide a minimal implemen-
tation of algorithm|[I]at.github.com/PeterHolderrieth/glass_flows_tutoriall

4.3 INFERENCE-TIME REWARD ALIGNMENT WITH GLASS

Finally, we briefly explain how GLASS Flows can be applied to inference-time reward alignment,
focusing on the algorithms discussed in section [3}

Sequential Monte Carlo: we use GLASS Flows to evolve the particles with the proposal distribu-
tion py/ ¢ (see eq. ) replacing SDE sampling (Singhal et al.| 2025) with GLASS Flows.

Value function estimation: we estimate the value function V;(z;), as used in search methods (see
proposition , via samples from the posterior p;); replacing SDE sampling with GLASS Flows.

Reward guidance: we can adjust the GLASS velocity field, analogous to eq. (I0), to apply GLASS
Flows with reward guidance. Specifically, we add an appropriately scaled gradient of an analogous
value function derived in appendix

5 RELATED WORK

We discuss the most closely related work in this section and refer to appendix [C] for an extended
discussion of other related methods. GLASS Flows operate in discrete-time, leveraging an under-
lying continuous-time model. Discrete-time diffusion (Sohl-Dickstein et al., 2015) appeared prior
to continuous-time diffusion, but such models are parameterized as 1st order approximations of the
same ODE/SDE and are not qualitatively different. GLASS Flows instead consider sampling from
latent Gaussian transitions for arbitrarily distant times. Recently, discrete-time transitions in FM
models were also studied in Transition Matching (Shaul et al., 2025)). In fact, the DTM supervi-
sion process in Transition Matching (see (Shaul et al., 2025, equ. (10))) corresponds to a GLASS
transition with p = 1 (see appendix [C]for detailed discussion). However, note that Transition Match-
ing (Shaul et al., 2025) modifies pre-training and network architectures via patch approximations to
sample transitions via flows, while our method focuses on inference-time modification post-training.
Therefore, GLASS Flows and TM address different problems and lead to different models that are
theoretically related, yet practically different.

Inference-time reward alignment methods are reviewed in (Uehara et al., 2025). They can be cate-
gorized into single particle (i.e. guidance) and more general multi-particle methods (i.e. Sequential
Monte Carlo (SMC) and search). Guidance such as (Chung et al.,[2022;Song et al., 2023b} | Ye et al.}
20245 Yu et al., 2023 |Bansal et al., 2023; |He et al., 2023; [Song et al., 2023a; |[Feng et al., 2025) aims
to approximate the difference between an existing velocity and an optimal velocity trained with a re-
ward. In addition to guidance, source-based methods specific to flows keep the velocity fixed while
altering the input noise distribution (Ben-Hamu et al.}|2024; [Eyring et al., 2024; Wang et al., | 2025).
Multi-particle methods evolve a population of particles such as SMC (Singhal et al., 2025}, |Skreta
et al.,2025; Wu et al.,|[2023a; Mark et al.| 2025 |He et al., [ 2025) and search (Li et al.,|2025b; Zhang
et al., [2025).
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Recently, |Chen et al.| (2025b) propose Training-free Augmented Dynamics (TADA) introducing
training-free improvements of diffusion models using a similar mathematical principle as in this
work. Specifically, they show that several recently proposed diffusion models with augmented state
spaces (Dockhorn et al.,[2021;|Chen et al.,|2023) can be recovered from a pre-trained FM or diffusion
model using a Gaussian conjugacy/sufficient statistic argument (Chen et al.,[2025b} Proposition 3.1).
Further, this principle can be extended to state spaces augmented with more than 2 variables. This
allows them to accelerate sampling significantly. While we design a different method designed to
get fast stochastic transition samplers for reward alignment, both (Chen et al.,2025b) and this work
use the same mathematical principles to derive their respective algorithms. We discuss this in more
detail in appendix [C]

Finally, reward fine-tuning methods based on GRPO (Xue et al.| 2025; |L1 et al., [2025a; |Liu et al.),
stochastic optimal control (Liu et al.; Domingo-Enrich et al.,|2024), DPO (Wallace et al., [2024) or
other reinforcement learning approaches aim to achieve the same goal as this work, i.e. to align a
diffusion model with a reward function r. GLASS has 2 different important synergies with these
models: (1) Many of these algorithms require the use of DDPM/SDE sampling for exploration
during training (Liu et al., 2025} Xue et al.| 2025} [Li et al., [2025a; Domingo-Enrich et al.l [2024).
However, this is very inefficient - as discussed in this work. Therefore, one could potentially ac-
celerate reward fine-tuning methods via GLASS Flows by replacing the slow SDE sampling with
GLASS Flows. (2) One can also apply inference-time scaling with GLASS Flows to fine-tuned
models. Many of these models learn a FM model of reward-tilted distribution. Hence, GLASS
Flows is equally valid to be applied to reward fine-tuned models and can be used to improve these
models as well. Therefore, both approaches complement each other.

6 EXPERIMENTS
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Figure 2: Posterior sampling experiments. We noise images and then sample from the posterior
z ~ p1j¢(-|r) via DDPM or GLASS Flows. Left: Examples for t = 0.2 and M = 6 simulation
steps. Middle: FID values for various simulation steps M and time ¢. Right: Estimation of the value
function as assessed by correlation with ground truth (200 Monte Carlo samples with M = 200).

6.1 EFFICIENT POSTERIOR SAMPLING AND VALUE FUNCTION ESTIMATION

Posterior sampling. We begin by benchmarking the efficiency of sampling transitions with GLASS
Flows (our method) vs SDEs (DDPM sampling). As an example transition of particular importance,
we use the posterior py|, of the probability path (see eq. (9)). We use DiT/SiT models from (Peebles
& Xie, [2023; Ma et al. [2024), a competitive class-conditional flow matching model, trained on
ImageNet256. Our experimental setup is as follows: We sample data points from the ImageNet
model (2 ~ Pdata), NOise them (z ~ p;(-|2)), and then sample from the posterior via each respective
method (2" ~ py)¢(-|2)). For many simulation steps (A = 200 in algorithm|I), both GLASS Flows
and DDPM sampling give high quality samples from the posterior (see app. fig.[I0). We then vary
the number of simulation steps M to values ranging from M = 2 to M = 50 and the time ¢. Note
that the lower M and the lower the time ¢, the “harder” the task gets as we have more discretization
error and have added more noise to the reference image. Figures|[TT]to[I3]show that GLASS Flows
return significantly higher quality samples for low M or ¢. To quantify this, we measure the image
quality via Frechet Inception Distance (FID) using 50k images for both reference and each method
(for each combination of ¢ and M). GLASS Flows achieve significantly better FID than DDPM
sampling for the same number of sampling steps (see fig. 2). Therefore, GLASS Flows represent a
significant boost in efficiency when sampling from the posterior p; ;.
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Value function estimation. Next, we investigate whether better sampling from p;; also translates
to better estimation of the value function V; (see eq. (@) As areward model, we use log-likelihoods
of a ResNet ImageNet classifier (He et al.,[2016). We repeat the same experiment, i.e. noise image
and sample from the posterior, but this time measure the correlation (or MSE) between the ground
truth value function and estimators. The ground truth is measured by using M = 200 simulation
steps with the ODE/SDE and 200 samples. As one can see in fig.[2] GLASS Flows achieve signifi-
cantly higher correlation for lower number of simulation steps. This demonstrates that the improved
posterior via GLASS Flows translates to significantly better estimation of the value function.

6.2 NOVEL SAMPLING METHODS
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Figure 3: Sampling from SiT/FLUX with various sampling methods. Left: Comparison with FLUX
of images generated with DDPM vs. GLASS Flows. DDPM samples are more blurry and of lower
quality. Middle: Results for SiT. Right: Results for FLUX. Prompts: “Carrots” and ‘“Refrigerator”.

We next investigate how GLASS Flows perform as a novel scheme to sample from flow matching
and diffusion models. We use the DiT/SiT models and the FLUX model (Labs, [2024)), a state-of-
the-art text-to-image model generating high resolution images (size 768 x 1360). We use 50 neural
network evaluations (default for FLUX model) for all methods. For GLASS Flows, we use equally
spaced N = 6 transition points. As one can see in fig. [3] ODE sampling vs. DDPM sampling have
a significant performance gap for the default FLUX parameters. However, GLASS Flows close
this gap both for SiT on ImageNet (FID) and the GenEval benchmark on FLUX. In fact, GLASS
Flows perform on par with ODE sampling, while having stochastic transitions. Therefore, these
results demonstrate that GLASS Flows effectively remove the trade-off between efficiency and
stochasticity for sampling.

In appendix [D.3] we perform an ablation experiment over various correlation parameters p. Overall,
we find that all values of p are numerically stable and lead to ODE-level performance with only
minor differences. The choice of a constant correlation schedule of p = 0.4 led to the best results
for the FLUX model and we use this in subsequent experiments. We note that the optimal choice of
p is dependent on the data and model and may well differ for other settings.

6.3 SEQUENTIAL MONTE CARLO EXPERIMENTS

Next, we apply GLASS Flows to inference-time reward alignment via Sequential Monte Carlo
(SMCO), in particular Feynman-Kac Steering (FKS) (Singhal et all |2025; [Skreta et al 2025). We
apply FKS on text-to-image generation using the FLUX model. We use a different pre-trained model
than (Singhal et al.|, [2025) because FLUX is the current state-of-the-art model and our method re-
quires a continuous-time model (the ¢* map does not fall into a discrete set of grid points). Except
that, we use the same hyperparameters as in (Singhal et al., 2025). Between resampling steps, we
sample the transitions with either DDPM sampling like previous works (Singhal et al., [2025)) or
GLASS Flows. We also compare against a Best-of-N baseline (BoN), i.e. where /N images are sam-
pled and the one with highest reward selected. To ensure that we do not overfit to a single reward
model, we run experiments for 4 different reward models (CLIP (Hessel et al., 2021)), Pick (Kirstain
et al.| [2023), HPSv2 (Wu et al., 2023b), ImageReward (Xu et al.|[2023a)). Further, to avoid “reward
hacking”, we evaluate results also on GenEval (Ghosh et al., [2023), to measure whether we can
effectively optimize a reward without sacrificing GenEval performance. In table[I} we summarize
our results and we plot examples in fig.[T4] The first observation we make is that FKS with vanilla
SDE sampling does not outperform a simple Best-of-N baseline as the Best-of-N is sampled with



Published as a conference paper at ICLR 2026

Table 1: Sequential Monte Carlo via Feynman-Kac steering (FKS). Every reward model defines a
new experiment whose samples we evaluate on the same reward model and the GenEval benchmark.
We set N = 8 (number of particles). NFEs=400 for all rows except flow baseline (50 NFEs). BoN:
Best-of-N. FKS: Feynman-Kac Steering.

Algorithm | cup | Pick | HPSY2 | IR

| CLIP  GenEv. | Pick GenEv. | HPSv2 GenEv. | IR GenEv.
Flow baseline 34.9 63.2 23.4 63.2 0.302 63.2 0.88 63.2
BoN-SDE 36.9 60.8 23.1 63.5 0.303 60.9 1.16 65.3
BoN-ODE 38.5 70.6 23.8 69.3 0.315 69.8 1.31 71.8
FKS-SDE (DDPM) 39.0 64.1 23.4 63.0 0.295 63.6 1.19 63.8

BoN-GLASS (DDPM) | 38.6 70.8 23.8 71.5 0.316 68.8 1.33 71.8
BoN-GLASS (p =0.4) | 38.8 71.8 23.8 69.9 0.316 69.1 1.32 71.9

FKS-GLASS (DDPM) | 39.7 70.5 24.1 68.8 0.317 68.3 1.37 68.2
FKS-GLASS (p =0.4) | 39.8 72.6 24.1 72.2 0.318 70.3 1.40 74.3

ODEgs, i.e. the performance gain by using ODEs compared to SDEs weighs more than using SMC
vs. Best-of-N. However, replacing the SDE transitions with GLASS Flows (our method), we remove
this trade-off. In fact, GLASS Flows combined with FKS leads to significant improvements for
all 4 rewards models without sacrificing performance on GenEval. We repeat the experiment
on the PartiPrompts benchmark (Yu et al., 2022). Here, we optimize each reward model and eval-
uate on all other models. As shown in app. fig.[9} similarly FKS with GLASS Flows leads to
significant improvements and also constitutes the best-performing method on PartiPrompts.

Combining GLASS-FKS with reward guidance. Fi- 1able 2: Improving GLASS-FKS using
nally, we explore combining FKS-GLASS with reward gradient guidance. ImageReward (IR)
guidance. We pick the best-performing reward from ta- and GenEval results. Note: benchmarks
ble[T} ImageReward, and use it to compute the gradients 4r° slightly different to table[T]as image
in eq. (see appendix [D.4] for details). Note that we resolution was decreased.

decrease the resolution of the image to 672 x 672 as the

high-resolution images generated by FLUX led to mem- Algorithm | IR GenEv.
ory bottlenecks in the gradient computation. We present Flow baseline 0.88 63.8
results in table[2] As one can see, guidance can improve FKS-GLASS 1: 45 72:7

results from FKS further - increasing both the reward FKS-GLASS+V | 1.52 73.1
being optimized and the GenEval results. Finally, we
note that we also explored reward guidance as a stand-
alone method, showing GLASS Flows led to an improved
trade-off between reward optimization and image quality. As reward guidance is less commonly
used to improve text-to-image alignment as most improvements come from SMC (also in previous
methods, e.g. (Singhal et al.,|2025))), we present these results in appendix

7 CONCLUSION

We introduce GLASS Flows, a novel way of sampling Markov transitions in flow and diffusion
models using an “inner” flow matching model. This inner flow matching model can be retrieved from
existing pre-trained models using sufficient statistics. Here, we applied GLASS Flows to inference-
time reward alignment: Traditional sampling procedures for flow matching and diffusion models are
poorly suited for inference-time reward alignment, either having deterministic trajectories like ODEs
or requiring many steps to accurately simulate like SDEs. By combining the efficiency of ODEs with
the stochasticity of SDEs, GLASS Flows substantially improve prior algorithms for inference-time
reward alignment that relied on SDE sampling. Hence, GLASS Flows serve as a simple, drop-in
solution for inference-time scaling of flow and diffusion models. In the future, one could explore
applying GLASS Flows to other methods relying on SDE sampling, e.g. some reward fine-tuning
(Liu et al.l 2025} Xue et al, [2025; |Li et al., [2025a; Domingo-Enrich et al.| [2024) or image editing
methods (Meng et al., 2021} Nie et al., 2023). Further, one could explore learning or dynamically
adjusting the correlation parameter p defining the GLASS transitions.

10
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A PROOFS

A.1 DETAILS ON FLOW MATCHING AND DIFFUSION BACKGROUND

Vector field and denoiser. We briefly present here the parameterizations between the vector field,
denoiser, and score function. The conditional vector field u:(z|z) for Gaussian probability paths is
given by (see (Lipman et al.| [2022} [2024)):

o . 15
ui(x|z) = U—Zx + (& — atg—z)z (23)
Therefore, we know that

() = [ wi(alz)pu(ale)d %)
=2yt (& — atﬁ)/zp”t(,ﬂx)dz (25)

Ot gt
=T 4 (b — 2 Dy(x) (26)

Ot Ot

Rearranging this equation results in:

Dy(z) :/zp1|t(z|x)dz = %(Utut(m‘) — 64r) (27)

Q10 — Q0

Score function and probability flow ODE. For completeness, we re-derive here the known con-
nection between the flow matching ODE and the probability flow ODE in the score-based diffusion
literature (Song et al.,|2020b). We know that the score function is given by:

oz — T
Viogpi(z|z) = ¢ 5
0%
aDi(x) — x
= Vlogp(x /Vlogpt(m| 2)p1ye(2]w)dz = %
t

1
> Dia) =+ %V]ngt(x)

Therefore, plugging this into the denoiser-vector field identity (see eq. (26)) we get that

o . o
u () zo—zx + (& — atO—Z)Dt(m) (28)

: 2

4 (at(’t - &tat) V log pi(z) (29)
Oy Qi
: 2

:%x + V—tVIngt(x) (30)

¢

where v? = 26,07 /oy — 26404 as in eq. H Defining the forward drift function f (z,t) = @

and the forward diffusion coefficient as 7, = 11 _¢, then eq. @ is the vector field of the probablhty
flow ODE (Song et al.l [2020b, Equation (13)) of the forward diffusion process given by (note that
the diffusion literature uses a different time convention where ¢ = 0 iS pgats and t — oo corresponds
to noise):

Xo ~ Pdatay  dX; = F( Xy, t)dt + 5, dW; 31)

where W, is a Brownian motion. Therefore, ODE sampling in eq. (Ell) is equivalent to the probability
flow ODE for Gaussian probability paths (Song et al., [2020b, Equation (13)) (up to differing time
convention).

Time-reversal and DDPM. Further, it is well known the SDE in eq. has a time-reversal given
by the SDE with diffusion coefficient 1, and vector field given by (Anderson, [1982; Song et al.|
2020b))

dX; = a—x + v 2y log pi(z) | At + v, dWy (32)
t
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Using eq. (30), we can convert this back to the following form:
1
dX, = |u(Xy) + v/ Viogp(x) | dt + v, dW, (33)

This proves eq. (3).

A.2 PROOF OF PROPOSITIONII]
Proposition 1. For p = 27t we get that: pbP"™ (X, |X;) = py(Xy|X;), i.e. DDPM

Ty t'|t
transitions are a special case of GLASS transitions.

Proof. To show that
pBﬂPM(Xt/|Xt) = puje(Xv [ Xe)
it is sufficient to show that the joint distributions coincide
PN (X, Xu) = prv (X, Xur)
In turn, it is enough to show that the distribution conditioned on z is the same

d
ptD,]t)rPM(Xt>Xt’|Z) = Pt,t/ (Xt7Xt’|Z) = HN ((Xi,X;?f);zju,E) (34)
j=1
where we used eq. . For p = >+ %/ as assumed, we obtain that

2 it 2
(&% Ot a9t
B= < ) v XY= a2 Lo (35)
Qugr oy Jt’ O't/

In turn, as the DDPM is the time-reversal of a autoregressive forward process, it holds that for ¢ < t':

pE]t)/PM('rtv Typ|z) = p]t)|]t)’PM(xt |$t/)plt)/DPM(33t’ |2)

where we used that p]tjllt),PM(mt|xt/,z) = p]tjllt),PM(mt|xt/) as the DDPM process is also Markov in
backwards time and it holds that
pe(we)2) =N (25 a2, 05 1y)

2
Q Q
PO () =N (x L ;ag,ud)
Qgr Q

t/
where the second equation follows from the fact p?ll)tp M is the transition kernel of the forward noising

process (see eq. (31))), which is a Gaussian Markov process in discrete time (which is unique if we
restrict to have marginals given by p,). Alternatively, one can also directly prove this by using that

ptD‘]t),PM is the transition kernel of the forward process in eq. |b and using the transition kernels of

Ohrnstein-Uhlenbeck processes, see e.g. (Karras et al., 2022, equation (11))).
It remains to work out the mean and covariance of the joint distribution using classical rules for
Gaussian distributions. Specifically, we can sample from ptD,]tD,PM('|z) by first sampling X ~
pe (x4|2) and then sampling

2

a
Xy + o2 — —LoZe, €~ N(0,1y)
Qg «

t t!

Q¢

X, =

Therefore, it holds that the conditional means are given by
EXv|Z =zl =avz, E[XiZ==z]= &E[Xt/\Z =z = & Qpz = uz
at' ’

Ot
and
ay a?
Cov[ Xy, Xy|Z = 2] =—Cov[Xy, Xp|Z = z] + |0} — —5 07 Cov]e, Xy |Z = 2]
(072 ay N——
‘ =0
Gt 2
— oy Ut/
a? a?
Var[ Xy |Z = 2] =07, Var[Xy|Z = 2] = —Lo} + (0] — —50}) = 0}
O[t/ Oét/
Therefore, we see that eq. holds. This finishes the proof. [
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A.3 PROOF OF PROPOSITION 2]

We start by making a statement about summarizing 2 Gaussian measurements into 1 measure-
ment.

Lemma 1 (Equivalent observations for multivariate Gaussian). Let z € R, let p1 = (1, u2)” €
R? be a mean vector and ¥ € R?*? a (positive definite) covariance matrix. Further, let X € R?
be a multivariate Gaussian random variable given by

X = (X1, Xo)T ~N (2, %)
Further, define the one-dimensional random variable Y via the mapping
pr's—1x

Y = S(X) where S(X) = m,

x = (z1,20)7 € R? (36)
Then observing X at value X = x is equivalent to observing Y at Y = S(x), i.e. for any pior
distribution pgata of Z = z it holds that
piZX=x) = pZ|Y =5)) €))
—_— —_—
posterior with observation X posterior with observation Y

Equivalently, S(x) is a sufficient statistic for X given z. Further, Y is again normally dis-
tributed with

1

i.e. observing X1, X5 is equivalent to observing a single Gaussian measurement of z.

Proof. The fact that Y is again normally distributed follows from the fact that linear mappings of
Gaussians are again Gaussian with mean and variances given by known formulas:

1
_ Ty—1vy] _ Ty—1 _ Ts—1, , _
E[Y] —mE[N b X]—mu b E[X}—mu Yluz =2
1 1
VY= Iy sl =+
[Y] (uTz_lﬂ)Q(u )E(p ) T,
Further, it holds that
log p(X|Z = z)
1
== (X =z )" (X 2 p)

1 1 1
=C(X) + §Z/LT271X + §XTE*1;LZ — izz,uTEflu

=C(X) + @ [28(X) + S(X)z — 27
_ (= S(X))?
O s T

=C(X) + logp(Y = S(X)|Z = z2)
where C'(X) is an arbitrary constant independent of z. Therefore,
P(X[Z = 2) = exp(C(X))p(Y = S(X)|Z = 2)
Hence, we know that
P(Z]X = x) x p(Z)p(X = x|Z) < p(Z)p(Y = §(X)|Z) x p(Z]Y = 5(X))

where we dropped constants in Z. As both sides are distributions in Z (i.e. integrate to 1), they must
be equal. This finishes the proof. O
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Proposition 2. Let x = (71, z2) withx; € R and t* = t*(p, X)) = g~ 1 ((pX ")~ 1). Then:

DH’E(X) = Dt* (Oét* S(X))
—— —_————
GLASS denoiser “standard” pre-trained denoiser with reparameterized input and time

where D is defined as in eq. (T4) and o is the scheduler in eq. ().

Proof. By lemmal[l] we know that

D, x»(x)= /zp(Z = z2|X =x)dz :/zp(Z =z2|Y = 8(x))dz = /zp(Z = z|a Y = a;S(x))dz

forany 0 < ¢t < 1. We know that oY given Z = z has distribution
2
oy
OétY ~ N <O[t27 m)

Now the right-hand side, we want to coincide with a time point ¢ in the Gaussian probability path,
i.e. such that

2

o
N <at2» ,uTZt—lu> = N (o2 O—tQId)
This is equivalent to
2
o; 1
9() = =5 = 75—
af  pfElp

Now, by assumption ¢ is strictly monotonically increasing and o, is strictly monotonically decreas-
ing. Therefore, the function g is invertible and we can simply set ¢t* accordingly as stated in theorem.
Then, we get:

Dyus(x) = / p(Z = 2|X; = ap S(x))dz = Dye (a1 S(x))

A.4 PROOF OF THEOREM[I]

Theorem 1. Let us be given two times ¢ < t/, a starting point x;, and a correlation parameter p
defining the GLASS transition p/|; in eq. . Then we can sample from py/|; (+|x¢) as follows:

Define the GLASS velocity field as the weighted sum of 5, x; and the GLASS denoiser
Us (Ts|s,t) =w1(8)Ts + w2(8) D sy, 5(s) (T, Ts) + w3(8) 24 (19)

with weight coefficients w (s), wa(s), ws(s) € R and time-dependent mean scale and covari-
ance 1(s), X(s) given by

2 25
_ 0% [ % oy
/L(S) - <as 4 7041‘/) ) E(S) - <0.t2,.y a.g + ,YQO.tZ) (20)
aS_S — — —
wi(s) = 60 , wa(s) = 0sas — aswi(s), ws(s) = —Fwi(s) (21)

where &, 0,7 are chosen as in eq. . Then the final point X; of the trajectory X obtained
via the ODE

_ 3 3 d - _
Xo ~N G, 51a), - - Xs = us(Xilar, 1) (22)
is a sample from the GLASS transition, i.e. X1 ~ py(:|z¢). More generally, X, ~ ps(-|z)

forall0 < s <1.
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Proof. We can obtain samples X, from the probability path p,(X,|X¢,t,2) = N(Zs;asz +
S =2
VYLt, O Id) by

X, =a,Z +3X, + 356, €~N(0,I),Z ~ Pata (39)
Therefore, the derivative with respect to s is given by

0, Xs =0,0,7 + 045 4€ (40)

Now, we can reparameterize € into X; and X,
1 _
€= — [Xa — déZ—’;/Xt]
Os
Inserting this into eq. [@0), we get
_ 1 -
85Xs :anSZ + asésf [Xs - asZ - ﬁXt]
s
=w1(8) X + w(8)Z + w3(s)X;
where w1, wa, w3 are as in eq. (2I). Taking the conditional expectation, we get:
E[asXs|Xt = T, Xs = i’s]
=w1(8)T5 + wa(s)E[Z| X, X] + ws(s)zy
=w1(8)Ts + wo (S)Du(s),z(s)(l‘t, Ts) + wa(s)xy
=uy(Zs|as, t)
where us(Zs|2¢,t) is defined as in the theorem. It remains to show that the left-hand side of the

equation fulfills the continuity for the probability path p,(Z,|z;,t). Let f : RY — R be an arbitrary
smooth function with compact support (test function). Then we have

[ 1@,z

0, / F@)ps (@], £)d7

=0:E[f (X)X, = 2]

:E[Vf(XS)T88X3|Xt = l‘t]

=E[Vf(X,)TE[0:X:| X5, X¢]| Xt = 2]
S)TUS(XS‘Xtvt)|Xt = xt]

=E[Vf(X
— / V(@) s (@ler, )ps (@, )z

= [ 1) [V (wn(ahoe, Opu alor, 1) ds
where we used partial integration in the last step. As f is an arbitrary test function, we obtain that
both sides also coincide for each point:

Osps(Zlae, t) = =Vaz - (us(Z|e, £)ps (T[4, 1))

This shows that the continuity equation is fulfilled (see e.g. (Lipman et al., 2022} 2024)). This
implies that the trajectory X obtained via the ODE

_ d = _
Xo ~NGwe,551a), - Xs = us(Xilar, 1) (41)
has a final point X, that is a sample from the GLASS transition:
Xs ~ ps("Xt = $t) (42)
for all 0 < s < 1. This finishes the proof. ]
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B ADDITIONAL GLASS DISCUSSION

B.1 GLASS FLOWS AND REWARD GUIDANCE

We explain how (gradient) guidance aimed at sampling from the reward-tilted distribution as defined
in Section [3|can be simply applied to GLASS Flows. We first recall the construction for “standard”
FM and diffusion models and then show how to translate it to guidance for GLASS Flows.

Guidance for “standard” FM models. Recall that to sample from the reward-tilted distribution
p"(x) in our setting, the tilted vector field u} () can be written in terms of marginal vector field
u¢(x) and the value function V;(z)

uy (z) = w(x) + e VVi(x), (43)

where ¢; = %to2 — ¢,0;. Equivalently, in the denoiser parameterization
ap

2
Dj(2) = Di(x) + ZEVVi(a). (44)
t

In practice, V;(z) and therefore D7 () is often approximated via (Chung et al.,[2022)
Vi(z) = Bir(Di(z)) (45)

where 7, as in eq. and B, > 0 is a hyperparameter (theoretically, 5; = 1 would be ideal, it is
common to tune this hyperparameter however). Therefore, the final approximated guidance vector
is given by

up (r) = ur(x) + 1B Vo [r(Di(w))]
Guidance for GLASS Flows. To derive guidance for GLASS Flows, we now translate the same

principles to GLASS Flows. For this, let D}, s;(x) be the denoiser for the reward-tilted distribution.
Then we know that:

Dy 55y (%) = Di- (= S(x)) (46)
Further, using the same approximation in eq. (43)) and inserting it into eq. (#4), we get:
D} (5),5(5) (%) =D (o= S(x))

~Dps (o= 5(x)) + Be-

0%

2
- Vyr(De-(Y) jy=a,« 5(x)

[e%

04

2
" Vyr(De= (Y)) ly=a, S(x)

:D;L(s),E(s)(X) + Bt* o

Finally, we can insert this identity into the formula for the tilted GLASS velocity field (see theo-

rem|[I)):
Uy (Ts|we, 1) 47)
=w1(8)Zs + w2(8) Dj,4) 5(5) (T, Ts) + w3 (s)¢ (48)

2
o

=w1(8)Ts + wa(8)Dy(s),5(s) (X1, Ts) + ws(8) 2t +Bp ——wa(8)Vyr(De= () jy=a, S(x)  (49)

Qup*

=us(Zs|Te,t)
2

a: wa(8)Vyr(Dex (¥)) ly=ar- $(x) 0

_ o
=us(Zs|e,t) + Bis

where u, (T |z, t) is the GLASS velocity field for the (non-tilted) distribution pqat.. Theoretically,
B¢ = 1 would be optimal for a perfect estimation of the value function. However, because of the
approximation in eq. {#3), we recommend tuning 3; > 0 as done already for previous guidance
methods (Chung et al.,|[2022; |He et al., 2023).
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B.2 M =1GLASS FLOWS

As described in Section f.2.2] GLASS Flows generate a data point using K transitions and M
simulation steps per transition. For K = 1, GLASS Flows are equal to standard flow matching
integration of an ODE performed over M simulation steps. In this section, we instead consider
when M = 1. Let e ~ N (0, ), where Ty = Jx; + Goe. Then for one-step integration using the
CondOT schedulers, we get

‘xtﬂ )

To + w2(0)Dyy0),5(0) (1, To) + w3 (0)z
To +w2(0) Di(x1) + w3 (0)zy

Zo + w2 (0) Dt (x1) + w3 (0)z
g UOJ To + aDy(xy) — ’_YU 0000
= Jx; + aD¢(x¢) + Ge. (51)

1 = Zo + uo(Z

A’\
O

0 0
0 0

|
8
o
+
S
=
—
.VSV

(x4
(z+

Tt

Comparing with the conditional Gaussian probability path evaluated at s = 1, p1(X; = z|z4,2) =
Pyt (X = x|z, 2), we note that GLASS Flows for M = 1 samples transitions via

Xy~ pyp(Xe|we, 2 = Dy(xy)). (52)

This is identical to the Gaussian transition kernel parameterization typically used in discrete-time
diffusion models. So at M = 1, transitions from GLASS Flows match a discrete-time diffusion
model parameterized in this fashion with the same Gaussian kernel and denoiser.

In fact, M = 1 GLASS Flows are exactly equal to denoising-diffusion implicit models
(DDIM) (Song et al.l [2020a) for particular GLASS parameters and the same pre-trained denoiser.
We begin by noting that DDIM uses a model parameterization that inserts the denoiser for z. Next,
we demonstrate that the z-conditional transition kernels are equal for particular GLASS parame-
ters. DDIM uses a conditional parameter per transition from ¢ to t/, at’? +» and marginal parameters
aP, where 0 < aP < land 0 < (05 .)? < 1— al, and superscript D denotes DDIM. From
Equation [I6] an arbltrary GLASS transition kernel can be written

0./
(x|, 2) = N(apz + ptf,ta—t(xt —yz),05(1 — pf,)t)l), (53)
t

where 0 < pf,’t < 1 and p’s explicit dependence on ¢ and ¢’ is included for clarity. Now set

-

o2=1-aP

(UD/)2
pt,t’ = 1- 1 i,tO[tD,7 (54)

where we note that 0 < pt, < 1is satisfied due to the constraint on at . Inserting and rearranging,
we recover the DDIM transition kernel (see Eq. 7 in|Song et al.| (2020a))).

DDI

u (w0 -vaPz)
PEP™ (|, 2) \/at,z—k\/l al — (02,2 (@R, (59)
Vi-aof

B.3 NUMERICAL STABILITY

In the following, we show that is simple to ensure numerical stability in algorithm (1| Generally,
we recommend performing all operations in algorithm 1 - except the neural network evaluation -
in higher precision (float64). This has minimal overhead compared to large-scale neural network
evaluations and minimize errors from reparameterization. We now discuss more specific steps.
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s = 0 edge case. For s = 0, it holds that
Xo =75X; + 0oe (56)

One could think of this as a 2-step Markov chain, i.e. it holds p(Xo| X3, 2) = p(Xo|X;). Itis a
classical property of Markov chains that the posterior then also depends only on the state X;:

(2| X1, Xo) = p(2|Xy)

One can prove this directly by applying Bayes’ rule twice and using the Markov property:

p(2] X4, Xo) oxp(Xy, Xo|2)p(z) (57)
=p(Xo|X:, 2)p(X:|2)p(2) (58)
=p(Xo|X1)p(Xi]2)p(2) (59)
ocp(X¢|2)p(2) (60)
op(z| X¢) (61)

As the first and last term both integrate to 1 (as they are probability distributions over z), they must
be equal. As the posteriors are the same, also the denoisers are the same:

D, 0),500)(Xt, Xo) = Dy(Xy)

In algorithm[I] we use this fact to ensure numerical stability at s = 0.

Numerical stability of matrix inversion for (s) and weight coefficients. The covariance matrix
is given as:

2 2= 2
%(s) = [Uzt— Ut%gf} _ { 0t Oy Otp (62)

opowp L+ pPof

where we inserted ¥ = poy /0. Then

det X(s) = (62 + p?0l)o? — oloip? = 0252

Therefore, det X(s) > 0 and X(s) is invertible whenever 07 > 0 and 52 > 0. We now discuss

S

when this might not be the case. First, o7 > 0 is equivalent to ¢ < 1 as o is strictly monotonically
decreasing with o7 = 0 by assumption. Hence, o; > 0 always holds in practice as we never take a
transition starting at the final time ¢ = 1. However, it is important that the operation would not be
well-defined in this case. Second, 7 is also positive for s < 1 by assumption and it fulfills at s = 1
that 52 = crtz/(l — p?). Therefore, for either t' = 1 or p = =41, it would hold that 5; = 0. Hence,
for ' = 1 or p = £1, the matrix X(s) would not be invertible. However, in algorithm|[I] we always
simulate and take velocities for s < 1. Therefore, everything is well-defined and we observed that
the inversion of ¥(s) did not constitute a numerical problem even for p = £1. In fact, even for
p = %1, the samples we obtain are of high quality (see experiments in appendix [D.3). Further, one
can add a small value to the diagonal matrix to make it invertible: X(s) < X(s) + els fore > 0 to
account for s close to 1. Similarly, the weight coefficients for the GLASS velocity field are given
by:

wy(s) = — wa(s) = Osas — aswi(s), ws(s) = —Fwi(s) (63)
for ¥ = poy /o,. We sample transitions for ¢ < ¢/ < 1. Therefore, ¢ < 1 and also oy > 0 and
therefore 7 is well-defined. Further, for s = 1 and p = +1 or ¢’ = 1, it holds that wy (s) is not
well-defined as 6, = 0. However, as before, algorithmonly uses time steps s < 1 — 1/M and
therefore we did not encounter any numerical instabilities. As mentioned above, we recommend
performing all operations in algorithm 1 - except the neural network evaluation - in higher precision
(float64). This will have negligible overhead compared to neural network calls.
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B.4 OTHER DIFFUSION PARAMETERIZATIONS

Other vector field parameterizations. In algorithm [I} we assume that the pre-trained flow or
diffusion model is given in the velocity parameterization u;(x) as used in flow matching. It is well-
known that diffusion models can be equivalently parameterized via the score function V log p;(z)
or the denoiser D;(z) or the noise predictor (also called e-predictor):
Gt(.’I)t) = E[X0|Xt = xt]

To use a model trained with a different parameterization for GLASS Flows, we simply reparameter-
ize them into the denoiser parameterization D, (x). In algorithm [I} we have presented this for the
reparameterization of u; into Dy - for other models one might simply have to use the corresponding
reparameterization. See e.g. (Lipman et al.,[2024] Table 1) for reparameterization formulas.

Discrete-time parameterizations. Our derivations assume that we have a model w;(x) trained in
continuous time 0 < ¢ < 1. In contrast, discrete-time diffusion models (Sohl-Dickstein et al., 2015}
Ho et al.| [2020) are trained with a different time reparameterization. We discuss how to use GLASS
Flows for these models. Let us assume that the discrete-time diffusion models is given in the shape
of a denoiser model bk(x) with discrete time steps K = 1,---, N and discrete-time schedulers
ay, 0. We can map these discrete-time k = 1,--- | N into a grid G = {fj }j:L--- .~ of continuous
timepointsO:fl <ty <o <iy=1via

~2
~ g
te=g"! (f“)

aj,

where g(t) = 02 /a? as before for continuous-time schedulers o, ;. Further, define the denoiser
model D; on the grid points as

6%
Note that D;(x) is a valid denoiser model for ¢ € G in the grid and schedulers oy, o, - same as
before. However, there is one important difference: querying D,(x) for ¢t ¢ G would correspond
to an invalid input to Dy, or, at least, and out-of-domain query of the neural network. Naturally, we
want to avoid such out-of-domain queries. Specifically, during simulation of the GLASS Flow for a
transition from ¢ to ', the denoiser model is queried at times t*(u(s), X(s)) given by

t*(u(s), 5(s)) =g~ (((s)S " (s)p(s)) ™)

_ Qo _ [ a? oy
He) = (as + Wt) M= (037 o2+ 720?)

It holds that t*(x(0), X(0)) = ¢ (see appendix and therefore in particular we restrict transitions
to only appear from grid points to grid points, i.e. ¢,t" € G. To choose “inner” grid points 0 = sg <
51 < -+ < sy = 1, we can restrict ourselves to the set 7 = {s € [0, 1]|¢t*(u(s),X(s)) € G},
i.e. choosing s; € 7. In general, there is no closed-form for 7 as we allow for general sched-
ulers vy, 04,75, @s. A simple numerical approach to (approximately) obtain 7 is always valid. If
Qy, 0¢, 0, @5 have simple analytical formulas, we might also obtain a closed form for 7. Therefore,
GLASS Flows can be applied to discrete-time diffusion models in the same way and all of our re-
sults equally hold - with the only difference that the time points s in algorithm [I] are constrained to
s € T. Note that the above procedure is not an approximation but is exact: Simulating GLASS
Flows with a reparameterized discrete-time diffusion model or a continuous-time diffusion model
leads to identical results as long as time steps s € 7 (assuming both models have no training error).
Of course, there is still an error in the discretization of the simulation of the ODE - which would be
identical for both, however. Therefore, GLASS Flows can also be applied to discrete-time diffusion
models in the same way with a constrained set of valid inner grid points s in algorithm|[I]

B.5 ROLEOFp

We briefly discuss the role of p and how it determines the stochastic nature of the GLASS transition
Py |¢(2¢|x¢). Now that the GLASS transition can be written as:

pt’|t(l‘t’|xt):/pt/\t(xt'|xtvz) pue(zlzy)  dz
[ — —_———

GLASS (depends on p) posterior (indep. of p)
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Note note that for p = 1, the conditional transition p;/|;(x|z¢, 2) becomes deterministic. How-
ever, py|¢(z|z;) is independent of p and is not deterministic but rather a proper posterior distribution.
Therefore, even for p = 1, the GLASS transitions are stochastic (in particular, p = 1 does not
correspond to ODE sampling). Therefore, p determines py/|;(x |7, 2), in particular how correlated
is that we add to a single data point but only partially determines the probabilistic/stochastic transi-
tion. We found that the time difference ¢’ — ¢ (determined by the number of transitions K') and the
variance of the posterior p;|; are equally important factors determining the variance of the transition
distribution py/ | (24 |74).

B.6 ANALYTICAL FORMULAS FOR g~ *

1

We derive specific formulas for g, g~! for various schedulers oy, o¢. The inversion ¢! is used in

algorithm[I] Recall the definition:
o;
9(t) = —
af

For choices of ay, g4, one can derive g’1

mon schedulers.

analytically. We present the derivation for the most com-

Linear schedule. Let us set

Then:
o =15 = (3-1)
9 M y) = 1+1\/§

Variance-preserving schedule. Let us set:

O = 1— t7 Qp = \/%
Then:

Variance-exploding schedule. Let us set:

Ot = \/E; ap =1
Then:

C EXTENDED RELATED WORK

Other applications. A wide range of reward guidance methods have been proposed (Chung et al.,
2022; |Abdolmaleki et al.; [Ye et al., [2024; [Yu et al.l 2023 [Bansal et al.| [2023; He et al.l 2023}
Graikos et al., |2022)), particularly focused on solving inverse problems such as Gaussian deblurring
or inpainting. Many of the methods can be seen as various approximations of the posterior py ;.
Here, we give a new way of sampling from p;;, potentially also opening new possibilities for these
type of problems. However, note that the text-to-image setting we consider in this work comes with
various challenges and constraints that are different than many of the settings these works consider:
The reward models are neural networks themselves, i.e. we cannot query them out-of-distribution,
and their gradients might not be informative. Further, the reward models are highly non-convex.
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Other approaches to reward alignment. We briefly discuss other methods. The LATINO sam-
pler (Spagnoletti et al., [2025) devises a scheme that iteratively noises a data point and then maps it
back to a clean data point with a one-step sampler. The DEMON method (Yeh et al.| [2024) uses
stochastic SDE based sampling of diffusion models and considers the noise that is added as part of
the SDE in a search space, i.e. they find the optimal noise to be added to an SDE. We could apply
GLASS Flows also to this setting. Wu et al.|(2024) introduce an auxiliary variable that is effectively
a noisy version of a clean image and then sample both jointly via a Gibbs sampler. [Krishnamoorthy
et al.| (2023) train a classifier-free guidance model where the conditioning variable y is the reward
or objective value. By setting that reward to be high, they then approximately sample from the
distribution of high values.

Other posterior approximations and related sampling methods. Previous works have explored
sampling from the posterior p;, i.. instead of just learning the mean via the denoiser actually
sample from the posterior (De Bortoli et al., 2025} [Elata et al., 2024; [Chen et al.| 2025a)). For
example, De Bortoli et al.| (2025) explore learning the posterior posterior p;|; via a generative model
trained via scoring rules allowing it to sample discrete-time transitions. In our experiments, we have
also explored first sampling z ~ py|; via GLASS Posterior Flows and then taking a conditional
transition pt/‘t(zy |x¢, z). However, we found it to lead to significantly worse performance than
going “directly” to x4 by sampling a GLASS transition (note that our setting is different as we
reparameterize an existing model instead of training a new one as in (De Bortoli et al., 2025} [Shaul
et al., 2025)). Similarly, Gaussian mixture flow matching (Chen et al., [2025a) approximates the
posterior p; ¢ via a Gaussian mixture. This induces more stochasticity into a flow model and is shown
to lead to performance improvements. Further, our method shares ideas from restart sampling |Xu
et al.[(2023b), in that a variable is noised and then denoised via a flow again. However, our method is
different in that the new noisy variable Z still depends on z; up to s = 1. Further, our method does
not really go back in time (i.e. it does not restart, the time ¢t* where the neural network is queried
can monotonically increase). Finally, our method is not approximate but theoretically exact.

Scheduler changes for Gaussian probability paths. Proposition [2| does not require the desired
scheduler to match the pre-trained denoiser’s scheduler. Scheduler changes have been studied pre-
viously, where reparameterization recovers the denoiser in this more limited setting of a single mea-
surement (Lipman et al., 2024; |[Karras et al., 2022; [Shaul et al., [2023}; |Pokle et al., [2023)). GLASS
Flows substantively extends this to multiple correlated Gaussian measurements.

Detailed discussion of Transition Matching (TM) (Shaul et al., [2025). TM is a general pre-
training framework for learning inner flow matching models. Due to changes in the neural network
architecture and the focus on pre-training, TM and GLASS Flows are different, complementary
methods. However, the theoretically optimal transitions are indeed closely related as we explain
here in more detail. Specifically, we discuss here the DTM supervision process (Shaul et al., 2025]).
We write it here via a continuous time variable 0 < ¢ < 1 using the convention of our work. In TM,
the intermediate times are sampled via the CondOT probability path

Xe=t-X1+(1-1t)Xo, X1=2~ pdata, Xo~N(0,1y)

The training target is Y = X; — X, i.e. TM learns a flow matching model to sampling from the
conditional distribution of Y'| X; = x;. Note that for fixed X; = x, it holds that
Tt — tX i X 1 — Xt
Xo=—7—7—""" = Y=X1—-Xo=—7—
O 1t e
Hence, sampling Y or sampling X is equivalent - one can transform each variable into one another.
Further, let us define the probability path for the TM model conditioned on x;:

Xs =asY + 656 €~ N(0,1y)

X1 —x
—&S% + 646, €~ N(0,1)
s ) 3
= li—stXl + o€ — T
—_———
=:X,
_ .
=Xs 77 :txt
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where &, are schedulers for the inner TM model, i.e. [Shaul et al.| (2025) choose & = s and
0s = 1 — 5. The variable X is distributed according to the GLASS probability path in eq. if
we chose t’ = 1 and &g = &, /(1 —t) and 65 = G:

ps(i's|xt7 Z) :N(jsa dsza 6§Id)

where we used that 4 = 0 in this case. Therefore, if we simulate a GLASS trajectory with these
parameters (t' = 1,55 = 75, @s = @s/(1 — t)), we obtain that the transformed GLASS trajectory

~ — as
;(s = ‘<é -
-t

is a trajectory obtained from TM/DTM. This elucidates the connection between DTM TM and
GLASS Flows.

Detailed discussion of TADA (Chen et al.,[2025b). We provide an extended discussion of how
the TADA method relates to this work. Specifically, we rewrite a simplified argument from (Chen
et al.,|2025b) in the notation of this work to showcase the connection. Specifically, we focus here on
a simple case of N = 2, i.e. augmenting the data space z € R with a single variable p € R¢, and
where the terminal point X; = (z, p1) in the state space is sampled independently, i.e. z ~ Ddata and
p ~ N(0,1,) (for the argument in full generality, we refer to (Chen et al., 2025b)). The probability
path in this case is given by

%= (e @ L)X + (L @ Iy)e, €= (e1,e2)”,e1,e2 ~ N(0, 1)

The core realization connecting it to our work is now that that X, = (x4, p;) consists of two com-
ponents x; and p; that are both in themselves noisy (correlated) Gaussian measurements of z. This
follows simply from the fact p; is Gaussian and € = (€1, €5) is Gaussian and linear transformations
of Gaussian are again Gaussian. Hence, we are in a similar setting as in section@ In fact, Chen
et al.| (2025b) applied a similar argument to recover the denoiser from a pre-trained flow matching
or diffusion model as in section (see (Chen et al.| [2025b, Proposition 3.1)). This showcases
the close connection of the mathematical principles enabling (Chen et al., |2025b) and this work.
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D EXPERIMENTS
In this section, we provide details for experiments and present further experimental results.

D.1 SAMPLING FROM THE POSTERIOR AND VALUE FUNCTION ESTIMATION (SECTION@

100

—o— t=0.0
~8— t=0.1
—o— t=0.2
—o— t=0.3
—o— t=0.4
—8— t=0.5
~8- t=0.6
60 —o— t=0.7

t=0.8
—o— t=0.9

80 1

404

201

Figure 4: Detailed results for fig. [2|(Middle). Comparing the performance of sampling the posterior
p1¢ via GLASS Flows (Ours) and SDE (DDPM) sampling. Ablate over different times ¢ and sam-
pling steps. GLASS Flows achieve significantly lower FID for lower number of sampling steps than
DDPM sampling.

GLASS Flows (Ours) SDE (DDPM)

1.0

Correlation

0.0

1 2 4 8 12 16 32 1 2 4 8 12 16 32

M sampling steps M sampling steps

Figure 5: Detailed results for fig. [2| (Right). Comparing the performance of estimating the value
function V; () via sampling the posterior p;|; via GLASS Flows (Ours) and SDE (DDPM) sampling
via correlation. Experiment performed for different times ¢ and sampling steps M. GLASS Flows
achieve significantly higher correlation for lower number of steps than DDPM sampling. Ground
truth is measured via 200 samples with 200 simulation steps of ODE/SDE.
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D.2 SAMPLING RESULTS

Table 3: GenEval results

Algorithm | Overall | 1 object 2objects colors colorattr. position counting
ODE Sampling 0.6327 | 0.9843 0.8005 0.7154  0.4313 0.1900  0.6719
SDE (DDPM) 0.4435 | 0.6938 0.4596  0.5186  0.2720 0.1200  0.5969

GLASS (DDPM) | 0.6357 | 0.9812 0.8030 0.7074  0.4746 0.1475 0.7031
GLASS (p =0.4) | 0.6304 | 0.9844 0.7904  0.7101 0.4449 0.1400  0.7125

Table 4: Sampling evaluation for SiT and FLux models using various sampling algorithms intro-
duced in this work. We use 50 total neural network evaluations for all experiments and 5 transitions
(i.e. 10 simulation steps for each transition).

Algorithm | SiT | Flux

| FID | CLIP Pick HPSv2 IR
ODE Sampling 2.34 | 33.82 22.80 0.291 1.060
SDE (DDPM) 436 | 33.70 2255 0.287 1.017

GLASS (DDPM) | 2.58 | 33.81 2273 0.273 1.079
GLASS (p =0.4) | 2.54 | 3390 2272 0.293 1.049

Diversity Results
0.5

NEE

oo™

o
s

DreamSim Diversity

oW 0
NG o o\

Figure 6: Evaluating diversity of samples from various sampling scheme. All 3 sampling ap-
proachess (DDPM, ODE, GLASS) show very similar results for diversity. This is consistent with
theory as all 3 approaches should sample from the same distribution. We evaluate the model with
100 total NFEs on GenEval prompts (we take more NFEs than in fig. [3|to reduce discretization error
of the SDE). We take 8 samples per prompt and measure the average DreamSim (Fu et al., [2023))
similarity between two samples (error bars equal average standard deviation of samples of prompt).

D.3 ABLATION OVER CORRELATION PARAMETER p

We perform further experiments in this section ablating the correlation parameter p. We choose two
strategies for ablation: First, a constant correlation parameter p is chosen across all transitions from
t — t’ independent of ¢, ¢’. Second, we choose p as time-varying based on the DDPM schedule (see

proposition [T)):
K
Q0
g0y

and we ablate over the parameter x > 0. We use the FLUX model and measure GenEval per-
formance for prompt adherence/generation quality and DreamSim diversity (Fu et al., [2023) as a
measure of diversity. We present results in fig. [/l The most striking results is that GLASS Flows
achieves ODE-level performance for almost all correlation schedules and differences of perfor-
mance are relatively minor. A constant correlation schedule of p = 0.4 performs best in GenEval
performance and has relatively high sample diversity. Therefore, we choose p = 0.4 in subsequent

28



Published as a conference paper at ICLR 2026

experiments. For the ablation over x, DDPM (x = 1) performs very high (just diversity is slightly
higher for £ = 2). Due to the wide use of DDPM and its theoretical importance as a time-reversal,
we also use DDPM in subsequent experiments.

Constant Correlation Schedule Exponentiated DDPM Correlation Schedule

-m- GenEval

. = -m- GenEval ) 626 » -
~m- DreamSim Diversity |%-3090 - —/_ <W=_DreamSim Diversity |0.3086
0.624 * "
.
0.3088 .
0.624 - -
) " 0.3084
0.622 » / \ g e [
-
L} -\ 2
» u

0.3082

iversity

GenEval Score
GenEval Scol

0.3080

‘DreamsSim Diversity

DreamSim Di

0.3078
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Figure 7: Ablation experiment of correlation schedule p. Left: Constant correlation p across all

K
transitions. Right: Time-dependent correlation schedule given by p = (M) - note that k = 1

TtQyr

corresponds to the DDPM schedule (see proposition E[)

D.4 REWARD GUIDANCE

In this section, we explore using reward guidance with GLASS Flows to improve text-to-image
alignment and also discuss the challenges in assessing reward guidance in the context of text-to-
image generation. We note that reward guidance has so far been mainly used for inverse problems
(Chung et al., [2022; He et al., [2023) and only few works explore it to improve text-to-image align-
ment for large-scale models (Singhal et al.,|[2025; [Eyring et al.| [2024)), the application we focus on
in this work. As an intermediate reward, we use the common model of r;(x) = r(VAE(D;(z)))
where VAE is decoder of latent diffusion model. Computing Vr,(x) via backpropagation led to
out-of-memory errors (mixed precision on A100 80GB memory GPUs). To remedy this, we make
two modifications: First, we use lower resolution images (size 676 x 676 instead of size 768 x 1360)
to remove a memory bottleneck at the output the VAE. Second, we detach the denoiser D;(z) from
the computation graph and compute the gradient at that point. This is a common technique in the
context of linear inverse problems (He et al.| 2023)). This allows us to compute a gradient at every
step with reasonable computational overhead (as the velocity field u; model is significantly bigger
than the VAE or the reward model). Further, we then set the guidance strength ¢, in eq. (I0) as
ct = A- Vf /2 for a hyperparameter . Further, we set ¢; = 0 for 0.2 < ¢ < 0.7 for numerical
stability, i.e. we only apply guidance in the interval [0.2,0.7]. In table we present the results for
A = 0.4. However, the guidance strength X has varying effects on different methods. Therefore, we
vary the guidance strength with ImageReward and plot effects on GenEval performance in fig. [§]
As one can see, all methods can increase the ImageReward value arbitrarily with artifacts appearing
for high guidance strength. GLASS Flows achieves the highest performance GenEval for the same
ImageReward values.

D.5 FURTHER RESULTS FOR FEYNMAN-KAC-STEERING

In fig. [0} we plot results for Feynman-Kac Steering with GLASS Flows on the PartiPrompts bench-
mark. This further confirms the results from section [6.3] that GLASS Flows improve the state-of-
the-art performance.
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Table 5: Reward guidance results on GenEval prompts. N = 50 simulation steps. The best value
in each column is bolded, and the second best is underlined. Reward guidance with GLASS Flows
improves both GenEval score and the reward of interest, while flow guidance leads to decreased
performance on GenEval.

Algorithm \ CLIP \ Pick \ HPSv2 \ IR

| CLIP  GenEv. | Pick GenEv. | HPSv2 GenEv. | IR GenEv.
Flow baseline 34.9 63.8 23.4 63.8 0.302 63.8 0.884 63.8
SDE baseline 34.7 57.0 22.9 57.0 0.280 57.0 0.621 57.0

Flow guidance 37.3 63.0 24.3 63.4 0.320 63.0 1.387 62.7
SDE guidance 36.9 60.1 235 61.2 0.294 60.9 1.267 61.3

GLASS guidance | 36.6 634 | 239 636 | 0314 63.9 | 1315 64.7
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Figure 8: Varying reward guidance strength across different methods on GenEval benchmark with
reward ImageReward. By increasing the guidance strength, we can increase ImageReward. GLASS
Flows has higher performance on GenEval performance for the same ImageReward value. High
guidance strengths lead to image artifacts that are not properly captured by our metrics.
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Figure 9: Inference-time reward alignment results on PartiPrompts benchmark. For each reward
model (Clip, Pick, HPSv2, ImageReward), we run reward alignment with difference methods and
evaluate across all reward models (i.e. this gives us 16 = 4 x 4 values). Left: We take the 16 values,
rank the methods, and take the average rank. Right: We take the average normalized reward value
(normalized via min and max observed).
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Figure 10: Various samples from the posterior py|; via GLASS Flows using M = 200 simulation

steps. Both GLASS Flows and the SDE sample from the posterior given the noisy image.
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reference

noisy image

Figure 11: Posterior recovery for ¢ = 0.05 for various number of simulation steps M. As one
can see, GLASS Flows achieve significantly better performance for low M than the SDE/DDPM

sampling. 30
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Figure 12: Posterior recovery for ¢ = 0.15 for various number of simulation steps M. As one
can see, GLASS Flows achieve significantly better performance for low M than the SDE/DDPM

sampling.
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Figure 13: Posterior recovery for ¢ = 0.7 for various number of simulation steps M. As ¢ is close to
1, the uncertainty/variance of p;|; is very low. Hence, also with low number of simulation steps, a
reasonable performance is achieved regardless of the method (best compared with fig. [TT} fig. [T2).
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Prompt FKS-GLASS (rho=0.4) FKS-GLASS (DDPM)
. 2y

»y

a photo of a backpack
right of a sandwich

a photo of a dog above a
cow
a photo of four stop

a photo of a tennis
racket and a bicycle

a photo of a yellow fork

a photo of a black kite
and a green bear

a photo of a blue dining
table

a photo of a couch and a
snowboard

a photo of an orange

Figure 14: Examples for reward alignment Sequential Monte Carlo experiment on GenEval (see

section @)
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