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Abstract

Deep saliency models, which predict what parts of an im-

age capture our attention, are often like black boxes. This

limits their use, especially in areas where understanding

why a model makes a decision is crucial. Our research

tackles this challenge by developing an explainable saliency

(XSal) model that not only identifies what is important in an

image, but also explains its choices in a way that makes

sense to humans. We achieve this by using vision-language

models to reason about images and by focusing the model’s

attention on the most crucial information using a contex-

tual prioritization mechanism. Unlike prior approaches

that rely on fixation descriptions or soft-attention based se-

mantic aggregation, our method directly models the reason-

ing steps involved in saliency prediction, generating selec-

tively prioritized explanations clarify why specific regions

are prioritized. Comprehensive evaluations demonstrate

the effectiveness of our model in generating high-quality

saliency maps and coherent, contextually relevant explana-

tions. This research is a step towards more transparent and

trustworthy AI systems that can help us understand and nav-

igate the world around us.

1. Introduction
Humans have this amazing ability to look at a scene and
instantly know what is important. Saliency models, the cor-
nerstone of computer vision, aim to mimic human gaze,
identifying the most captivating regions within an image.
These models have found wide application in image and
video quality assessment [4, 54], virtual reality [42, 45], au-
tonomous systems [8, 20], image captioning [13], and clin-
ical diagnostics [11, 21]. However, while current saliency
models [26, 36, 52] excel at replicating generic gaze pat-
terns, they often operate as enigmatic black boxes. This
lack of transparency hinders their application in scenarios
where understanding why a region is deemed salient is as
crucial as the prediction itself.

The development of explainable models that mimic hu-
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Figure 1. Our proposed XSal model provides step-by-step natural
language explanations, semantic prototype visualization, as well
as saliency weights to explain its prediction.

man attention remains an underexplored research frontier.
While some models have attempted to introduce explain-
ability, they often rely on massive predefined vocabularies
of semantics [10, 11] or simple descriptions of eye fixa-
tions without deep reasoning [15]. These methods, while
offering some insights, lack true interpretability due to the
lack of reasoning and prioritization within the context. This
limitation is rooted in the inherent complexity of human at-
tention. Human attention is a multifaceted phenomenon,
influenced by a confluence of factors including visual cues,
semantic understanding, individual preferences, and even
cultural context. To generate meaningful explanations that
unravel this interplay, a deep understanding of human cog-
nition and perception is essential. Moreover, creating a
model that can articulate its reasoning in a clear and con-
cise manner poses a significant technical challenge.



To bridge the gap between saliency prediction and in-
terpretability, we develop a saliency model that not only
accurately predicts salient regions but also provides clear,
human-understandable explanations. As shown in Fig. 1,
our goal is to factorize saliency prediction with a weighted
combination of spatial feature maps, namely semantic pro-
totypes. Each semantic prototype represents the grounding
of a semantic proposal (e.g., frisbee, fence, and sheep) rel-
evant to the visual task, and its relevance is explained with
a natural language description. In this example, “frisbee”
and “sheep” have higher weights in saliency prediction, be-
cause “to find the frisbee’s location” and “to check if there
is a sheep to the right of the fence” are essential reasoning
steps to answer the question “Is there a sheep to the right of
the fence that is to the right of the frisbee?”

To achieve this, we propose an explainable saliency
(XSal) model that advances the state-of-the-art in saliency
prediction and explanation. First, it integrates a vision-
language model (VLM) to perform explicit reasoning for
saliency prediction, generating step-by-step explanations
and delivering natural language interpretations that clarify
why specific regions are salient. Second, we introduce a
contextual prioritization mechanism designed to handle the
challenges of selecting truly important ones from a poten-
tially large set of semantic explanations. This mechanism
allows the model to focus on key elements, achieving in-
terpretability without overcomplicating the representation.
By integrating explicit reasoning with targeted selection, we
create a cohesive framework that not only identifies and ex-
plains salient regions but also adapts dynamically to scene
complexity.

In summary, this paper makes three key contributions to
the field of saliency prediction and explainable AI:
1. This paper presents the first saliency model to incorpo-

rate a vision-language model for explicit reasoning. This
integration allows the model to not only identify salient
regions but also articulate its reasoning process, provid-
ing clear and human-understandable explanations.

2. We introduce a novel contextual prioritization mecha-
nism that prioritizes the most relevant information within
the context of saliency prediction and explanation. This
results in a more interpretable model by focusing on key
relevant semantics and simplifying the representation.

3. We conduct extensive evaluations of our model, demon-
strating its effectiveness in generating high-quality
saliency maps while providing coherent, contextually
relevant explanations. This comprehensive assessment
highlights the model’s ability to effectively bridge the
gap between prediction accuracy and interpretability.

2. Related Work
Saliency Prediction. Saliency prediction models have tra-
ditionally focused on bottom-up approaches, relying on

low-level visual features in free-viewing conditions [5, 25,
27, 29] . However, with the rapid progress of deep learn-
ing methods, deep saliency models have emerged, achiev-
ing promising accuracy in predicting both task-free bottom-
up saliency [26, 34, 52] and task-driven top-down atten-
tion [1, 30, 48]. A key strength of deep saliency models
is their ability to extract high-level semantic features. Nu-
merous deep neural network-based methods have boosted
saliency prediction performance by implicitly encoding se-
mantics using different approaches [46, 52]. However, such
models often lack transparency and trustworthiness due to
explicitly learned representations. While there has been
growing interest in understanding saliency model mecha-
nisms, existing approaches fall short of providing compre-
hensive explanations. For instance, Chen et al. [10, 11] an-
alyze model behaviors using semantic prototypes and soft
attention weights, but these approaches offer limited in-
sight into the model’s decision-making process, particu-
larly when dealing with thousands of prototypes. Similarly,
GazeXplain [15] generates plain natural language descrip-
tions of fixation points, lacking a reasoning or prioritiza-
tion mechanism to identify crucial factors driving its pre-
dictions. These limitations highlight the need for a more
robust methodology that can uncover the underlying ratio-
nale behind saliency model behavior.

Our proposed method addresses these limitations by in-
troducing a novel framework that combines explicit vision-
language reasoning with a hard attention mechanism. This
ensures that only the most critical elements are selected for
saliency prediction and explanation, which not only im-
proves the accuracy of saliency predictions but also pro-
vides a more transparent and insightful understanding of the
model’s behavior.

Vision Language Models. Our work builds upon
the growing field of explainable AI (XAI) within vision-
language models (VLMs). Recent advancements in
VLMs [13, 14, 17, 22, 31, 35, 47, 50, 51] have revolution-
ized multimodal understanding, enabling these models to
seamlessly integrate visual and textual information. This
progress has opened new avenues for developing XAI sys-
tems capable of providing interpretable insights into com-
plex decision-making processes. For instance, researchers
have explored using VLMs to generate natural language ex-
planations for tasks such as image classification [23, 38],
abusive language detection [19], and autonomous driv-
ing [7], allowing users to understand the rationale behind
model predictions. Additionally, VLMs have been em-
ployed to enhance the interpretability of visual scanpath
models, describing image features driving human attention
to a sequence of fixation points [15].

Different from these studies, by integrating textual con-
text and introducing reasoning and prioritization mecha-
nisms, we aim to provide deeper insights into the factors
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Figure 2. The proposed XSal architecture begins with a vision-language model generating semantic proposals from the input image, and
uses a segmentation model to generate their corresponding semantic prototypes. A contextual prioritization module then selects the top-K
relevant semantic prototypes, which are processed by a final saliency head to predict a focused saliency map.

driving saliency predictions, improving the transparency
and interpretability of saliency models.

3. Method
The human visual attention process is a captivating blend
of explicit reasoning and selective focus, guiding us to pri-
oritize relevant elements while navigating complex scenes.
While existing saliency models have made strides, they of-
ten fall short of capturing this nuanced behavior, relying
instead on dense representations or lacking a mechanism
for explaining their choices. This incongruence between
model behavior and human attention motivates us to in-
troduce a novel approach that leverages VLMs to perform
explicit reasoning and prioritizing the reasoning outcomes
based on contextual relevance for saliency prediction and
explanation.

3.1. Explicit Reasoning
At the heart of our approach lies a vision-language model
(VLM), specifically MiniCPM-V 2.6 [53], which enables
the model to identify and explain salient elements across
task-driven or task-free contexts. Specifically, the VLM
produces a set of semantic proposals C and associated ex-
planations R:

C, R = VLM(I, Q) (1)

Here, I is the input image, and Q is the question guid-
ing attention. C = {P1, P2, . . . , Pn} represents seman-
tic proposals, each focusing on specific objects within the
scene, while R provides rationale for why each element was

Can you explain step by step how you analyzed the image to 
answer the question?
Question: What is the drink in the cup made of plastic called?
Image:

1. I identified the drink in the cup.
2. I examined the cup's appearance to determine its material.
3. I confirmed the cup was plastic based on its transparency.
4. Finally, I considered common drinks served in plastic cups.

In each step, which objects did you focus on, and why?

1. I focused on the drink in the cup, because it was necessary 
to identify the main object in question.
2. I focused on the cup to determine its material by examining 
its appearance and texture.
3. I focused on the plastic to confirm the material based on its 
transparency and common usage.
4. I focused on the drink in the plastic cup to the specific type 
of drinks served in such cups.

Figure 3. The two-stage prompting method to obtain semantic
proposals and explanations from the VLM.

selected, ensuring interpretability through alignment with
human attention patterns. This integration supports a rea-



soning process that mirrors human problem-solving, where
decisions are informed by both visual cues and a struc-
tured understanding of why certain elements are relevant.
To obtain the semantic proposals and explanations from the
VLM, as shown in Fig. 3, we employ a two-stage prompting
method:

In the initial planning stage, we ask the VLM to describe
“how you analyzed the image to answer the question” (for
top-down task-driven cases) or “important objects in the im-
age” (for bottom-up free-viewing cases). The model re-
sponds with a coherent sequence of actions of reasoning
steps to follow when answering the question. For example,
to answer the question “What is the drink in the cup made
of plastic called?”, the reasoning steps include identifying
the drink in the cup, examining the cup’s appearance to de-
termine its material, confirming the cup was plastic based
on its transparency, and considering common drinks served
in plastic cups.

Following this planning, the VLM is asked to explain
what specific objects it focused on in each step, and explain
the reason. It then proceeds to generate the set of seman-
tic proposals C (such as drink, cup, and plastic) and their
corresponding explanations R. Finally, to ensure precision
in the final output, the VLM is also prompted to verify that
the identified semantic proposals are concrete and relevant,
addressing potential limitations in model consistency.

This layered approach replicates human selective atten-
tion and explanatory reasoning, ensuring the model’s focus
and reasoning align closely with human attention patterns.

After identifying semantic proposals through the
VLM, we utilize an open-vocabulary segmentation model,
ClipSeg [37], to extract the visual grounding of these pro-
posals on the image. ClipSeg’s ability to handle open-
vocabulary concepts is crucial as the language model may
describe elements that don’t perfectly align with traditional
segmentation categories. This step bridges the semantic
reasoning process with visual representations, allowing for
visual validation of the model’s reasoning. While ClipSeg

effectively outlines entire object contours, human attention
typically focuses on smaller, more localized regions. There-
fore, instead of using the segmentation results directly for
saliency prediction, we use them as binary masks to filter
the image features, and apply a convolutional layer F to ob-
tain fine-grained localization. This results in a sequence of
focused spatial maps, namely semantic prototypes, where
each prototype Si aligns with a semantic proposal Pi, lo-
calizing its representations in the image. This process pin-
points focused regions that naturally attract human atten-
tion, associating them with natural language explanations.

3.2. Contextual Prioritization Mechanism
Our approach utilizes a contextual prioritization mechanism
to extract the most relevant semantic prototypes for saliency

prediction. Different from existing saliency models that of-
ten integrate hundreds to thousands of spatial feature maps
with linear weights, humans naturally focus on a limited
number of features, while other elements, though present,
are not prioritized to the same extent. Our proposed con-
textual prioritization is a highly selective approach, which
only allows attention to be directed by the most relevant
features. It introduces a dynamic approach that adapts to
varying numbers of semantic prototypes. This flexibility al-
lows the model to handle scenes of different complexities
effectively.

Our contextual prioritization mechanism adjusts impor-
tance by applying global average pooling on the extracted
semantic prototypes, followed by a linear layer to generate
initial weights. These weights are then sorted, and only the
top K and their corresponding features are selected. A soft-
max operation is applied to normalize the selected weights,
yielding a refined representation:

w = Linear(GAP(S)), (2)

wtopK = Softmax(TopK(w)), (3)

O =
K∑

i=1
wtopK,i · StopK,i (4)

where S represents a collection of semantic prototypes,
{S1, S2, . . . , Sn}. The global average pooling (GAP) and
subsequent linear transformation extract initial weights w
for each prototype, allowing the model to assign varying
importance to each semantic element. By selecting and nor-
malizing the top K weights, we obtain wtopK and the corre-
sponding StopK. Here, StopK corresponds to the semantic
prototypes associated with the top K weights in w, deter-
mined by sorting. This ensures that the model prioritizes
the most significant semantic elements, aligning its focus
with the most contextually important regions, and discard-
ing less relevant elements. Finally, the aggregated saliency
feature O, the weighted combination of the top K semantic
prototypes, is processed by a saliency head to produce the fi-
nal saliency prediction. This saliency head consists of only
a single linear layer (with bias set to 0) that simply com-
presses the channel dimension, acting as a weighted sum
without introducing any complex black-box behavior.

To ensure adequate feature optimization and prevent lim-
ited feature selection from hindering convergence, we intro-
duce a Progressive Top-K Reduction strategy. Rather than
starting with a fixed, small set of key features, this strategy
initially preserves a larger number of semantic elements, en-
abling comprehensive feature optimization in early training.
As training progresses, the K value is gradually reduced,
guiding the model to focus on the most significant features.
The progression of K across epochs is defined as



Kt = Kinit → (Kinit → Kfinal) ↑ t

T → 1 (5)

where Kt is the K at epoch t, Kinit and Kfinal are the initial
and final values of K, and T is the total number of epochs.
This progressive reduction allows the model to gradually
shift from broad feature optimization to a selective focus on
the most critical elements. With this strategy, the contex-
tual prioritization mimics the adaptive prioritization seen in
human attention, flexibly weighing elements based on their
relevance and adapting to scenes with different numbers of
semantic prototypes.

4. Experiments
This section presents a comprehensive evaluation of our
proposed model, examining its performance and explain-
ability across both task-driven and task-free eye-tracking
datasets. We conduct an ablation study to further investigate
the contributions of individual components, and present
qualitative examples to illustrate the model’s capabilities
in generating interpretable saliency maps and explanations.
Additional experimental results and analyses are provided
in the supplementary material for further reference.

4.1. Experimental Setup
Datasets. Our experiments are conducted on two eye-
tracking datasets: The AiR dataset [9], derived from the
GQA dataset, comprises images and questions paired with
eye-tracking data from 20 participants answering those
questions. This setup provides a realistic scenario for eval-
uating saliency models, as it captures human attention in
the context of a specific task (question answering). The
OSIE [49] dataset is a free-viewing dataset featuring mul-
tiple salient objects competing for attention in the same im-
age context, suitable for developing and evaluating saliency
models that consider object- and semantic-level informa-
tion. In our experiments, we split both datasets into training,
validation, and test sets following [12, 16].

Compared Models. We compare our model’s perfor-
mance against several state-of-the-art saliency prediction
models including SAM [18], SALICON [26], DINet [52],
as well as explainable models such as Chen et al. [10] and
GazeXplain [15]. Note that for GazeXplain [15] we ag-
gregate fixation points from its predicted scanpaths into
saliency maps for comparison. By comparing our model
with these diverse methods, we aim to demonstrate its per-
formance in various aspects, including general saliency pre-
diction and explainability.

Evaluation Metrics. To comprehensively evaluate our
model, we utilize a combination of metrics that assess
saliency prediction performance and explainability. 1)
Saliency Prediction Metrics: We employ standard metrics
to evaluate the alignment between our model’s predicted

saliency maps and human attention patterns. These met-
rics are Area Under the ROC Curve (AUC) [3], Normalized
Scanpath Saliency (NSS) [41], and Correlation Coefficient
(CC) [39], which provide quantitative insights into the ac-
curacy and relevance of the generated saliency maps. 2)
Explainability Metrics: We evaluate the interpretability of
saliency predictions adapting three XAI metrics: AUC [2]
assesses model stability by calculating the area under the
curve that represents changes in model performance as
different proportions of semantic prototypes are progres-
sively perturbed. Note that this AUC differs from the AUC
used in saliency evaluation: here, it measures the model’s
sensitivity to perturbations, while saliency AUC measures
alignment with human attention data. To facilitate dis-
tinction, we refer to this interpretability metric as AUC-E
throughout this paper. Area Over the Perturbation Curve
(AOPC) [6, 40] quantifies the sensitivity of the model to
perturbations by measuring the change in NSS as seman-
tic prototypes are sequentially altered. Log-odds Score
(LOdds) [43, 44] evaluates the change in NSS as semantic
prototypes are perturbed, focusing on the degree of reduc-
tion in NSS in response to prototype alterations. These met-
rics provide a comprehensive framework for assessing the
quality of our model’s explanations, enabling us to gauge
not only where the model focuses, but also the robustness
of its interpretative reasoning under perturbations.

Loss Function. To align the model’s saliency predic-
tions effectively with human attention patterns, we employ
a combination of loss functions, including NSS, CC, and
Kullback-Leibler Divergence (KLD) [33]. Our implemen-
tation follows [10]. These loss functions provide comple-
mentary signals that guide the model to capture nuanced
attention details, helping to achieve balanced performance
across various saliency prediction metrics.

Implementation Details. Our model employs a dilated
ResNet-50 [24] backbone, following the setting used in
DINet [52]. This architecture incorporates dilated convolu-
tions to expand the receptive field without additional down-
sampling, which enhances the model’s capacity to capture
high-resolution spatial details essential for accurate saliency
prediction. The model is optimized using the Adam opti-
mizer [32] with an initial learning rate of 4e-4 and a weight
decay of 1e-7. To ensure stable convergence, the learning
rate is adaptively reduced by a decay factor of 0.1 every two
epochs, while gradient clipping is applied with a threshold
of 0.1 to prevent gradient explosion. Training is conducted
over 10 epochs with a batch size of 10. To ensure stable
training and prevent convergence issues, we employ the pro-
posed Progressive Top-K Reduction strategy, which begins
with a broader feature selection and gradually narrows the
focus to the most significant features. Specifically, we set
the initial K value to 20, which progressively reduces to a
final value of 3 over 3 epochs, enabling adaptive and selec-



AiR OSIE

NSS CC NSS CC

SAM [18] 1.65 0.62 2.70 0.65

SALICON [28] 1.70 0.63 2.75 0.63

DINet [52] 1.77 0.63 2.88 0.63

Chen et al. [10] 1.76 0.63 2.91 0.64

GazeXplain [15] 1.85 0.66 2.53 0.74
XSal 1.94 0.70 2.96 0.72

Table 1. Comparative results of saliency prediction across the AiR
and OSIE datasets.

tive feature prioritization.

4.2. Saliency Prediction Results
Tab. 1 presents a quantitative comparison of saliency pre-
diction performance across the AiR (task-driven) and OSIE
(task-free) saliency datasets for our proposed model and
several state-of-the-art methods. As shown in the table,
our proposed model consistently outperforms other meth-
ods on the AiR dataset, achieving the highest NSS score
of 1.94 and the highest CC score of 0.70. This suggests
that our model effectively captures top-down human at-
tention patterns in task-driven scenarios. Our model also
achieves the highest NSS score of 2.96 on the OSIE dataset.
Though our CC score (0.72) is slightly lower than Gaz-
eXplain (0.74), it still demonstrates strong performance
in capturing the overall distribution of human attention in
task-free image-viewing. The consistently high NSS scores
across both datasets indicates that our model accurately pre-
dicts the locations where humans are mostly likely to fix-
ate their gaze, demonstrating a strong accuracy of predict-
ing the most salient regions. However, our model might
be slightly less effective at capturing the overall distribu-
tion of human attention in images, because image regions
with low saliency (low agreements across human observers)
are less explainable and likely to be discarded by the con-
textual prioritization mechanism. Overall, the quantitative
results demonstrate that our proposed method significantly
improves saliency prediction performance compared to ex-
isting approaches. The incorporation of explicit reasoning
and selective attention mechanisms contributes to more ac-
curate and robust models that effectively capture the com-
plexity of human visual attention.

4.3. Saliency Explanation Results
Tab. 2 presents the quantitative results based on explainabil-
ity metrics, comparing our model’s performance with Chen
et al. [10] on both the AiR and OSIE datasets. Notably,

our model demonstrates significantly lower AUC-E, LOdds,
and higher AOPC scores compared to Chen et al. Specifi-
cally, on the AiR dataset, our model significantly outper-
forms Chen et al. with a lower AUC-E (0.713 vs. 0.899) and
a higher AOPC (0.748 vs. 0.241). The substantial improve-
ment in LOdds (-5.157 vs. -0.143) also reflects the model’s
ability to focus on the most relevant elements, minimizing
irrelevant attention. On the OSIE dataset, a similar trend
is observed. Our model achieves a better AUC-E (0.685
vs. 0.810) and significantly higher AOPC (1.115 vs. 0.586)
compared to Chen et al. Additionally, the considerable de-
crease in LOdds (-4.169 vs. -0.250) further supports our
model’s capability to highlight key semantic concepts more
effectively, thereby improving interpretability in a task-free
viewing context.

These results indicate that our model is more sensi-
tive to changes in semantic prototypes, highlighting the
stronger reliance on these prototypes for generating accu-
rate saliency predictions. The lower AUC-E and LOdds
scores suggest that perturbing prototypes leads to a more
substantial decrease in performance for our model, high-
lighting the critical role of semantic understanding in our
approach. Conversely, the higher AOPC score signifies
a greater sensitivity to changes in prototypes, revealing a
stronger correlation between the model’s performance and
the identified semantic elements. This reinforces the notion
that our model’s interpretability is closely tied to the seman-
tic prototypes it extracts, providing a more transparent and
interpretable reasoning process compared to methods that
rely on complex aggregation of numerous features. Over-
all, these results emphasize the importance of explicit rea-
soning and selective attention in achieving a higher degree
of interpretability and understanding in saliency prediction.

4.4. Ablation Study

Our ablation study, conducted on both the AiR and OSIE
datasets, reveals the significant contributions of each com-
ponent to our model’s performance and explainability. As
shown in Tab. 3, a simple baseline model, using only a
dilated ResNet-50 backbone [24] with a saliency head,
achieves reasonable performance in both settings, yielding
an NSS of 1.777 on AiR and 2.835 on OSIE. The baseline
model lacks explainability, with a LOdds of -0.131 and -
0.246 on these datasets, respectively.

By incorporating the VLM for reasoning, our model
links saliency with task-relevant semantic elements and
significantly improves both accuracy and interpretability
across both datasets. For instance, on the AiR dataset, the
NSS increases to 1.917 and the CC score improves to 0.703,
while the AUC remains relatively stable at 0.858. This high-
lights the crucial role of task-oriented alignment and seman-
tic understanding in generating clear and contextual expla-
nations for saliency predictions. This is further evidenced



AiR OSIE

AUC-E↓ AOPC↔ LOdds↓ AUC-E↓ AOPC↔ LOdds↓
Chen et al. [52] 0.899 0.241 -0.143 0.810 0.586 -0.250

XSal 0.713 0.748 -5.157 0.685 1.115 -4.169

Table 2. Comparative results of explainability metrics across the AiR and OSIE datasets.

Dataset Baseline Reasoning ContPri NSS CC AUC AUC-E↓ AOPC ↔ LOdds ↓

AiR
↭ 1.777 0.640 0.849 0.910 0.225 -0.131
↭ ↭ 1.917 0.703 0.858 0.700 0.749 -5.077
↭ ↭ ↭ 1.942 0.701 0.858 0.713 0.748 -5.157

OSIE
↭ 2.835 0.681 0.885 0.823 0.567 -0.246
↭ ↭ 2.904 0.717 0.897 0.765 0.876 -1.738
↭ ↭ ↭ 2.965 0.726 0.895 0.685 1.115 -4.169

Table 3. Ablation study on the impacts of Baseline, Reasoning, and Contextual Prioritization (ContPri).

by the significant improvements in interpretability metrics
– the AUC-E drops to 0.700 and the AOPC increases to
0.749, suggesting our model’s ability to provide more co-
herent explanations for task-driven saliency.

Further, the contextual prioritization mechanism exhibits
a more pronounced impact, especially in the OSIE task-
free setting. For example, on OSIE, the NSS increases to
2.965, the CC improves to 0.726, and the AUC remains
relatively stable at 0.895. This suggests that prioritizing
the most salient elements plays a crucial role in handling
complex scenes with multiple potential salient objects, ul-
timately leading to more concise and clear attention maps.
This is further evidenced by the significant improvements
in interpretability metrics – the AUC-E decreases to 0.685,
the AOPC increases to 1.115, and the LOdds decreases to
-4.169. This greater impact on the OSIE dataset could be
attributed to the presence of a large number of potential se-
mantic prototypes in task-free settings, making selective fo-
cus particularly valuable for distilling relevant information
and improving interpretability.

These findings demonstrate that the combination of ex-
plicit reasoning and contextual prioritization mechanisms,
implemented in our model, is essential for achieving supe-
rior performance and explainability in both task-driven and
task-free saliency prediction.

4.5. Qualitative Analysis

Qualitative analysis of our model reveals its ability to effec-
tively integrate task-driven guidance and contextual priori-
tization to generate accurate saliency predictions and expla-
nations. As illustrated in Fig. 4, the model aligns its atten-
tion with the goals of each question, selectively focusing on
essential objects while ignoring irrelevant elements. For ex-

ample, in questions about the position of a skateboard and
a red cone (row 1), the model prioritizes these objects over
traditionally salient regions like the skateboarder, demon-
strating the advantage of explicit reasoning. The model also
adapts well to abstract concepts, such as interpreting “mod-
ern” style in a question about a faucet (row 2). Finally,
the model excels in context prioritization by isolating key
elements in complex scenes, highlighting the person, bag,
and cars in a question about cars (row 3) while filtering out
other visual elements. These qualitative findings demon-
strate the model’s ability to produce explanations that are
closely aligned with the model’s internal reasoning, ensur-
ing outputs that are both interpretable and reliable.

Beyond its interpretability, our model shows significant
performance advantages in accuracy and task relevance. In
Fig. 5, our model achieves the highest accuracy among
state-of-the-art methods, aligning closely with ground truth.
For example, in the question “What is the drink in the cup
made of plastic called?", it focuses on the plastic cup, un-
like other models that are distracted by irrelevant food items
(row 1), showcasing the strength of our explicit reason-
ing approach. Additionally, our model demonstrates strong
context prioritization, effectively concentrating on relevant
elements even in complex scenes with multiple distractions.
For instance, in the question “Is the fire hydrant to the right
or to the left of the garbage can?", our model isolates the hy-
drant and garbage can, while other models diffuse attention
across the scene (row 2), highlighting its ability to priori-
tize contextually important elements. Furthermore, in dy-
namic scenes, our model reliably focuses on salient objects.
In the question “Are both the helmet and the bat the same
color?", it highlights the helmet and bat specifically, unlike
other models that diffuse attention (row 3), demonstrating



Q: Does the 
faucet to the left 
of the vase look 
modern and 
silver?

Ground Truth Prediction

Faucets (!!	= 0.319)
The question specifically asks 

about the faucet’s appearance, so 
it was a key element in 

answering.

Vase (!"	= 0.357)
The vase is mentioned in the 

question and serves as a reference 
point for the faucet’s location.

Modern design (!#	= 0.329)
The question refers to the faucets 
style, which can be described as 

modern.

Prototype 1 Prototype 2 Prototype 3

Q: Is the 
skateboard to 
the right or to 
the left of the 
red cone?

Skateboard (!"	= 0.371)
The skateboard is the object being 

asked about in terms of its position 
relative to the red cone.

Red cone (!!	= 0.344)
The red cone is the reference 

point for determining the 
position of the skateboard 

relative to the question.

Skateboarder (!#	= 0.283)
The skateboarder position and 

orientation are crucial in 
understanding where the skateboard 

is in relation to the red cone.

Q: Are there 
any cars to the 
right of the 
person that is to 
the right of the 
bag?

Bag (!"	= 0.378)
The question specifies a bag, so it 
is relevant to locate its position in 

the image and use it as a reference 
point for determining the direction 

of ‘to the right’.

Cars (!#	= 0.291)
Cars are mentioned in the 

question and need to be 
identified in their location 

relative to the person and bag.

Person (!!	= 0.330)
To identify the reference point 

for 'to the right' in relation to the 
bag and determine where cars 

are located relative to this person.

Image

Figure 4. Qualitative examples from our methods. Each semantic prototype is shown along with their saliency weights and explanations.

XSal DINet SALICON SAMImage
Q: What is the 
drink in the cup 
made of plastic 
called?

Q: Is the fire 
hydrant to the right 
or to the left of the 
garbage can?

Q: Are both the 
helmet and the bat 
the same color?

Ground Truth

Figure 5. Qualitative comparison of saliency predictions across models (XSal, DINet, SALICON, SAM). Each row shows an input question
and image, with the corresponding ground truth attention map and model outputs.

its adaptability to diverse scenarios. These examples high-
light our model’s superior performance in generating accu-
rate and contextually relevant saliency predictions.

5. Conclusion
This paper has presented a novel approach for saliency
prediction that combines explicit reasoning and contex-
tual prioritization, generating both accurate and explain-
able saliency predictions. We have demonstrated that our
method, powered by a VLM, outperforms existing models
in terms of accuracy and explainability. This is achieved
by leveraging an explicit reasoning process that allows the

model to provide clear explanations for its predictions and
a contextual prioritization mechanism that focuses on a few
truly important elements, mimicking human attention be-
havior. Our approach not only achieves state-of-the-art
saliency prediction accuracy but also offers valuable in-
sights into the decision-making processes of saliency mod-
els. This advancement contributes to the development of
more trustworthy and reliable saliency models.
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