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ABSTRACT
In recent years, multimodal task-oriented dialogue systems have
attracted increasing attention from communities, owing to their
ability to naturally and efficiently provide user service. Despite the
commercial value of multimodal dialogue systems, they are still
confronted with two challenges: (1) capture users’ intention from
lengthy context and side knowledge for question comprehension;
(2) jointly consider the multimodal information for response gen-
eration. In view of the challenges, previous methods designed for
specific scenario lack auxiliary reasoning structures with effective
modality interaction, which hinders the comprehension of user’s
needs and impedes the generation of desired responses. To address
these issues, we propose a Modality-aligned Thought Chain Rea-
soning (MaTCR) framework to insert explicit reasoning process for
multimodal task-oriented dialogue generation. We construct a mul-
timodal thought chain by summarizing intermediate user queries
from aligned visual and textual context, which helps to guide the
comprehension of user intentions for generating reasonable re-
sponses. To effectively extract and integrate multimodal informa-
tion for thought chain reasoning, we design a multimodal reasoner
consisting of visual representation learning and modality-aligned
fusion. We comparatively justify MaTCR with several strong base-
lines, including highly regarded LLM. Extensive experiments over a
benchmark dataset demonstrate that MaTCR outperforms existing
methods and provides stronger interpretability.

CCS CONCEPTS
• Computing methodologies→ Discourse, dialogue and prag-
matics.
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1 INTRODUCTION
With the advance in interactive intelligent assistants, multi-modal
task-oriented dialogue systems have gained increasing interest due
to their commercial value in domains such as retail and fashion.
Different from the traditional dialogue agents which only focus on
textual information, multimodal dialogue systems allow users to
express their intentions with various modalities, thus providing a
more intuitive and interactive manner to satisfy user needs.

Owing to the notable development in multimodality research [19,
23, 36, 37, 39–41, 45], manymultimodal task-oriented dialogue mod-
els have been proposed in recent years [4, 10, 26, 34, 47]. Most of
them are designed for the pre-sales guidance scenario of the manu-
ally constructed MMD dataset [34]. These methods mainly focus on
incorporating knowledge base [20, 28], or studying users’ attention
to the different visual attributes of products [10, 26]. However, these
methods are constrained by the single scene and data format of
the MMD dataset, and lack strong reasoning structure to under-
stand more complex user intentions from multi-source information,
making it difficult to adapt to the service scenarios in the real world.

In practical customer service conversations, the requests pro-
vided by users are often ambiguous. In order to satisfy users with
appropriate responses, the system needs to combine multimodal
information and product knowledge to grasp the complete user
expectations. As shown in Figure 1, a user faces a product problem:
"machine cannot be used properly", and mentions an ambiguous
concept “here” which is the root cause of the problem. To under-
stand that the word "here" refers to the lid of the food processor, and
to meet the user’s expectations for solutions to product issues, it is
essential for the system to complement multi-source information
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The lid of the food processor cannot be 

fastened, so the machine cannot operate.

C  R

C  S  R

Hi, the machine won't work

Hello, how can I help you?

Here cannot be fastened

Product Knowledge: 

  food processor, 

  silver color, 

  metal material, 

  no heating function

  …

I'm sorry to hear that. Can you please 

provide more information about the issue?

If that's the case, would you like us 

to send you a replacement lid?

Figure 1: An example of a multimodal task-oriented dialogue between a user and a customer service system. The green part
indicates the reasoning process for the system before answering with a proper response.

with each other. Based on this, the system provides a reasonable
suggestion of "replacing the cup lid."

Another line of dialogue method based on the large language
model, such as ChatGPT, shows promising performance in solving
user problems. Although powerful at understanding user’s ques-
tions, these methods inherit the shortcomings of large language
models, making them prone to producing unrealistic outputs, and
often exhibit suboptimal performance in specific domains that re-
quire expertise, since they are designed to be general. Especially
when facing visual modalities like images, these methods trained
with single language modality are limited to effectively integrate
multimodal information, even with the conjoined vision processing
block [43].

To address the above issues, we present MaTCR, a thought chain
reasoning framework that inserts explicit reasoning process into
multimodal dialogue generation. Our approach is inspired by the
success of the chain-of-thought method (CoT) in question answer-
ing task [12, 14, 42, 51], which has been shown effective to elicit the
multi-step reasoning abilities of the language models. Still, how to
effectively utilize modalities from different semantic spaces remains
a key challenge for the CoT method [48]. In this paper, we construct
a thought chain for multimodal task-oriented dialogue generation,
and design a multimodal reasoner with modality alignment to ef-
fectively leverage textual and visual dialogue context.

Specifically, we decompose the task into a thought chain with
two stages: user query summarization and system response gener-
ation. At each dialogue turn, our method produces a summarized
user query based on the multimodal dialogue context before gener-
ating a response. The summarized query acts as an intermediate
rationale of the thought chain, which provides an auxiliary ba-
sis for the target task. The proposed multimodal reasoner aims
to unify these two stages. To learn effective visual representation
that can be easily accepted by the language modal, we devise a
lightweight visual representation learning module. It takes a small
set of visual queries to capture image features most relevant to
the downstream tasks. In order to seamlessly combine informa-
tion from dialogue history, knowledge, and image, we devise a
modality-aligned fusion module. It aligns multimodal information

using image-text-matching, then adaptively integrate them with a
gate-controlled fusion layer. By doing so, we bridge the semantic
gap between vision and language models, thus effectively leverag-
ing multimodal information, resulting in more accurate user query
and system response generation.

To validate the effectiveness of our approach, we conduct exper-
iments on a benchmark multimodal task-oriented dialogue dataset
that provides real customer service conversations with diverse sce-
narios.

The main contributions of our present work are as follows:
• We propose a MaTCR framework, which strengthens the
multimodal dialogue generation by generating intermediate
user queries to form the thought chain. To the best of our
knowledge, this is the first work that introduces thought
chain reasoning into multimodal dialogue system.

• We design a multimodal reasoner to perform thought chain
reasoning. It extracts effective visual information with a
visual representation learning module. Then it leverages a
modality-aligned fusionmodule to align relevant multimodal
information and adaptively integrate them.

• We conduct extensive experiments on JDDC 2.1 multimodal
dialogue dataset with complex application scenarios. The
experimental results verify the effectiveness of MaTCR with
favorable performance and stronger interpretability1.

2 RELATEDWORK
2.1 Multimodal Task-oriented Dialogue System
The research of multimodal dialogue system can be roughly di-
vided into two categories: open-domain conversations with casual
chi-chat that involves specific images [7, 24, 35, 46, 50], and task-
oriented dialog systems [13, 34, 49] which are designed to assist
users in achieving specific goals.

To promote the study on multimodal task-oriented dialogue,
Saha et al. [34] first constructed a multimodal task-oriented dia-
logue dataset MMD for the fashion domain, which consists of over

1We will release all the source code and model parameters soon.
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[user] The lid of the food processor cannot 

be fastened, so the machine cannot operate.

[system] If that's the case, would you like 

us to send you a replacement lid?

   [user] Hi, the machine won't work

   [system] Hello, how can I help you?

   [user] Here cannot be fastened
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     [KG] Product Information: ...

History Encoder

[user] Hi, the ... [system] Hello ...

Textual Interactive Fusion

Text Decoder

Gated Fusion

Image-Text-Matching

negative

FFN

SoftMax

generated query/response

  Product Knowledge: 

     food processor, 

     silver color, 

     metal material, 

     no heating function

     …

[CLS]

Figure 2: The proposed MaTCR framework.

150K conversation sessions and includes domain knowledge cura-
tion. Based on this dataset, Cui et al. [4] designed a user attention-
guided multimodal dialog system by additionally considering the
hierarchical product taxonomy. Later, Zhang et al. [47] devised a
relational graph-based context-aware model to better understand
user questions. Recently, Ma et al. [26] designed a unified represen-
tation framework that uses cross-modal alignment and key-value
reasoning to generate accurate responses.

The shortcoming of MMD dataset is that the dialogue scene is
limited in the pre-sales guidance, while other scenes such as pay-
ment, logistics, and after-sales maintenance are not covered. This
reduces the practicality of the relevant models in real-world sce-
narios. The same problem exists in SIMMC dataset [13]. Therefore,
Zhao et al. [49] collected the JDDC dataset that contains about
246K dialogue sessions and covers almost the complete process in
E-commerce. The increased complexity of scenarios poses greater
challenges and higher demands on dialogue systems to effectively
utilize multimodal information for better comprehension of user
intentions.

2.2 Chain-of-thought Method
Recently, chain-of-thought (CoT) has been widely studied to elicit
the multi-step reasoning abilities of language models [12, 14, 42, 51].
This idea is inspired by the recognition that in neuro-symbolic
computing, generating intermediate results significantly improves
performance when a desired input-output mapping involves mul-
tiple computational steps [5, 27]. Thus, it is reasonable to recover
complex input-output mappings more accurately by training on
<input, intermediate results, output> triples, rather than simple
<input, output> pairs [2, 3].

Following original CoT, Lampinen et al. [14] proved that expla-
nations of context can improve the performance of large models.
Kojima et al. [12] invoked zero-shot CoT reasoning by adding a
prompt like “Let’s think step by step” after the test question. In
specific application domains. Lu et al. [25] first introduced CoT
into multimodal research, by providing an image-based science QA
dataset with manually annotated explanations for correct answers.
Based on this work, Zhang et al. [48] proved that fine-tuning small
models can also benefit from CoT, on condition that the necessary
vision context is accessible to perform effective reasoning. How-
ever, the current chain of thought methods still lack mechanisms
for effectively utilizing multimodal information, which limits their
application.

3 THE PROPOSED METHOD
In this section, we first introduce the task formulation for multi-
modal task-oriented dialogue generation, and then illustrate the
main components of the proposed MaTCR framework.

3.1 Task Formulation
Let 𝐷𝑛 = {(𝑄1, 𝑅1), (𝑄2, 𝑅2), . . . , (𝑄𝑛 − 1, 𝑅𝑛 − 1), 𝑄𝑛} denotes the
textual dialogue history of the 𝑛-th turn, where 𝑄𝑖 and 𝑅𝑖 are the
user utterance and system response in the 𝑖-th turn respectively.𝑉𝑛
is the current referenced image submitted by the user. 𝐾 denotes
product knowledge bases. 𝑅𝑛 denotes the corresponding system
response in the 𝑛-th turn.

Given multimodal dialogue context (𝐷𝑛,𝑉𝑛) and product knowl-
edge 𝐾 , our goal is to learn a generation model 𝑃 (𝑅𝑛 |𝐷𝑛,𝑉𝑛, 𝐾)
that integrates multimodal information and generates a coherent
and reasonable response 𝑅𝑛 .
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3.2 Modality-aligned Thought Chain Reasoning
The core idea of thought chain reasoning is to decompose the com-
plex original task <input, output> into intermediate steps <input,
intermediate results, output>. The generation of the intermedi-
ate results (called rationale) provides a reasoning process which
facilitates inferring the final output.

For multimodal dialogue generation task, we construct modality-
aligned thought chain reasoning to enhance the generation of rea-
sonable responses. Specifically, we assume that for each dialogue
turn, there exists a user query 𝑆𝑛 that summarizes the current user
intention and question, and can be inferred from (𝐷𝑛,𝑉𝑛, 𝐾). Thus,
we take 𝑆𝑛 as the rationale of our thought chain, decompose the
original task into user query summarization and system response
generation, and propose a multimodal reasoner to unify these two
stages. In the first stage, we send (𝐷𝑛,𝑉𝑛, 𝐾) triple into a multi-
modal reasoner to align and integrate multimodal information, then
generate the summarized user query 𝑆𝑛 . In the second stage, we
concatenate 𝐷𝑛 with 𝑆𝑛 , and send the updated triple into the same
reasoner to generate the final system response. Thus, the whole
process is as follows:

𝑆𝑛 = MR(𝐷𝑛,𝑉𝑛, 𝐾),
𝑅𝑛 = MR(𝐷𝑛 ⊕ 𝑆𝑛,𝑉𝑛, 𝐾),

(1)

where ⊕ is the concatenation operation. MR(·) denotes the multi-
modal reasoner, which captures user intention from complementary
multimodal information. The multimodal reasoner mainly consists
of two parts: the visual representation learning module and the
modality-aligned fusion module. The former learns to extract ef-
fective visual representation from images submitted by user, while
the latter aligns relevant information in different modalities and
adaptively fuses them.

3.3 Visual Representation Learning
As an old saying goes, “a picture is worth a thousand words”. Since
the images provided by users are important supplements or expla-
nations to text content, introduction of visual modality has been
known to provide complete details for building effective end-to-end
dialogue systems [15, 34].

Previous methods acquire visual information by adopting CNN-
based [1, 9] or transformer-based [6] pretrained visual encoders.
They freeze these encoders and extract vision features from images,
then send these features into the text generator to perform modal-
ity interaction with textual representation. However, the semantic
gap between different modalities makes it difficult for downstream
modules to fuse multimodal information, while maintaining their
general generation ability [17]. Besides, the unprocessed images
submitted by users may contain partial redundant information,
which could adversely impact the system’s ability to correctly in-
terpret user intent.

To extract effective visual representation that can be easily ac-
cepted by text generators, we design a visual representation learn-
ing module based on a lightweight transformer. As shown in Fig-
ure 2, this module performs as a bridge between the text generator
and the pretrained visual encoder, whose parameters are frozen to
maintain its visual processing ability. We use the pre-trained visual
encoder to extract original visual features from the user-uploaded

image. Then we employ a set of trainable query vectors to learn
pertinent information from the original image features. Finally,
we take the processed query vectors to replace the original visual
features as the learned visual representation and send them into
the downstream model. Inspired by [17], we significantly reduce
the number and dimension of query vectors compared to the origi-
nal image features. This forces the query vectors to capture visual
representation that is most relevant and useful for the target task.

Specifically, we adopt a vision transformer from CLIP [31] pre-
trained on vision-language task as our backbone visual encoder
VE(·). Given image 𝑉 , we slice the image into a sequence of 2D
patches and send it into the visual encoder to extract the original
image features 𝐻𝑣𝑜 . Then, we initiate a sequence of trainable query
vectors 𝑞, and send it into a 𝐿 layer interaction block with 𝐻𝑣𝑜 . At
each layer, these queries interact with 𝐻𝑣𝑜 through cross-attention
layers, and interact with each other through self-attention layers.
In the end, we project the learned visual queries into the unified
semantic space to get the visual representation 𝐻𝑣𝑞 , which bridges
the modality gap. The process is as follows:

𝐻𝑣𝑜 = VE(𝑉 ), 𝑞0 = 𝑞
𝑞𝑎 = MultiHead(𝑞𝑙−1,𝑊𝑞𝐻𝑣𝑜 ,𝑊𝑞𝐻𝑣𝑜 ),
𝑞𝑏 = MultiHead(𝑞𝑎, 𝑞𝑎, 𝑞𝑎),
𝑞𝑙 = FFN(𝑞𝑏 ),

𝐻𝑣𝑞 = Linear(𝑞𝐿),

(2)

where𝑊𝑞 is a trainable matrix, MultiHead(·) denotes the multi-
head attention block [38], and FFN(·) denotes the feed-foward net-
work.

We pretrain the interaction block and the query vectors on a
commonly used image-caption dataset. In particular, we adopt a
pretrained T5 [33] model as the text generator, and prepend a short
sentence “this is a picture of ” as the textual prompt. Then we send
the projected visual representation 𝐻𝑣𝑞 of a given image into the
T5 decoder for caption generation, and compute the cross-entropy
loss with the ground truth caption for modal optimization. During
this process, we freeze the parameters of the T5 model, forcing the
visual representation learning module to acquire the capability of
extracting useful visual information that can be directly interpreted
by the text model.

Note that in the subsequent training, the visual encoder will
remain frozen, while the 𝐿 layer interaction block and the query
vector will be fine-tuned with the rest of our MaTCR model.

3.4 Modality-Aligned Fusion
This component aims to fully exploit the complementary informa-
tion in multimodal context and product knowledge, capture user
intention, and generate user query and system response in the two
stages of the thought chain accordingly.

The summarized user query acts as a rationale of the thought
chain, representing the model’s understanding of the current di-
alogue state. Based on this understanding, the model is able to
generate a response that is more aligned with the user’s expecta-
tions. As demonstrated in [48], during the thought chain reasoning,
the hallucinated rationales may mislead the generation of the final
results, and the accuracy of intermediate rationales heavily relies on
the interaction of different modalities and side knowledge. Thus, we
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design this modality-aligned fusion module for the effective usage
of multimodal context. It first extracts unified textual representation
from dialogue history and product knowledge, then achieves the in-
tegration of multi-source information using multimodal alignment
and gate-controlled fusion.

3.4.1 Textual Representation Extraction. In this task, accessi-
ble textual information exists in both dialogue history and product
knowledge. The product knowledge contains detailed attribute in-
formation that can assist in understanding the dialogue context
and answering user’s question. Therefore, we equip the dialogue
history with corresponding knowledge from the knowledge base,
searched by the product ID. We concatenate the searched key-value
knowledge pairs together with a special token [KG] at the head as
knowledge sequence 𝐾 .

We take the encoder from a pretrained T5 model as product
knowledge and dialogue history encoder, which extracts knowledge
representation 𝐻𝑘 from 𝐾 and history representation 𝐻𝑑 from 𝐷

respectively. Then we concatenate a special token [CLS] with 𝐻𝑘

and 𝐻𝑑 , send it into a textual interactive layer to obtain the unified
textual representation 𝐻𝑡 :

𝐻𝑘 = TE(Emb(𝐾)),
𝐻𝑑 = TE(Emb(𝐷)),
𝐻𝑡 = TB(Emb( [𝐶𝐿𝑆]) ⊕ 𝐻𝑘 ⊕ 𝐻𝑑 ),

(3)

where Emb(·) is the embedding operation that sums up word em-
bedding and position embedding of each token in the sequence,
since the self-attention computation is order-less. TE(·) denotes
the pretrained textual encoder, and the textual fusion layer TB(·)
is a single layer transformer block.

3.4.2 Multimodal Alignment. Aligning unimodal representa-
tion before multimodal fusion is highly beneficial for learning inter-
actions between modalities [18]. Here we use Image-Text Matching
(ITM) to conduct representation alignment. Specifically, we leverage
textual representation 𝐻𝑡 as text query and compute multi-head
cross-attention with visual representation, obtaining the image-
enhanced text representation 𝐻𝑣𝑡 :

𝐻𝑣𝑡 = MultiHead(𝐻𝑡 , 𝐻𝑣𝑞, 𝐻𝑣𝑞) . (4)

For ITM, we take the representation corresponding to [CLS]
token at the head of the sequence as the joint matching representa-
tion. Then we append a fully-connected layer followed by sigmoid
function to predict the matching similarity score:

score(𝑉 ,𝑇 ) = sigmoid(FFN(𝐻𝑣𝑡,0)), (5)

where (𝑉 ,𝑇 ) is a positive or negative image-text pair sampled
from the dataset𝑀 , and the negative pair is created by randomly
replacing the image or text in the same batch. Note that 𝑇 refers
to the combination of dialogue history 𝐷 and the corresponding
product knowledge 𝐾 . the value of the score is between 0 and 1.
Finally, a binary cross-entropy loss is applied for optimization:

L𝐼𝑇𝑀 = − R(𝑉 ,𝑇 ) 𝑀 (𝑦log(score(𝑉 ,𝑇 )+
(1 − 𝑦)log(1 − score(𝑉 ,𝑇 )))), (6)

where y is a 2-dimensional one-hot vector representing the ground
truth label.

Considering that there is relevant but not completely overlapping
content between textual context and the user image, image-text
alignment facilitates the model to learn interrelated complementary
information across different modalities.

3.4.3 Gate-controlled Fusion. In order to obtain the complete
contextual information for understanding the user’s intention, we
fuse the multimodal representation after alignment. Since different
conversation turns may require various information, it is crucial
to balance the contribution from the visual and textual modalities.
Thus, we apply the gated fusion mechanism [16, 44] to fuse𝐻𝑣𝑡 and
𝐻𝑡 . We take a weighted average score 𝛽 to adaptively combine the
multimodal representation, and the fused representation is obtained
by

𝛽 = sigmoid(𝑊𝑡𝐻𝑡 +𝑊𝑣𝐻𝑣𝑡 ),
𝐻𝑓 = 𝛽𝐻𝑡 + (1 − 𝛽)𝐻𝑣𝑡 ,

(7)

where𝑊𝑡 and𝑊𝑣 are trainable parameters.

3.4.4 Query & Response Generation. After the multimodal
fusion, we feed the fused representation into a transformer-based
text decoder to generate the summarized user query 𝑆 or system
response 𝑅, depending on the reasoning stages. The generation loss
is computed with cross entropy, and the complete training objective
of the model is as follows:

L𝐺𝐸𝑁 = −log(𝑃 (𝑆/𝑅 |𝐷,𝑉 , 𝐾)),
L = 𝛾L𝐼𝑇𝑀 + L𝐺𝐸𝑁 ,

(8)

where 𝛾 is a hyper-parameter to control the trade-off between the
two losses. We initiate text encoder and decoder from the same
pretrained T5 model, as corresponds to the pretraining of the visual
representation learning module.

Note that in the response generation stage, the dialogue history
is updated by concatenating with 𝑆 from the previous user query
summarization stage. Thus, we seamlessly unify the two stages of
our thought chain reasoning with this multimodal reasoner.

4 EXPERIMENTAL SETTINGS
4.1 Dataset
In this paper, we conduct experiments on JDDC 2.1 dataset, a Chi-
nese multimodal task-oriented dialogue dataset collected by Zhao
et al. [49]. The JDDC 2.1 dataset comprises approximately 246,000
dialogue sessions collected from amainstreamChinese E-commerce
platform2. Each dialogue session contains multiple pieces of text
and images, along with product knowledge base, and describes a
complete online customer service process, covering various scenar-
ios like payment, logistics, pre-sales, and after-sales-maintenance.
Meanwhile, Zhao et al. [49] defined four tasks over this dataset, of
which our proposed method focuses on the multimodal dialogue
response generation, which is the most natural application of cus-
tomer service robots.

Additionally, we also observe the multimodal query rewriting
task, which requires a model to produce a textual user query that
covers the multimodal information of the original dialogue history,
aiming to reduce the difficulty of understanding multimodal utter-
ances. We leverage the annotated rewritten query from this task
2https://www.jd.com
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as the ground truth summarized user query to train our MaTCR
model for thought chain reasoning.

4.2 Comparison Methods
To demonstrate the effectiveness of our proposed model, we com-
pare it with the following representative methods:

Unimodal GPT [49]: it provides a text-only generative model
that takes textual context as input, and uses GPT-2 [32] decoder to
generate the response.

Multimodal GPT [49]: it provides a multimodal generative
model, which feeds the visual feature extracted from the last pooling
layer of ResNet-18 into GPT-2 after a dimension transformation
based on a feed-forward layer.

ChatGPT: it provides a large language model built upon In-
structGPT [29], trained with instruction learning and reinforce-
ment learning from human feedback, and specifically designed to
interact with users in a genuinely conversational manner.

Visual ChatGPT [43]: it designs a prompt manager to combine
ChatGPT with a series of pretrained visual foundation models, thus
it enables ChatGPT to handle complex visual tasks.

MATE [10]: it introduces the transformer network [38] to cap-
ture the context semantic relation between the textual context and
the visual context, and devises the Transformer-based decoder to
generate the text response.

Among these methods, Unimodal and multimodal GPT [49] are
the vanilla baselines provided with the JDDC 2.1 dataset. Unlike
most previous multimodal dialogue models, MATE [10] is less re-
stricted by specific data formats, making it easier to transfer to
the general scenarios we study here, thus we choose it as a strong
baseline in this work. In addition, considering its excellent general-
ization ability and problem-solving capability, we also introduced
ChatGPT and Visual ChatGPT [43] as comparison methods3.

4.3 Evaluation Metrics
To examine the quality of the generated responses, we adopt both
automatic and human evaluation methods to compare the perfor-
mance of different models.

4.3.1 Automatic Evaluation. Task-oriented dialogue generation
requires the system responses to be reasonable and coherent to
the context. Following the existing baseline [49], we adopt the
commonly-used BLEU [30] and Rouge-L [21] as the automatic
metrics, which analyze the co-occurrences of n-grams in the the
generated responses and the ground truth.

4.3.2 Human Evaluation. Considering that the automatic met-
rics are not always accurate to evaluate the responses [22], we fur-
ther conduct manual evaluation following previous works [10, 26].
Specifically, we randomly sample 200 testing pairs from the JDDC
2.1 test set. Given the dialogue context, five annotators are asked to
conduct pair-wise comparison between the responses generated by
MaTCR and two strong baselines from two perspectives: 1) Con-
text Coherence: Whether the response is in accordance with the
issue being discussed. 2) Informativeness: Whether the generated
response contains informative content for satisfying user needs.

3These twomethods generate responses in a few-shot way, by referring to the paralleled
conversation in the dialogue history

The annotators need to judge which response is better indepen-
dently. If the two responses are both proper or inappropriate, the
comparison of this pair is treated as "draw". Ultimately, we average
the results of three annotators and calculate their Fleiss’ kappa
scores [8].

4.4 Implementation Details
We adapt ViT-L/14 model4 from CLIP [31] as our frozen visual en-
coder. For visual representation learning, we set the size of query
vector 𝑞 to be 16x768, and set the number of layers for the inter-
action block to be 𝐿 = 2. We pretrain the query vector and the
interaction block on Flickr30k-CNA5 image-caption dataset. To ini-
tiate the text encoder and decoder used in modality-aligned fusion,
we adapt a Chinese version of mT5-large model6 with 784M param-
eters pretrained on large-scale Chinese corpora. All the multi-head
attention layers used in this work have a structure of 768 hidden
size and 6 heads.

To train the model on JDDC 2.1 dataset, we set the maximum
length of dialogue history to 160, and use the Adam optimizer [11]
with a learning rate of 3e-4 for model optimization. At the inference
stage, the maximum decoding length of the queries and responses
is set to 40, and we adopt beam search decoding with a beam size
of 3. All our experiments are implemented with PyTorch, and the
entire model is trained on RTX3090 GPUs.

5 RESULTS AND ANALYSIS
5.1 Automatic Evaluations
Table 1 shows that MaTCR outperforms the compared baselines
regarding all automatic evaluation metrics. The significant improve-
ment on Bleu and Rouge-L metrics shows that the responses of
MaTCR are relevant and coherent with the dialogue context. The
results indicate that our model can effectively utilize multimodal
information in the context to generate appropriate responses.

We also analyze the advantages of MaTCR over other methods.
The text-only methods lack reference to visual information, leading
to inferior performance. In multimodal setting, both Multimdal-
GPT and Visual-ChatGPT lack the necessary interaction process
to allocate limited attention on task-related visual information. Al-
though MATE employs modality interaction by using cross-model
attention computation, the absence of multimodal alignment makes
it vulnerable to the semantic gap problem, which in turn hinders the
effective integration of complementary multimodal information.

5.2 Human Evaluations
The human evaluation results in able 2 show that MaTCR consis-
tently outperforms all the strong baselines and achieves significant
improvements in both context conherence and informativeness. The
strengths in these two aspects respectively indicate that MaTCR’s
responses are more relevant to dialogue context, and contain more
reasonable information. This validates the advantages of the mul-
timodal thought chain reasoning, which endows the model with
superior multimodal comprehension ability, and thus it can gen-
erate helpful responses preferred by the annotators. Besides, we
4https://github.com/OpenAI/CLIP
5https://zero.so.com/download.html
6https://fengshenbang-doc.readthedocs.io/zh/latest/
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Table 1: Automatic evaluation results. The best results are highlighted in bold.

Methods Bleu-1 Bleu-2 Bleu-3 Bleu-4 Rouge-L

Text-only Uni-GPT [49] 16.02 12.83 8.17 6.63 17.57
ChatGPT 17.65 10.98 6.91 4.56 14.39

Multimodal

Multi-GPT [49] 17.90 14.81 8.72 7.23 20.36
Visual-ChatGPT [43] 17.92 11.05 6.51 4.41 14.01
MATE [10] 22.44 17.56 15.11 13.66 24.94
MaTCR 29.03 24.69 22.43 21.04 27.79

Table 2: Human evaluation results in two aspects: Context Coherence and Informativeness.

Context Coherence Informativeness
Opponent win loss draw kappa win loss draw kappa
vs. MATE 37.9% 16.2% 45.9% 0.51 56.2% 12.4% 31.4% 0.58

vs. Visual-ChatGPT 38.1% 26.3% 35.6% 0.56 43.7% 19.5% 36.8% 0.44

Table 3: Evaluation results of ablation study.

Model Bleu-1 Bleu-2 Bleu-3 Rouge-L
MaTCR 29.03 24.69 22.43 27.79
w/o.TCR 25.75 21.99 19.83 25.27
w/o.MAF 26.61 22.54 20.03 25.11
w/o.VRL 28.11 22.98 20.50 27.24

find that both MATE and Visual-Chatgpt often can not effectively
leverage the visual information provided by images. The former
frequently fails to generate useful suggestions, while the latter
tends to produce a large number of negative responses starting
with apologies. This results in their inferior performance on the
informativeness metric compared to MaTCR.

5.3 Ablation Study
We conduct experiments on different variants of MaTCR to inves-
tigate the effectiveness of each component. The variants include:
(1) w/o. TCR: it disrupts the thought chain by removing the user
query summarization process, resulting in a regression of the task
to the original <input, output> pattern. (2) w/o. VRL: it removes the
visual representation learning module, and takes the original image
features extracted by the frozen visual encoder as visual representa-
tion. (3) w/o. MAF: it removes the modality-aligned fusion module,
concatenates the visual and textual representation together, and
sends them into text decoder for query/response generation.

As reported in Table 3, the performance of w/o. TCR degrades
dramatically. This demonstrates the vital importance of the thought
chain reasoning as it can decompose the complex task and enhance
the model’s ability to understand the user intention. Besides, our
model achieves better results than w/o. VRL, indicating that learn-
ing to extract effective visual representation benefits the subsequent
generation task. Moreover, the performance of w/o. MAF also drops,
reflecting that it is crucial to align different modalities for bridging

Table 4: Comparison of different user query settings

Model Bleu-1 Bleu-2 Bleu-3 Rouge-L
MaTCR 28.25 22.84 21.61 27.36
Vanilla 26.41 21.19 20.39 26.20
Gold 33.68 26.83 23.26 34.14

the semantic gap before fusing multimodal information. In general,
our proposed model largely exceeds all variants, verifying the effec-
tiveness of modality-aligned thought chain reasoning framework.

5.4 Thought Chain Analysis
Although the ablation study confirms the negative impact on model
performance in the absence of thought chain training, it does not in-
tuitively demonstrate the potential benefits of good thought chains
for multimodal task-oriented dialogue generation in this work.

To verify this, we test the trainedMaTCR on the query rewritting
dataset mentioned in section 4.1, which has manually annotated
summarized user queries, and compare the results with two variants
of the model: (1) Vanilla: concatenates no query for the response
generation process. (2) Gold: concatenates ground truth query pro-
vided by the dataset for the response generation. Table 4 shows the
comparison results. We can see that the Gold variant outperforms
the original MaTCR and the Vanilla variant performs the worst. The
results indicate the great utility of inserting high-quality interme-
diate reasoning into multimodal task-oriented dialogue generation.

5.5 Case Study
To further investigate the quality of responses generated by MaTCR
intuitively, we show two dialogue cases in Figure 3, which cover
two common scenarios in the dataset: post-sales inquiries about
product usage and pre-sales inquiries about product information.

As we can see, although all three models can generate fluent
responses relevant to the dialogue context and product knowledge,
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I want human customer service. Hello?

Product Knowledge: Humidifier, for home use, touch screen…

I'm here. Is there anything I can help you with?

You see, it just won't turn on.

Ground Truth: Try plugging it into a different socket.

MATE: Hello, what's the problem with the machine? 

Can you explain it in detail?

Visual-ChatGPT: May I ask if your humidifier is plugged in 

and turned on? If the above condition is normal, you can try 

to contact after-sales service to solve the problem.

MaTCR: 

user query: There's a problem with the humidifier. It won't 

turn on.

response: Has water been added to the machine? You can 

try using a different socket.

I want human customer service.

 Product Knowledge: None

Hello, welcome to our store. I am your sports consultant.

Hi, have you got this one?

Ground Truth: Hello, we don't currently have this product 

in stock. <url>. We recommend these athletic pants with 

tapered legs and ankle-length. They feature contrast stripes 

on both sides, designed to showcase your sporty style.

MATE: Hello, we don't have it at the moment.

Visual-ChatGPT: Sorry, due to the lack of specific product 

descriptions and style information, we are unable to accurately 

answer your question. Please provide more details or refer to 

our official website.

MaTCR: 

user query: Black jacket, have you got this one?

response: How about taking a look at this black jacket? 

<url> It's a really great value for the price.

Figure 3: Two cases from JDDC 2.1 dataset (translated from Chinese).

the responses generated by MaTCR are more reasonable and com-
prehensive. Specifically, in Case 1, MaTCR can understand that
the user’s purpose is to require a solution for the issue that their
humidifier cannot be turned on. Therefore, it proposes two sug-
gestions: checking the water level and changing the socket, both
of which are reasonable and helpful. Case 2 shows a more com-
plex scenario, where there is no product knowledge and the user’s
expression is ambiguous. Although MaTCR does not provide the
same answer as ground truth regarding the existence of the product
(this would require access to a more comprehensive database), it
obtaines the correct image information and performs a reasonable
product recommendation operation.

We also show the summarized user queries generated by MaTCR
in these two cases. These queries indicate that the model is ca-
pable of combining multimodal information to comprehend user
intentions. Again, it demonstrates the effectiveness of our modality-
aligned thought chain reasoning framework.

In addition, we analyze the unsatisfactory performance of Visual-
ChatGPT in Case 2. We found that it generates such an image
description in its pipeline process:“adidas adidas adidas adidas adi-
das ...”. While this description is technically correct, it does not
effectively assist in the subsequent task. This further demonstrates
the validity of incorporating visual representation learning and
multimodal information interaction modules into our model.

6 CONCLUSION
In this work, we propose a modality-aligned thought chain reason-
ing framework for multimodal task-oriented dialogue generation.
To elicit the multi-step reasoning abilities of the model, We con-
struct a thought chain by decomposing the complex original task
into user query summarization and system response generation,
then we design a modality-aligned fusion module to unify these two
process. Extensive experiments show that our proposed method is
superior to existing methods, demonstrating the effectiveness of
our framework. What’s more, it verifies the potential of exploiting
multi-step reasoning for intelligentmultimodal conversation agents,
which benefits both the model performance and the interpretability.

In the future, we will extend this work by studying the tran-
sition of user intention and exploring the application of external
knowledge.
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