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Abstract

BBC News is beholden to public service values in pro-
viding it’s output. It is also exploring the use of recom-
mendation and personalization technologies for news
services. There is also an interest in using computa-
tional technologies for the monitoring of adherence to
public services. Despite these potential uses, there is a
dearth of computational metrics for monitoring the vast
text-based output of the BBC News service. Here we
propose a method that could be utilized by the editorial
team as a high level signal for issues in their output. The
method is intended for monitoring the portrayal of spe-
cific topics in a corpus of news stories. It utilizes NLP
tools of coreference resolution and dependency parsing
to identify words related to the topic and BERT Lan-
guage Model contextualized word embeddings to assess
those words against a topic. We find that the method
provides results consistent with human labeling when
used on a benchmark dataset. We then perform a case
study using a corpus of recent English language BBC
News politics stories, where we test for associations in
the text that relate to known gender-based stereotypes
and do not find evidence of those stereotypes in the cor-
pus. The approach presented may be an effective tool to
monitor reporting to identify instances of bias or stereo-
typing. We conclude with a discussion of potential lim-
itations of the approach and planned future work to val-
idate and improve the proposed method.

Introduction

The British Broadcasting Corporation (BBC) is a public ser-
vice media organization, which is beholden to public service
values. The BBC Public Purposes are set out in the Royal
Charter (2016), which is the constitutional basis of the BBC
and is renewed every 11 years. (Note: The agreement with
the government does not cover the BBC’s Object, Mission,
and Public Purpose). The Public Purposes are as follows:

* To provide impartial news and information to help
people understand and engage with the world around
them.

* To support learning for people of all ages.

* To show the most creative, highest quality and dis-
tinctive output and services.
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* To reflect, represent and serve the diverse communi-
ties of all of the United Kingdom’s nations and re-
gions and, in doing so, support the creative economy
across the United Kingdom.

* To reflect the United Kingdom, its culture and values
to the world.

In the context of BBC News, news editors are responsible
for curating what news content is presented to readers on the
UK service site. The editorial guidelines are designed to en-
sure the meeting of the public purposes. Editors design the
‘front page’ seen online and they populate ‘related articles’
sidebars that are presented in conjunction with articles the
readers select. For some international service sites a recom-
mender system tool is used for identifying related articles,
however, the editorial team has final approval over the im-
plementation of any such automated applications (Boididou
et al. 2021; Piscopo, Panteli, and Penna 2019).

There is significant interest in the use of technologies
across the BBC for the support of meeting these purposes, as
well as additional business goals; here we focus on English
language BBC News which provides daily media coverage,
in the form of text and video content. Technologies are al-
ready a key aspect of the BBC’s services, for example, web-
site and app-based interfaces are already the access point for
BBC News content. There is a further interest in the pos-
sibilities of artificial intelligence (AI) based personalisation
technologies, which are commonly used by non-public me-
dia companies. However, there is also caution about the use
of technologies such as recommender systems, particularly
in terms of their potential impact on provision of the pub-
lic services values (Ada Lovelace Institute 2022). Possible
concerns includes the possibility of varying recommenda-
tion quality for people, or groups of people as well as the
potential creation of information silos for news consumers.
In this way there is a risk of recommendations in news me-
dia no longer providing the mandated breadth of information
and diverse content. There is also an interest in the potential
of using Al-based technologies for monitoring adherence to
public purposes, including for monitoring the impacts of any
newly introduced personalization technologies.

We report here the work of developing an approach for
calculating metrics for use by the editorial team for moni-
toring the portrayal of specific topics across BBC news ser-
vices. We do this be identifying sentiment words within a



text corpora that are localized to the topic of choice. This
has potential for use for monitoring purposes, to ensure that
served content is reflecting diverse audiences and perspec-
tives. We do this by utilizing contextualized word embed-
dings generated by a large language model (BERT) and ex-
ploiting the feature of these embeddings of similar texts to
be closer in embedding space than dis-similar texts. We test
the method using data labelled with positive and negative
sentiment towards subjects of natural language text (news
stories). We then apply the method to a corpus of BBC News
text to assess for the existence of gender-based stereotypes
within the text. We propose a flexible method to allow for
users to expand measurement beyond sentiment, such as
positive and negative. We allow users to be able to define
the framework against which they want to measure the treat-
ment of a specific topic, or concept (such as gender) in a
corpora of text. This method is valuable for comparing mul-
tiple corpora, allowing for monitoring of changes in content
over time, or of the content being served to different groups
of people, to name some examples.

Our objectives in the following work are two-fold, firstly
to demonstrate that our proposed method works for identi-
fying the framing of a concept in the text and secondly, to
utilize the method to ask some questions of a corpora of re-
cent BBC news stories.

Related Work

There is extensive literature in media studies assessing how
topics are portrayed in the media. Often this falls under
frame analysis (Entman 1993). Frame analysis is a compre-
hensive, multifaceted qualitative analysis, which can be, but
is not always, supported by computational linguistics tools
(Schifer and O’Neill 2017). One aspect of a frame based
analysis can be a focusing specifically on word choices used
to discuss, or to frame, a topic. Computational linguistics,
which combines computational tools with linguistic struc-
ture expertise, often focus on the use of word choice specif-
ically, and the relations between words used. This can in-
clude focusing on word co-locations (words that appear
side by side) (Mertens, De Coninck, and d’Haenens 2022;
Alcéantara-Pla and Ruiz-Sdnchez 2017), and counting of
words that are associated with different framings (Mertens,
David De Coninck, and Leen d’Haenens ).

Computational methods for sentiment classification of
words related to the topic of interest in news text has also
been explored. However, limitations have been identified,
namely, that the framing language used is often subtle due to
the expected tone in major media outlets and there is a lack
of relevant, news-focused, datasets Hamborg (2020). Addi-
tionally, sentiment classification methods focus heavily on
positive / negative polarities, which fails to capture the com-
plexity and context-dependency of labeling content in news
media as positive or negative (Hamborg 2020).

Methods for sentiment classification are often lexicon
based, meaning that a (large) predetermined list of words
falling under the sentiments of interest are utilized to ‘score’
phrases based on whether they contain those words. Limi-
tations of lexicon based methods in general include limited
coverage and the need to keep them updated to represent

changing language - this is particularly true when working
with topics related to rapidly evolving social phenomena,
such as gender stereotypes (Cryan et al. 2020). Here we pro-
pose an approach that does not require an extensive lexicon,
but rather utilizes the feature of contextualized word em-
beddings (discussed further in section Contextualized Word
Embeddings) that the distance between embeddings of dif-
ferent words is related to their level of similarity (Nair, Srini-
vasan, and Meylan 2020; Wiedemann et al. 2019).

Background

Linguistic Features and Dependency Parsing Depen-
dency parsing is a process used in natural language pro-
cessing (NLP) to identify the relationships between words in
natural language text, and formalize them in a computation-
ally readable way. The structure of a sentence is described
in terms of a tree structure, where each word, except the
root, has a head, where a head word is the central organiz-
ing word of its dependents. A head and its children make up
one arc in a given sentence. In this paper dependency pars-
ing is done using spaCy !, an open-source Python library for
natural language processing (NLP). An example of the in-
formation learned from dependency parsing a sentence with
spaCy is shown in figure 1.

Token | POS | Head | children

winner
wrote
that
she

[1
[winner, had]
[1

| | |
| | |
| | |
| | |
had | | wrote | hat, she, meeting]
a | DET | meeting |
30 | | minute |
- | | minute |

| | meeting |

| | meeting |

| | had \

minute 0, -]

private

[t
[1
[]
[l
[3
[1
meeting [a

, minute, private]

Figure 1: An example of dependency parsing information for
the phrase “Winner wrote that she had a 30-minute private
meeting.”

Contextualized Word Embeddings A word embedding
is a representation of a word as a dense numerical vec-
tor where embeddings of similar words are closer together
in multidimensional space than dis-similar words. These
embeddings are created through training on large amounts
of text. Original word embedding models such as glove
(Pennington, Socher, and Manning 2014) and Word2Vec
(Mikolov et al. 2013) provide a single embedding per word,
whereas large language models (LLMs) (e.g. BERT, ELMo)
are capable of generating contextualized word embeddings.
These are embeddings where the vector representation of a
word depends on the words around it, or the sentence - so
there is not just single representation for a given word. Con-
textualized word embeddings can be generated for full sen-
tences, again with the feature that sentences of similar mean-
ing are closer in distance. In this paper, we generate sen-
tence embeddings using Sentence Transformers (Reimers
and Gurevych 2019), a Python framework which uses a pre-
trained BERT model to create embeddings. The similarity

'https://spacy.io/



between word embeddings is calculated by the cosine sim-
ilarity, or the angle between two vectors, calculated as fol-
lows:

cos(a,b) = L1 aibi (H

VI @)/ ()2
Method

We start with explaining the proposed method in general,
and then provide the specific details of an experiment to test
the method (section Experiment: newsMTSC Dataset) and
for a case study utilizing the method on real-world data (sec-
tion Experiment: BBC News Corpora).

Concept representation. The purpose of our proposed
method is to identify the framing of a specific concept within
a given corpora of text. What kind of concept can be selected
is very flexible, it can, for example, be a single individual, a
place, or a specific topic. A textual representation of that tar-
get concept needs to be provided; this can be a single word or
name, a phrase, or a series of words or phrases, that are used
to refer to the concept in the text. From this starting represen-
tation of the concept, we are able to identify further mentions
of it in the text that do not match the representation. For ex-
ample, if the target is a person, identified by name, there may
be references to the person in the text that do not use their
name, such as pronouns. In NLP, the task for identifying the-
ses mentions is coreference resolution. To conduct corefer-
ence resolution, we utilize an existing Python module, Fast-
Coref (Otmazgin, Cattan, and Goldberg 2022). Coreference
resolution identifies clusters of references, with each cluster
referring to a different subject of the text. We then identify
the clusters that refer to the target concept by selecting the
clusters that contain the word, or phrase, we have selected to
represent the concept.

Relevant words. Once we have identified all mentions of
the target concept in the text, we are able to identify the
words that are used in relation to the target concept. We
call these the relevant words. To do this we utilize depen-
dency parsing (described in section Linguistic Features and
Dependency Parsing) to identify the relationship between
the words in the text. We utilize the parsed dependency tree
to identify these relevant words. Our definition of relevant
words can be summarized as all adjectives, nouns and verbs
that are either the head of the target word, as well as the
heads of any coreference of the target, along with all other
children of those heads. In this way we identify the arcs
within the text which directly relate to mentions of the target.
In the example shown in figure 1, if the subject is “Winner’
then the coreferences are “Winner’ and ‘she’ and the words
contained in the relevant arcs are wrote, had, that, meeting.
In order to focus on the sentiment conveying words, only the
adjectives, verbs and nouns are selected as the final relevant
words; in the case of our example, the relevant words are
wrote, that, meeting. These relevant words are then repre-
sented as contextualized word embeddings, as described in
the section Contextualized Word Embeddings.

The measurement framework. Our method utilizes mea-
sures of similarities between contextual word embeddings to
assess the framing of the target concept. To this end, a frame-
work by which to measure it must be selected, and the mea-
surement framework must be represented as text, and thus as
contextual word embeddings. In this work we propose three
different measurement frameworks. The first, which is used
in the experiments in both section Experiment: newsMTSC
Dataset and Experiment: BBC News Corpora, is a measure
of positive and negative sentiment. The positive sentiment
is represented by the contextualized word embedding of the
following:

admire, amazing, assure, celebration, charm, eager, en-
thusiastic, excellent, fancy, fantastic, frolic, graceful,
happy, joy, luck, majesty, mercy, nice, patience, per-
fect, proud, rejoice, relief, respect, satisfactorily, sen-
sational, super, terrific, thank, vivid, wise, wonderful,
zest.

The negative sentiment is represented by a contextualized
embedding of the following:

abominable, anger, anxious, bad, catastrophe, cheap,
complaint, condescending, deceit, defective, disap-
pointment, embarrass, fake, fear, filthy, fool, guilt, hate,
idiot, inflict, lazy, miserable, mourn, nervous, objec-
tion, pest, plot, reject, scream, silly, terrible, unfriendly,
vile, wicked.

This measurement framework is based on words which
are common among three commonly used sentiment lexi-
cons in Jurafsky and Martin (2023). We use these short lists
of words, rather than words from an entire lexicon so that
the framework is readable, understandable and maintainable.
Embeddings of a small amount of words for representing a
specific framework have been utilized by (Caliskan, Bryson,
and Narayanan 2017), who found that a small number of se-
lect words reduced the amount of noise created by the mul-
tiple meanings of many words.

We utilize two frameworks from (Caliskan, Bryson, and
Narayanan 2017) as two additional frameworks in the ex-
periment in section Experiment: BBC News Corpora. In that
work, both of these frameworks were used to represent exist-
ing gender-based stereotypes that have been previously iden-
tified in social science literature. Namely, the association of
females with family, more than career (compared to males)
and with arts, more than sciences (compared to males). The
words used by Caliskan, Bryson, and Narayanan (2017), as
well as our approach, to represent the four poles of family,
career, arts and science are as follows:

Family: home, parents, children, family, cousins,
marriage, wedding, relatives

Career: executive, management, professional, corpora-
tion, salary, office, business, career

Arts: poetry, art, Shakespeare, dance, literature, novel,
symphony, drama

Science: science, technology, physics, chemistry,
Einstein, NASA, experiment, astronomy



The framework nodes are represented as contextualized
word embeddings, as described in described in section Con-
textualized Word Embeddings, and the cosine similarity be-
tween these and the embeddings of the relevant words are
then calculated. We are then able to compare distances (or
similarity) of the framing of various concepts to the frame-
work nodes, thus providing a comparative measure of the
framing of the concepts.

Experiment: newsMTSC Dataset
Method: newsMTSC Dataset

In order to validate the effectiveness of our method of com-
paring word embeddings of relevant text to embeddings rep-
resenting a framework, we tested it on a dataset of labeled
text snippets. The NewsMTSC dataset (Hamborg and Don-
nay 2021) consists of human-labeled sentences, which were
sampled from news articles from online US news outlets; it
was developed for the purposes of target-dependent senti-
ment classification (TSC) in news articles. Each sentence is
labeled for whether it conveys positive, negative or neutral
sentiment for a specific target, namely a person mentioned
in the sentence. Labels are derived from an aggregation of
the labels from multiple human annotators.

We use 4163 labeled sentences containing a single target
as the text corpora, the target portrayal is labeled as positive
in 1815 sentences and as negative in 2348 sentences. The
dataset includes the name of the target for each sentence as
well as character indexes for that name in the sentence; this
is our textual representation of the target concept. We then
complete the coreference resolution and the selection of rel-
evant words using the method described above. This leaves
us with a list of relevant words per labeled sentence. We then
create two aggregated lists, one of all relevant words used
in relation to targets who were portrayed positively and an-
other for targets who were portrayed negatively. These lists
are then used to create a positive and a negative sentence em-
bedding, which are created from one text string containing
all of the positive or negative relevant words, separated by
commas.

As a baseline for comparison, we create sentences in-
tended to represent a text containing a mix of positive and
negative sentiment towards multiple targets. We do this by
concantenating two sentences from the newsMTSC dataset,
one with a positive label, and one with a negative label. We
created 120 of these sentences and refer to them as neutral
sentences. The same process was conducted with them as for
the positive and negative sentences.

The framework utilized is the positive / negative sentiment
framework described in Method section. The input strings
used to create the embeddings is again a list of each word in
the framework node.

To calculate a distribution of the similarity between the
two concept word embeddings and the two framework
nodes, we conduct bootstrapping of the cosine similarity at
1000 iterations. This is done by sampling, with replacement,
from the list of words representing the two concepts. We
are then able to compare the mean similarity of the posi-
tive and negative concept word embeddings with the positive

Male and Female Content from Labeled Data

Positive RW to positive FN -
Positive RW to negative FN -

Neutral RW to positive FN -

MNeutral RW to negative FN -
MNegative RW to positive FN -

Negative RW to negative FN -

050 052 054 056 058
Mean similarity (with Tukey's H5D Test confidence intervals)

Figure 2: Results of the newMTSC experiment. Presented
here are the similarities between embeddings of Relevant
Words (RW) identified in the positively and negatively la-
beled sentences and the Framework Nodes (FN) of the pos-
itive / negative framework.

and negative framework nodes. We expect that the relevant
words from the positive concept word embeddings will be
closer to the positive framework nodes, and vice-versa. If
this is the case, then our method is consistent with the re-
sults of human labeling and we consider it as validation that
our method can effectively identify whether a target in a text
corpus is being framed in a specific manner. Results from
this experiment are reported in the following subsection.

Results: newsMTSC Dataset

The similarities of each of the three concept groups (posi-
tive, negative and neutral) to the two framework nodes (pos-
itive and negative) is measured, resulting in six similarities
to be measured. A one-way ANOVA test was performed to
compare the resultant six mean similarities. The one-way
ANOVA showed that there is a statistically significant dif-
ference between the groups (F=834.917, p=0.000). In order
to see which of the groups were significantly different from
each other we perform post-hoc testing in the form of the
Tukey Honest Statistical Difference (Tukey HSD) test. The
results of the test are presented in table 1. We find that all
means similarities are significantly different from all oth-
ers, except the difference between the the negative relevant
words to the negative framework node and the positive rele-
vant words to positive framework node.

Specifically, we find that the positive relevant words have
a higher cosine similarity to the positive framework node
than to the negative node embedding, while negative relevant
words have a higher cosine similarity to the negative frame-
work node than to the positive framework node, which can
be seen visually in figure 2. This result is in line with what is
expected if our proposed method is successfully identifying
positive or negative sentiment towards a target in text. Ad-
ditionally, we see that the neutral relevant words are closer
to the negative node than to the positive node, however, the
difference in similarity, to both nodes, is much smaller than
in the case of the positive and negative relevant words.

Experiment: BBC News Corpora

Using the approach on real world data.



Table 1: Results of the Tukey HSD test here of the similarities between embeddings of Relevant Words (RW)
identified in the positively and negatively labeled sentences and the Framework Nodes (FN) of the positive /

negative framework in the newsMTSC dataset.

Group 1

Group 2

Negative RW to negative FN
Negative RW to negative FN
Negative RW to negative FN
Negative RW to negative FN
Negative RW to negative FN
Negative RW to positive FN
Negative RW to positive FN
Negative RW to positive FN
Negative RW to positive FN
Neutral RW to negative FN
Neutral RW to negative FN
Neutral RW to negative FN
Neutral RW to positive FN
Neutral RW to positive FN
Positive RW to negative FN

Negative RW to positive FN
Neutral RW to negative FN
Neutral RW to positive FN
Positive RW to negative FN
Positive RW to positive FN
Neutral RW to negative FN
Neutral RW to positive FN
Positive RW to negative FN
Positive RW to positive FN
Neutral RW to positive FN
Positive RW to negative FN
Positive RW to positive FN
Positive RW to negative FN
Positive RW to positive FN
Positive RW to positive FN

Mean Diff. p-value 95% CI
-0.0801 0.0 (-0.0847) - (-0.0755)
-0.0286 -0.0"  (-0.0332) - (-0.024)
-0.046 0.0 (-0.0505) - (-0.0414)
-0.0652 -0.0"  (-0.0698) - (-0.0607)
-0.0023 0.7093 (-0.0069) - 0.0023
0.0515 0.0 0.0469 - 0.0561
0.0342 -0.0™ 0.0296 - 0.0387
0.0149 0.0 0.0103 - 0.0195
0.0778 0.0 0.0733 - 0.0824
-0.0174 0.0 (-0.0219) - 0.0128
-0.0366 0.0 (-0.0412) - (-0.032)
0.0263 0.0 0.0217 - 0.0309
-0.0193 0.0 (-0.0238) - (-0.0147)
0.0437 -0.0™ 0.0391 - 0.0483
0.0629 -0.0™ 0.0584 - 0.0675

Notes:
*f Significant at p < 0.01
* Significant at p < 0.05

Method: BBC News Corpora

We applied our approach to real world data, namely, a cor-
pus of english language BBC News stories published be-
tween January 1, 2023 and August 1, 2023. All analysis was
done on the full text of the bodies of the news stories. We
apply our analysis to the question of the framing of males
and females in the BBC News stories written on the topic of
UK politics. We identified 1036 news stories on UK politics
through the use of content tags.

In order to identify mentions of males and females in the
text we conduct coreference resolution, as described in sec-
tion Method. We then identify all coreference clusters that
contain male or female pronouns and separate those clusters
into two groups, male and female. We then select all rel-
evant words related to those concepts, as described above.
This leaves us with a list of relevant words per gender per
news story. For each news story, we are then able to create a
male relevant words embedding and a female relevant words
embedding from a text string consisting of the correspond-
ing list of words. We compare these embeddings to each of
the three frameworks described above: positive / negative,
science / arts and career / family.

We identify, per news story, an average of 4.0 mentions
of females (with 11.6 relevant words) and 15.93 mentions of
males (with 27.3 relevant words). For this reason, we do not
need to use bootstrapping here to calculate the distributions
of the similarities between the relevant words and the frame-
work nodes as we are able to calculate the cosine similarities
per news story. Results from this experiment are reported in
the following subsection.

Male and Female Content from BBC Politics

Male BW to positive FN —_—
Male RW to negative FN —
Female RW to positive FN —_—
Female BW to negative FN —_—

033 034 035 036 037 038 033 040 041
Mean similarity (with Tukey's H5D Test 95% confidence intervals)

Figure 3: Results based on the BBC News Corpora of UK
politics tagged news stories. Presented here are the simi-
larities between embeddings of Relevant Words (RW) used
in relation to male and female subjects and the Framework
Nodes (FN) of the positive / negative framework.

Results: BBC News Corpora

Positive / negative framework The similarities of each
of the two relevant word groups (male and female) to the
two framework nodes (positive and negative) is measured,
resulting in four similarity means. A one-way ANOVA test
comparing the four measures showed that there is a statis-
tically significant difference between the groups (F=32.018,
p=0.000). According to the post-hoc Tukey HSD the mean
similarities of the female relevant words to both positive and
negative nodes are significantly lower than the male relevant
words are to both nodes (full results in table (2). However,
there is no significant difference between similarities to the
positive and negative nodes within the genders. This sug-
gests that the male relevant words in the BBC politics stories



Table 2: Results of the Tukey HSD test of the similarities between embeddings of Relevant Words (RW)
used in relation to male and female subjects in BBC UK politics news stories to the Framework Nodes

(FN) of the positive / negative framework.

Group 1 Group 2 Mean Diff. p-value 95% CI
Female RW to negative FN  Female RW to positive FN -0.0005 0.9999  (-0.0202) - 0.0193
Female RW to negative FN  Male RW to negative FN 0.0458 0.0™  0.028-0.0637
Female RW to negative FN ~ Male RW to positive FN 0.0498 0.0™  0.0319-0.0677
Female RW to positive FN  Male RW to negative FN 0.0463 0.0 0.0284 - 0.0641
Female RW to positive FN  Male RW to positive FN 0.0503 0.0 0.0324 - 0.0681
Male RW to negative FN Male RW to positive FN 0.004 09154 (-0.0118) - 0.0198
Notes:

** Significant at the p < 0.01
* Significant at the p < 0.05

are both more positive and negative than the female relevant
words, which could mean that less sentiment filled language
is used when discussing female subjects than males.

Male and Female Content from BBC Politics

Male RW to science FN ——

Male RW to arts FN ——

Female RW to science FN —

Female RW to arts FN —

018 020 022 024 026
Mean similarity {with Tukey's H5SD Test 35% confidence intervals)

Figure 4: Results based on the BBC News Corpora of UK
politics tagged news stories. Presented here are the simi-
larities between embeddings of Relevant Words (RW) used
in relation to male and female subjects and the Framework
Nodes (FN) of the arts / science framework.

Art / science framework The similarities of each of the
two relevant word groups (male and female) to the two
framework nodes (art and science) is measured, resulting in
four similarity means. A one-way ANOVA test comparing
the four means showed that there is a statistically significant
difference between the groups (F=118.605, p=0.000). Ac-
cording to the post-hoc Tukey HSD each of the mean sim-
ilarities are significantly different from each of the others.
The results can be seen in table 3. As can be seen in figure
4, male relevant words are closer to both the arts and science
nodes.

Career / family framework The comparison of the simi-
larities of each of the two relevant word groups (male and fe-
male) to the two framework nodes (career and family) results
in four similarity means. A one-way ANOVA test comparing
the four means showed that there is a statistically significant
difference between the groups (F=181.674, p=0.000). Ac-
cording to the post-hoc Tukey HSD each of the mean sim-

Male and Female Content from BBC Politics

Male RW to family FN ——

Male RW to caraer FN ——
Fernale RW to family FN —
Female RW to career FN —_—r

020 022 024 026 028 030
Mean similarity (with Tukey's HSD Test 95% confidence intervals)

Figure 5: Results based on the BBC News Corpora of UK
politics tagged news stories. Presented here are the simi-
larities between embeddings of Relevant Words (RW) used
in relation to male and female subjects and the Framework
Nodes (FN) of the family / career framework.

ilarities are significantly different from each of the others,
except for the mean similarities between male and female
relevant words to the family framework node, as can be seen
in table 3. In figure 5 we see that male relevant words are
closer to the career node than female relevant words, how-
ever, both male and female relevant words are similar dis-
tances (not significantly different) from the family node.

Discussion We see a near-consistent effect whereby se-
mantic similarities between topic-referent words and male-
referent words and are greater than those to female-referent
words—this holds true for all but the family topic. This may
be an indication that more sentiment-filled and topic specific
language is used around male-referents compared to female-
referents but it does not support the presence of any of the
tested gender-based stereotypes in the BBC politics dataset.
In the following section, we discuss the further work needed
to allow additional interpretations of these findings and to
parse the various factors influencing embedding differences

Limitations, Future Work and Conclusion

Limitations of the work include that it relies entirely on
words in text; clearly additional factors like news story



Table 3: Results of the Tukey HSD test of the similarities between embeddings of Relevant Words (RW)
used in relation to male and female subjects in BBC UK politics news stories to the Framework Nodes (FN)

of the arts / sciences framework.

Group 1 Group 2 Mean Diff. p-value 95% CI
Female RW to arts FN Female RW to science FN  -0.0566 0.0 (-0.0704) - (-0.0428)
Female RW to arts FN Male RW to arts FN 0.0225 0.0" 0.01 - 0.0349
Female RW to arts FN Male RW to science FN -0.0399 0.0"  (-0.0524) - (-0.0274)
Female RW to science FN Male RW to arts FN 0.0791 0.0" 0.0666 - 0.0915

Female RW to science FN Male RW to science FN
Male RW to arts FN Male RW to science FN

00167  0.0033™  0.0042 - 0.0292
-0.0624 0.0™  (-0.0734) - (-0.0514)

Notes:
™ Significant at the p < 0.01
* Significant at the p < 0.05

Table 4: Results of the Tukey HSD test of the similarities between embeddings of Relevant Words
(RW) used in relation to male and female subjects in BBC UK politics news stories to the Framework

Nodes (FN) of the career / family framework.

Group 1 Group 2 Mean Diff. p-value 95% CI
Female RW to career FN  Female RW to family FN -0.0654 0.0 -0.0798 -0.051
Female RW to career FN  Male RW to career FN 0.0296 0.0 0.01650.0426
Female RW to career FN Male RW to family FN -0.058 0.0™ -0.0711-0.045
Female RW to family FN  Male RW to career FN 0.095 0.0 0.08190.108
Female RW to family FN ~ Male RW to family FN 0.0073 0.469  -0.0057 0.0204
Male RW to career FN Male RW to family FN -0.0876 0.0 -0.0991 -0.0761
Notes:

** Significant at the p < 0.01
" Significant at the p < 0.05

placement or images are not included in the analysis. Fur-
ther, even in the text, some factors may not be identified. For
example, we see in the MTSC news dataset the following
sentence which uses punctuation to convey sarcasm: Hillary
Clinton takes “responsibility” for loss, but says others con-
tributed. Additionally, while we test the positive / negative
framework against labeled text data, we do not have an anal-
ogous labeled dataset to test the family / career or art / sci-
ence frameworks. Creation of labeled datasets for frame-
works of interest needs to be part of future work.

It is further important to conduct further work to under-
stand how we can interpret the similarities we are examin-
ing in this method. Firstly, it is important to better under-
stand the impact of potential confounding factors, such as
the differences in the amount of mentions of different topics
and of the amount of relevant words found. It is also im-
portant to parse out the potential impact of word embedding
bias (Caliskan, Bryson, and Narayanan 2017) - this could in-
clude words that have a difference in embedding similarity
in relation to the framework (such as more negative or more
positive), but are not interpreted as such by human readers.
In the case that such words are used more in conjunction
with one topic than another, this would bias the results. Sec-
ondly it is important to identify the best format for the tex-
tual representation of the relevant words and the framework
nodes. Specifically, we currently create a list of words to be
transformed into sentence embeddings, however as BERT is

trained on natural language sentences, the list of words may
not be the most suitable representation. Finally, the method
for identifying relevant words can be further updated with
linguistic expertise; the current approach, where word de-
pendencies of all input sentences are identified, allows for
transparent explanation of how the words are chosen as well
as flexibility to improve how that is done.

In terms of use for monitoring news content, the baselines
for similarity comparisons, as well as what changes in sim-
ilarities trigger further investigation, needs to be defined in
conjunction with editorial experts. In reference to the current
results, it remains to be seen what the embedding distances
we found mean in practice, and thus how they should be
interpreted. Conducting similar analysis with other text cor-
pora, including from other news providers, and with human-
labeled data is required for further understanding. All further
work should continue to consider the existing work in me-
dia studies and framing analysis, as well incorporate feed-
back from news editors, to determine best design decisions
and explanations of output to support the work of experts in
those areas.
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