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Abstract
Large Language Models (LLMs) have demon-
strated great performance in few-shot In-Context
Learning (ICL) for a variety of generative and
discriminative chemical design tasks. The newly
expanded context windows of LLMs can further
improve ICL capabilities for molecular inverse de-
sign and lead optimization. To take full advantage
of these capabilities we developed a new semi-
supervised learning method that overcomes the
lack of experimental data available for many-shot
ICL. Our approach involves iterative inclusion of
LLM generated molecules with high predicted
performance, along with experimental data. We
further integrated our method in a multi-modal
LLM which allows for the interactive modifica-
tion of generated molecular structures using text
instructions. As we show, the new method greatly
improves upon existing ICL methods for molecu-
lar design while being accessible and easy to use
for scientists.

1. Introduction
Molecular design is fundamentally about crafting novel
molecules that possess specific properties tailored to address
particular scientific or industrial challenges (Schneider &
Fechner, 2005). This process involves not only creating
new molecular structures, but also refining and improving
existing ones to more efficiently meet specific criteria. The
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refinement helps in converging a broad range of properties
that the molecules need to satisfy, including affinity for
particular biological targets, favorable pharmacokinetics and
pharmacodynamics, or non-toxicological profiles, making
them suitable for further development and eventual clinical
trials. This is typically achieved through iterative cycles of
synthesis, testing, and analysis, with each iteration aiming
to bring candidates closer to the optimal properties.

Every factor to be considered introduces additional layers
of complexity and uncertainty, making the lead optimiza-
tion and molecular design a resource-intensive and time-
consuming task. Artificial intelligence (AI) emerges as
a transformative tool capable of identifying and learning
from complex patterns that can guide on the design of new
molecules with optimized features. Furthermore, it can
autonomously propose novel compounds that fulfill spe-
cific criteria, reducing the cycle time in iterative design and
synthesis, and accelerating the development of new drugs
(Langevin et al., 2020; Loeffler et al., 2024; Sauer et al.,
2023).

Generative AI models are trained to understand and approx-
imate the real distribution of the data they are fed with.
Essentially, these models internally create a representation
of the distribution such that the outcomes they produce ad-
here to the underlying rules governing the nature of the
data (Bilodeau et al., 2022). In the context of chemistry,
this ’data’ refers to chemical space, which encompasses
all possible chemical compounds and their configurations.
Chemical space is vast and complex, containing an almost
infinite variety of potential molecules with diverse physical
and biological properties. Generative models can thus be
used to propose novel molecules in an efficient and effective
manner (Meyers et al., 2021).

Molecules can be represented using textual symbols cor-
responding to their structures. The most common descrip-
tion language for small molecules is SMILES (Simplified
Molecular-Input Line-Entry System). Similar to other lan-
guages (including English and Amino Acids) several as-
pects of the SMILES language can be adequately captured
by a LLM (Mirza et al., 2024). Several examples of us-
ing SMILES based LLMs for supervised learning of small
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molecules have been presented (Ross et al., 2022).

Current initiatives to apply LLMs in the chemical space
focus on two main areas, the prediction of chemistry-related
downstream tasks (Blanchard et al., 2023; Nascimento &
Pimentel, 2023), and the creation of self-operating agents
with expertise in chemistry (Boiko et al., 2023). Recently,
there have been a few studies on inverse design tasks with
LLMs(Jablonka et al., 2024; Liu et al., 2024; Hocky, 2024).
For example, (Wiest et al., 2023) explores a text-based
molecular design task. However, their prompt format does
not use training data and only consists of a plain text de-
scription translated into a SMILES. ChemCrow (Bran et al.,
2023) is a recent agent-based method that introduces sev-
eral innovations in AI-driven chemistry. By integrating
18 expert-designed tools, it enhances the performance of
LLMs in various chemical tasks and reduces the risk of hal-
lucinations. ChemCrow autonomously plans and executes
chemical syntheses on a cloud-connected robotic platform,
iteratively adapting and refining procedures without human
intervention.

While their work shares the same purpose as ours in lever-
aging LLMs for chemical tasks, ChemCrow focuses on an
iterative chain-of-thought process to autonomously plan and
execute syntheses, emphasizing real-time adaptation and
practical execution. In contrast, our molecular inverse de-
sign approach is geared towards providing structured data
in a many-shot setup, enabling LLMs to learn the structure-
activity relationship for designing molecules that satisfy
multiple criteria.

The significant increase in context size and reported findings
suggests new possibilities for employing these techniques
in complex domains such as molecular inverse design.In-
context few shot learning (ICL) has emerged as a transfor-
mative strategy that allows LLMs to learn from a specific
task at the time of inference without the need for specific
fine-tuning (Agarwal et al., 2024). Recent advancements
have expanded the context windows available to LLMs, fa-
cilitating the usage of more examples for many shot learning.
Unlike few-shot learning, many shot improve the model’s
ability to capture the underlying trends in the input data
(Bertsch et al., 2024).

While many shot learning is an attractive training strategy, it
faces the major challenge of obtaining additional experimen-
tal data, that is usually very expensive. To overcome this
we developed a semi-supervised learning approach. Similar
to the idea behind (Blum & Mitchell, 1998), the scarcity of
labeled data forced us to develop different models trained
on different views, i.e., set of features, to act as evaluators
and predict the properties of untested molecules. By using
different molecular descriptors for training these indepen-
dent models we ensure robustness, as only those candidates
whose predictions are consensual and meet success crite-

ria are included in the pool for the next optimization round.
Hence, we indirectly utilize the vast pool of newly-generated
molecules to enhance our understanding and selection pro-
cess without depending on experimental validation. How-
ever, it should be highlighted that these evaluators don’t get
retrained after every round, as they would potntially carry
biases from the LLM in the generative process.

While fully automated design tool is the ultimate goal, hu-
mans still play a key role in the final design process. These
are usually very experienced chemists with less computa-
tional background. For them, an online modification tool
with deep understanding of structural and medicinal chem-
istry principles can greatly improve the overall outcome
and the efficiency of the design process. We thus further
extended the chemical design LLM we developed and com-
bined it with a natural language LLM to provide fully inter-
active, instruction based, inverse molecule design tool.

2. Methods
2.1. Datasets

We used several datasets containing molecular activity data
against 15 different pharmaceutically relevant proteins tar-
gets (Sauer et al., 2023). Molecules were filtered by keeping
only those compounds with specific activity data, i.e., IC50,
Ki, and posterior filtering by pCHEMBL values.

Next, molecules for each dataset were clustered and sorted
based on activity using similarity of circular fingerprints. A
property profiling of each cluster is conducted by including
physicochemical and substructure properties, SA Score (Ertl
& Schuffenhauer, 2009) to estimate synthetic accessibility,
or ligand efficiency among others. Top scoring cluster was
selected and the 20 most active analogs from pCHEMBL
(best20) were chosen for experimental testing samples. In
addition, the 50 most active compounds from the remaining
clusters were used as lead structures for generative design
(pool50). An additional pool (allminus20) is created con-
taining all compounds belonging to the same target except
for those being part best20.

Each pool contains the molecular structures represented
as SMILES together with their corresponding activities,
molecular weights, SA score, topological polar surface area
(tPSA), and lipophilicity (logP).

2.2. Molecular generation and evaluation details

In order to perform many-shot in-context learning (ICL)
experiments and design new molecules, we used the Claude
3 Sonnet model (Anthropic, 2024) with a 200k context win-
dow. Claude has been shown to perform well on math and
reasoning benchmarks and provides a large context size that
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can accept up to 1 million tokens (Anthropic, 2024). In order
to evaluate the generated molecules with our LLM frame-
work, we used a combination of custom prediction models
and scoring metrics available through MolScore(Thomas
et al., 2023). For activity prediction for each target, we
trained several regression models using different types of
input features. Section A.1 provides details regarding the
training and evaluation of the activity prediction models.
Several other properties, such as molecular weight, topo-
logical polar surface area (tPSA), logP, and synthesizability
accessibility (SA) score, were also computed for the gener-
ated compounds. Additionally, several intrinsic properties
of the generated batches, such as internal diversity, as well
as extrinsic properties, such as the Fréchet ChemNet Dis-
tance (FCD) of the generated batches from the lead molecule
dataset, were calculated. To compare the performance of
our framework with other state-of-the-art (SOTA) molecular
design tools in the field, we performed lead optimization on
the same datasets with REINVENT 4, which is a modern
open-source generative AI framework for molecular design.

2.3. Few-shot to many-shot ICL

To assess the capability of LLMs for generating molecules
with specific properties and to evaluate the performance
gain by transitioning from few-shot to many-shot settings,
we conducted several experiments. In the first experiment,
we included 5 to 500 molecular SMILES strings and activ-
ity examples from the training data in the prompt to allow
the LLMs to learn chemical patterns and substructures cor-
related with the activity. The provided examples in each
setting were obtained by sorting the training data based on
their activities and selecting the top performers. The model
was then tasked with modifying a given lead molecule to
generate new molecules with high activities and output them
in a specific JSON format. Figure 7 illustrates the structure
of the input prompt in a multi-objective setting with several
conditions on desired properties.

2.4. Iterative inclusion of self-generated data for ICL

The training dataset contains a limited number of highly
active molecules. In a many-shot setup with 100 training
examples, the model generates novel and diverse molecules
with high activities. However, when moving to larger sample
size (500 molecules) the added shots, which make up the
majority of examples, have low activity and the distribution
of activities for generated molecules shifts toward lower
activity regions.

To address this issue and utilize the full benefits of many-
shot ICL, we explored an approach for the iterative inclusion
of high-performing generated molecules and their predicted
activities in the context, in addition to the experimental
molecules and labels. For the predictive activity models, we

trained several tree-based boosting models using three dif-
ferent types of features, namely circular fingerprints, RDKit
descriptors, and Mol2Vec (Jaeger et al., 2018) molecular
features.

Circular Fingerprints are generated using a hash function
that transforms the local environment E of each atom into a
bit in a fixed-size vector. For each atom, the environment
is defined by the type of atom and its neighbors up to a
specified radius r:

Xcf [i] =
⊕

atom j∈Atoms(s)

Hash(E(j, r)) (1)

Here, Xcf [i] is the i-th bit of the fingerprint vector,
⊕

de-
notes a bitwise OR operation across all atoms, and E(j, r)
represents the substructure around atom j within the given
radius. Hash is a function that maps each unique substruc-
ture to a bit position.

RDKit computes a set of predefined descriptors for each
molecule. These descriptors are functions of the molecular
structure, such as molecular weight, logP, and the count of
various types of bonds and atom types. The generation of a
descriptor vector can be mathematically represented as:

Xrd = [f1(s), f2(s), . . . , fn(s)] (2)

Where fk(s) is the k-th descriptor function applied to the
SMILES string s, and n is the total number of descriptors
calculated by RDKit.

Mol2Vec converts each molecule into a vector by first tok-
enizing the SMILES string into meaningful chemical frag-
ments and then mapping each fragment to a vector in a
pre-trained embedding space:

Xmv =
1

m

m∑
k=1

Vec(Tokenk) (3)

In this equation, m is the number of tokens in the SMILES
string s, Tokenk is the k-th token, and Vec(Tokenk) is the
vector representation of Tokenk from a pre-trained embed-
ding model. The final feature vector Xmv is the average of
all token vectors, providing a dense representation of the
molecule.

Each feature set Xcf , Xrd, and Xmv is then used as input
to separate gradient boosting models, which are trained to
predict molecular activity a′ based on these distinct repre-
sentations:

M(X) → a′ (4)

Where X could be any of the feature vectors and y is the
predicted activity. The performance of the predictive mod-
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els is shown in Figures 4 and Figure 8 provides pairwise
correlation plots of predicted activities using these models.

2.5. Semi-Supervised training for few shot learning

To increase the number of high active samples we designed
an iterative process in which we included newly generated
molecules whose predicted activity from all three activity
prediction models was higher than a cutoff. As discussed
above, while there is a small overlap in the input features
used by the three methods their are also unique features
used by each one. For the selected generated molecules,
the average predicted activity was used as the final activity
label in the context. We define M as an LLM model that
generates new SMILES strings based on the current context
S and corresponding activities A. The function M operates
as follows:

M(S,A) → S′ (5)

The initial context, S0, consists of 500 experimental
molecules represented by SMILES strings along with a
list of their corresponding activities A0:

S0 = {s0,1, s0,2, . . . , s0,500} (6)
A0 = {a0,1, a0,2, . . . , a0,500} (7)

During each iteration i, the context S is expanded by in-
cluding newly generated SMILES strings S′ with predicted
activities A′ that exceed a cutoff C value determined by the
80th percentile of activities from the current context:

Si+1 = Si ∪ {s′ ∈ S′ | a′ > Ci ∧ s′ = M(Si, Ai)} (8)
Ai+1 = Ai ∪ {a′ | a′ > Ci ∧ a′ = M(Si, Ai)} (9)

Using this approach, the context expands by LLM gener-
ated molecules with high predicted activity. We observed
a improvement in the distribution of activities of generated
molecules within a few iterations. The results are further
presented and discussed in section 3.1.

2.6. ICL for multi-objective molecular design

To further verify the capabilities of LLMs for learning the re-
lationships between chemical structures and specified prop-
erties, especially in multi-objective settings, we performed
experiments where additional property conditions on molec-
ular weight, synthetic accessibility (SA) score, tPSA, and
logP were imposed in the context in addition to activity.

We designed two additional types of experiments for the
multi-objective setup. In the first type, for a different prop-
erty such as SA score, we set the requirement in the gen-
eration criteria section of the prompt, such as a low SA

score (below 3, with lower values being better), without
including any SA score labels in the context. In the second
experiment, we included both the SA score requirement
and the SA score values of the training examples. This
experiment was designed to understand if LLMs are capa-
ble of learning within the context and identifying patterns
between chemical structures and the property values or if
they rely solely on pretrained information regarding differ-
ent chemical properties when asked for a certain property
condition in the requirement section of the prompt. Finally,
we explored the performance of our workflow for molecular
design by including up to 5 different criteria on activity,
molecular weight, SA score, tPSA, and logP, and analyzed
the properties, validity, novelty, and diversity of the gener-
ated molecules. The results are presented in section 3.2.

2.7. ICL for property prediction

We investigated the ability of SMILESs based LLMs to
learn quantitative structure-activity relationships (QSAR)
through in-context learning (ICL) for activity prediction
tasks. To evaluate this, we performed cross-validated ex-
periments where we compared the performance of LLMs
for activity prediction tasks through many shot ICL with
different CatBoost regression models. These models were
trained using described input features, including circular fin-
gerprints, RDKit descriptors, and Mol2vec features. To use
LLMs for predicting activities, we provided the SMILES
and activity examples from the training datasets and asked
the model to predict the activity of a certain SMILES in the
test datasets. We repeated this query for every individual
SMILES in the test dataset, as well as all train/test datasets
of the cross-validation folds. The results showcasing the
capability of LLMs for QSAR and predicting activities from
SMILES are discussed in Section 3.3.

2.8. Interactive molecular design

Our proposed ICL workflow can successfully generate novel
candidate molecules with multiple target properties. How-
ever, the generated molecules are not always ideal. In many
instances, a generated molecule with high predicted perfor-
mance may be potentially appealing to an expert chemist,
but could be significantly enhanced by a minor modifica-
tion, particularly in terms of synthesizability. In such cases,
directly modifying the SMILES string, especially for large
complex molecules, can pose challenges. Following our ob-
servations of the profound chemical understanding of LLMs,
we have developed an online interactive design module that
allows for seamless modification of generated molecules
using text instructions. This module can take the SMILES
representations of molecules and the 2D visualisation of the
molecule as inputs and perform specified modification on
structural or physicochemical properties of the molecule.
This design module can also be linked with customized
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databases containing desired molecular properties to expand
its capability for improving that particular property through
manyshot-ICL.

3. Results and Discussion
3.1. Iterative many-shot ICL with self generated data

for molecular design

Figure 1A compares the distribution of molecular activi-
ties against the MMP8 protein target in the lead molecules
dataset (Lead) and the utilized subset of training datasets in
the 5 to 500 shot ICL experiments, which include the top 5
to 500 highly active molecules. As can be seen, there is only
a limited number of highly active molecules. This leads
to performence decline when using more than the top 10
molecules (Figure 1B). The upper quartile of the distribution
of generated molecules still increases with more molecules,
but even the top ones deteriorate when including more than
100 shots (Figure 1B). In contrast, for the iterative design
learning that we developed results continue to improve even
after 10 iterations and 1125 molecules. In addition, the
FCD distances of generated molecules from the pool of
molecules significantly increase in the iterative procedure
(Figure 1C), demonstrating the generation of more novel
candidates due to the model’s access to a wider variety of
chemical fragments in the context.

To utilize the full potential of many-shot ICL for gener-
ating novel molecules with high predicted activities, we
performed iterative ICL experiments. In each iteration, in
addition to 500 shots of experimental data, we added gen-
erated molecules with high predicted activity from the pre-
vious iteration. The selected generated molecules have a
predicted activity above a cutoff (80th percentile of activities
in the training data) by all three trained activity prediction
models. We observed a shift in the distribution of activi-
ties of generated molecules toward the high activity region
within a few iterations, as shown in Figure 1D.

3.2. Multi-objective molecular design with many-shot
ICL

Figure 2 presents the distribution of different properties in
the 500-shot ICL generation experiments where, in addi-
tion to molecular activities, additional property conditions
and labels were introduced in the context. All generation
experiments shown in Figure 2 include a condition on gen-
erating highly active molecules (activity above 10, with
higher values being better) and also a secondary condition
on molecular weight between 320-420 (Figure 2A), low syn-
thetic accessibility (SA) score (under 3, with lower values
being better) (Figure 2B), logP between 2 to 4 (Figure 2C),
and tPSA between 40-60 (Figure 2D). The specified con-
ditions on molecular weight, logP, and tPSA criteria were

Figure 1. A) Distribution of molecular activities against MMP8
protein target in the lead molecules dataset (Lead) and the subset
of training datasets that include the top 5 to 500 highly active
molecules. B) Distribution of activities in lead molecules and
predicted activities of generated molecules with 5 to 500 shots.
C) FCD distance of generated molecules from the lead molecules
in 5 to 500 shot ICL experiments. D) Distribution of activities
in lead molecules and predicted activities of generated molecules
in different iterations of including self-generated molecules and
predicted activities in the context.

obtained from the work by Sauer et al.(Sauer et al., 2023)

We observed that the LLM can successfully perform ICL
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Figure 2. Distribution of (a) molecular weight, (b) SA score, (c) logP, and (d) tPSA in the training dataset (Train), lead dataset (Lead),
500-shot ICL without any property criteria other than activity (No condition), 500-shot ICL with specified property condition without
providing the property labels in the context (Condition w/o labels), and 500-shot ICL with specified property condition and provided the
property labels in the context (Condition w/ labels).

Figure 3. Example lead molecules and the resulting generated molecules along with their predicted properties. The improved properties
are highlighted.

with additional property conditions and labels and generate
new molecules with multiple target properties. Another no-
table observation was that providing an additional property
condition in the prompt without providing any labels for the
additional property led to the generation of molecules with
properties closer to our desired range. This improvement
is more significant in the case when property labels for ad-

ditional property conditions are provided, which confirms
the capability of LLMs for performing ICL, even though
they appear to have gained impressive quantitative structure-
property relationship (QSPR) knowledge throughout their
pretraining.

Finally, we conducted a 500-shot multi-target design exper-
iment incorporating all five property conditions: activity,
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molecular weight, logP, synthetic accessibility (SA) score,
and topological polar surface area (tPSA). By including
these conditions in the prompt, our workflow successfully
shifted the properties of the generated molecules towards the
specified ranges. Figure 3 illustrates sample lead molecules
and the resulting generated molecules. As shown, the model
managed to generate molecules with higher predicted activi-
ties, lower desired molecular weights, lower desired tPSA
values, and logP and SA scores within the acceptable ranges.

3.3. Molecular property prediction with many-shot ICL

Our results demonstrate that Large Language Models
(LLMs) can effectively learn the quantitative structure-
activity relationships through ICL. The performance com-
parison of activity prediction with MMP8 protein target for
LLMs and CatBoost models, which were trained with dif-
ferent input features, is presented in Table 1. Additionally,
Figure 1 provides visual representation of the scatter plots
of predicted activities obtained by different models against
the experimental values of activity for the same protein tar-
get.Although LLMs did not surpass the performance metrics
of the CatBoost models, their ability to learn structure activ-
ity relationships was evident. These results are in agreement
with their capability for generating molecules with target
properties through many-shot ICL, showing that LLM can
leverage the learned structure-activity relationships to gen-
erate new highly active molecules.

Model Input R2 RMSE
LLMs SMILES 0.651 0.893

CatBoost Circular Fingerprints 0.784 0.710
CatBoost RDKit descriptors 0.777 0.723
CatBoost Mol2vec features 0.753 0.760

Table 1. Regression Performance Metrics of Different Models for
Activity Prediction for MMP8 protein target. The table provides
the Average 10-fold Cross-Validated R2 Coefficient of Determina-
tion and Root Mean Squared Error (RMSE) between Experimental
Activity and Predicted Activities.

3.4. Interactive molecular design

We developed an interactive user interface that utilizes
LLMs to perform structural modifications. These modi-
fications include adding, removing, or replacing functional
groups, as well as more general physiochemical changes
in steric hindrance, polarity, and hydrophobicity of differ-
ent molecular fragments. Figure 5 shows some example
input molecules, instructions, and the generated modified
molecules. This tool not only facilitates the design and mod-
ification of desired molecules but also serves as an efficient
tool for obtaining feedback from domain experts, which can
be used in the context for further enhancement of molecular
generation via ICL.

Figure 4. Scatter plots representing the relationship between pre-
dicted and experimental activities of a validation dataset from cross
validation folds for MMP8 protein target. (A) shows the activities
predicted by the LLM model, while (B), (C), and (D) depict the
results of CatBoost regression models trained on diverse input fea-
tures; circular fingerprints with a radius of 3 and a 2048-bit vector
size, RDKit descriptors, and Mol2Vec features, respectively.

Replace the hydroxyl group connected 
to NH with a methyl

Input SMILES Output

Deprotect the aniline

Replace the Sulfonamide group by a 
disulfide

Modification instruction

Figure 5. Overview of the iterative design process. Our tool aims
to address the challenge of SMILES modification, which requires
extensive understanding of structural chemistry and SMILES nota-
tions.
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A. Appendix
A.1. Technical details

Our workflow utilizes the LiteLLM package, which allows for seamless usage of a wide variety of deployed LLMs through
Bedrock, Hugging Face, OpenAI, etc., as the molecular generation engine. For interactive modification of generated
molecules using expert instructions, we explored both the Claude 3 Sonnet and OpenAI GPT-4 models. Although further
extensive benchmarks are needed, we empirically observed a deeper understanding of chemical structure and a better
capability for following instructions for structural modification by GPT-4.

Figure 6. Template used for the generation of new candidates through ICL. By providing clear instructions and a large and diverse pool of
examples, the model learns underlying structural patterns that lead to the molecular property value. We need to explicitly indicate every
detail around the task that was to be conducted. This includes the property requirements, the starting molecule, and how the output should
be formatted. By learning on the examples provided in the prompt, the model outputs new unseen candidates which should match the
established criteria.

A.2. Comparison to other SOTA molecular design tools

We compared the performance of our framework with REINVENT 4 which is a modern open-source generative AI
framework for the molecular design. Reinvent4 uses a reinforcement learning for molecular design using a SMILES as the
representation of the molecules. The algorithm for molecular optimization implemented in the package utilizes Mol2Mol - a
transformer-based conditional prior model. It was trained by systematic and exhaustive exploration of chemical space while
being regularized on the molecular (Tanimoto) similarity. Therefore, the similarity can be directly to the corresponding
negative log-likelihood of the generated molecular representation. In coarse of molecular optimization, the likelihood of
generated molecule is additionally biased by a scalar score evaluating the targeted chemical properties as well as diversity
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Figure 7. Distribution of Average and Maximum Dice Similarity between Generated Molecules in the 500-Shot Setup and the Molecules
in both Training and Lead Datasets.

Figure 8. Pairwise correlation plots of predicted activities from CatBoost models trained with different input features and LLM predictions
on validation dataset

filter that promotes diversity of the generated molecules by penalization of already explored SMILES and scaffolds.

The molecular optimization pipeline was run separately for all lead structures (pool50 dataset) for each protein target. The
reinforced learning (“staged learning” run type) starting from a single lead molecule was conducted for 300 epoch for a
batch of 3 molecules. The following properties was calculated within Reinvent package and used for calculation of the
score – molecular weight, partition coefficient (ClogP), synthetic accessibility (SA) score and topological polar surface area
(tPSA). In addition, the prediction of activity was calculated utilizing a custom reinvent plugin for a catboost compound
activity model. Each property was normalized to the range [0,1] by application of one-sided or two-sided sigmoid functions.
The final score was evaluated as the geometric mean of individual property scores. The diversity filter on Murcko scaffolds
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was applied with buckets for 10 molecules and the additional molecules with the same scaffold were scored zero. The
detailed parameters of the runs and property transformations are listed in a reinvent configuration file.

Figure 9. Performance comparison of generated molecules through our LLM framework and Reinvent4 using different metrics on MMP8
protein target. A) Rate of unique, new, and valid generated SMILES. B) Predicted activity. C) Molecular weight. D) Synthetic Accessibility
(SA) score. E) LogP. F) Topological Polar Surface Area (tPSA).
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Figure 10. Lead optimization iterative process using LLMs. Process starts with a pool of experimental lead candidates that are inputted
into the LLM through the established format together with other instructions. When molecules are generated, the ensemble of models
validate the property values. Candidates with values above 0.8 percentile are included in the pool and used in next iteration.
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