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Abstract

Gradient-based optimization methods have shown remarkable empirical success,
yet their theoretical generalization properties remain only partially understood. In
this paper, we establish a generalization bound for gradient flow that aligns with
the classical Rademacher complexity bounds for kernel methods-specifically those
based on the RKHS norm and kernel trace-through a data-dependent kernel called
the loss path kernel (LPK). Unlike static kernels such as NTK, the LPK captures
the entire training trajectory, adapting to both data and optimization dynamics,
leading to tighter and more informative generalization guarantees. Moreover, the
bound highlights how the norm of the training loss gradients along the optimization
trajectory influences the final generalization performance. The key technical
ingredients in our proof combine stability analysis of gradient flow with uniform
convergence via Rademacher complexity. Our bound recovers existing kernel
regression bounds for overparameterized neural networks and shows the feature
learning capability of neural networks compared to kernel methods. Numerical
experiments on real-world datasets validate that our bounds correlate well with the
true generalization gap.

1 Introduction

Gradient-based optimization lies at the heart of modern deep learning, yet the theoretical under-
standing of why these methods generalize so well is still incomplete. Classical bounds attribute the
generalization of machine learning (ML) models to the complexity of the hypothesis class [62], which
fails to explain the power of deep neural networks (NNs) with billions of parameters [31} [14]. Recent
studies reveal that the training algorithm, data distribution, and network architecture together impose
an implicit inductive bias, effectively restricting the vast parameter space to a much smaller “effective
region” that improves the generalization ability [33} 48160, 28} 159, 21]]. This observation motivates
the need for algorithm-dependent generalization bounds—ones that capture how gradient-based
dynamics carve out the truly relevant portion of the hypothesis class during training.

A variety of theoretical frameworks have been proposed to address this challenge. Algorithmic
stability [16] bounds the generalization error by the stability of the learning algorithm. Hardt
et al. [29] first proved the stability of stochastic gradient descent (SGD) for both convex and non-
convex functions. However, these bounds are often data-independent, require decaying step sizes for
non-convex objectives, and grow linearly with training time. Moreover, for non-convex functions,
full-batch gradient descent (GD) is typically considered not uniformly stable [29} [18]].
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Figure 1: ResNet 18 trained by SGD on full CIFAR-10. (a) NN’s training loss, test loss, and test error. (b) The
generalization bound I" we derive in Theoremcorrelates well with the true generalization gap.
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Information-theoretic (IT) approaches [58, 166} 30] bound the expected generalization error with
the mutual information between training data and learned parameters. To control this, researchers
introduce noise into the learning process, employing techniques like stochastic gradient Langevin
dynamics (SGLD) [57} 46, 64] or perturb parameters [47]. The PAC-Bayesian framework [39, 26]
bounds the expected generalization error by the KL divergence between the model’s posterior and
prior distributions. To establish algorithm-dependent bounds, they also consider gradient descent with
continuous noise like SGLD [45}136]), similar to the IT approach. But these noise-based approaches
can diverge from SGD and their bounds can grow large when the noise variance is small.

In this work, we propose a novel perspective that combines stability analysis of gradient flow with
uniform convergence tools grounded in Rademacher complexity. Specifically, we utilize a connection
between loss dynamics and loss path kernel (LPK) proposed by Chen et al. [20]]. By studying the
stability of gradient flow, we show the concentration of LPKs trained with different datasets. This
allows us to construct a function class explored by gradient flow with high probability while being
substantially smaller than the full function class, leading to a tighter generalization bound. We
summarize our main contributions as follows.

» We prove O(1/n) stability for gradient flow on convex, strongly-convex, and non-convex losses,
where n is the number of training samples, and show that, as a result, LPKs concentrate tightly.
This localization dramatically shrinks the effective hypothesis class and leads to a tighter bound
than the previous result of Chen et al. [20].

* Using the above results, we derive a generalization bound for gradient flow that parallels classical
Rademacher complexity bounds for kernel methods—specifically those involving the RKHS norm
and kernel trace [10]—but adapts to the actual training trajectory. The generalization gap is
controlled by an explicit term I', determined by the norm of the training loss gradients along the
optimization trajectory. A similar bound is also proved for stochastic gradient flow.

* Our bound recovers known results in the NTK regime and kernel ridge regression, and exposes the
feature-learning advantage of NNs. Extensive experiments on real-world datasets show that our
bound I' correlates tightly with the true generalization gap (Fig.[I).

2 Related Work

Generalization theory in deep learning. Generalization has long been a central theme in deep
learning theory, and various techniques have been proposed to study it. Beyond the algorithmic
stability, PAC-Bayesian, and IT frameworks discussed earlier, Bartlett et al. [[12]] obtained tight bounds
for the VC dimension of ReLU networks. Other works measure network capacity via norms, margins
[LO, 49, 11} 152], or sharpness-based metrics [50, 51} 4] to explain why deep NNs can generalize
despite their large parameter counts.

Algorithm-dependent generalization bound. PAC-Bayesian, stability-based, and IT approaches can
all yield algorithm-dependent bounds. Li et al. [36]] combine PAC-Bayesian theory with algorithmic
stability to derive an expected bound for SGLD that depends on the expected norm of the training loss
gradient along the trajectory, which is similar to our bound, yet the bound blows up as the injected
noise vanishes. Neu et al. [47] use mutual-information arguments to control the expected gap by
the local gradient variance. Nikolakakis et al. [[54] analyze the expected output stability to get an



expected generalization bound for full-batch GD on smooth loss that depends on the training loss
gradient norm along the trajectory and the expected optimization error. In contrast, our result is
a high-probability uniform-convergence bound whose leading term is not only tighter but is also
straightforward to compute. Amir et al. [3]] study generalization bounds for linear models trained
by gradient descent on convex losses by constructing a function class centered around the expected
trajectory, whereas our approach handles more general losses and models.

Neural tangent kernel (NTK) and feature learning. There is a line of work showing that over-
parameterized NNs trained by GD converge to a global minimum and the trained parameters are
close to their initialization [32, 25} 24} [2| |6] — so-called NTK regime. Arora et al. [5] study the
generalization capacity of ultra-wide, two-layer NNs trained by GD and square loss, while Cao &
Gu [17] examine the generalization of deep, ultra-wide NN trained by SGD and logistic loss. Both
establish generalization bounds of trained NNs, but NNs perform like a fixed kernel machine in
this case. Going beyond the NTK regime, recent works [[7, [15} 127} 9] 23] [43]] have explored feature
learning of NN trained by GD for efficiently learning low-dimensional features which outperform
the fixed kernel. Our approach is considerably more general and not restricted to overparameterized
NNs. We present our bound in these two regimes as case studies in Sec. [6]

3 Notation and Preliminaries

Consider a supervised learning problem where the task is to predict an output variable in )) C R¥
using a vector of input variables in X C R? Let Z £ X x ). Denote the training set by
S& {z:};_, with 2; £ (x;,y;) € Z. Assume each point is drawn i.i.d. from a distribution z. Let
X =[z1, -, @y €ER*"Y =[y1,-- ,y,] € R¥*", and Z = [X; Y] € RUTF)xn,

We express a NN as f(w,x) : RP x R? — RF, where w are its trainable parameters and x is
an input data. A learning algorithm A : Z™ — RP? takes a training set S and returns trained
parameters w. The ultimate goal is to minimize the population risk L, (w) £ E.., [((w, 2)]
where f(w,z) = ((f(w,x),y) is a loss function. We assume /(w, z) € [0,1]. In practice,
since the distribution y is unknown, we instead minimize the empirical risk on the training set S:

Ls(w) £ 15" (w, z;). The generalization gap is defined as L, (w) — Ls(w).

n

Below, we recall the definition of Rademacher complexity and a generalization upper bound.

Definition 3.1 (Empirical Rademacher complexity Rs (G)). Let F be a hypothesis class of functions
from X to R¥. Let G be the set of loss functions associated with functions in F, defined by
G={g:(x,y) = Lf(x),y), f € F}. The empirical Rademacher complexity of G with respect
to sample S = {z1,...,2,} is defined as Rs(G) = L Eo [sup,eg i 0ig(2:)], where o =
(01,...,0p) is a sample of independent uniform random variables taking values in {+1, —1}, and
E. is the expectation over o conditioned on all other random variables.

Theorem 3.2 (Theorem 3.3 in [41l]). Let G be a family of functions mapping from Z to [0, 1]. Then for
any 0 € (0, 1), with probability at least 1 — & over the draw of an i.i.d. sample set S = {z1,...,zn},

the following holds for all g € G: Ex [g(2)] — 231" | g(z) < 2Rs(G) + 34/ %.

3.1 Kernel Method and Loss Path Kernel

Recall that a kernel is a function K : X x X — R for which there exists a mapping & : X — H
into a reproducing kernel Hilbert space (RKHS) # such that K (x, x') = (®(x), ®(z’)),, for all
x,x’ € X, where (-, -),, denotes the inner product in . A function K is a kernel if and only if
it is symmetric and positive definite (Chapter 4 in [61]). A kernel machine g : X — R is a linear
function in H,and can be written as g(x) = (3, ®(x)) + b, where its weight vector 3 is a linear
combination of the training points 3 = Y " | a;®(x;) and b is a constant bias. The RKHS norm of
gis|lglly = 1201 ai® ()] = \/Z” a;a; K (x;, ;). The kernel machine with bounded RKHS
norm has a classic Rademacher complexity bound as follows:

Lemma 3.3 (Lemma 22 in [10]). Denote a function class F = {g(x) = > i, a;K(x,x;) : n €
N,z € X, ;aiaj K(zi, ) < B?} for a constant B > 0. Then its Rademacher complexity is

bounded by Rs(F) < Z\/S7 | K(zi, ;).




Next we introduce the loss path kernel, which calculates the inner product of loss gradients and
integrates along a given parameter path governed by (stochastic) gradient flows. Previous NTK theory
cannot fully capture the training dynamics of NNs since trained parameters could move far away from
initialization. The loss path kernel addresses this limitation by capturing the entire training trajectory.

Definition 3.4 (Loss Path Kernel (LPK) K7 in [20]]). Suppose the weights follow a continuous path
w(t) : [0,T] — RP? in their domain with a starting point w(0) = wy, where T is a predetermined
constant. This path is determined by the learning algorithm .4, the training set S, and the training
time 7, i.e. w(t) = A+(S). We define the loss path kernel associated with the loss function ¢(w, z)
along the path as

T
KT(z,z’;S)é/O (Vawl(A(S), 2), Vi l(AL(S), 2)) dt.

LPK is a valid kernel by definition. Intuitively, it measures the similarity between data points z and
z' by comparing their loss gradients and accumulating over the training trajectory.

3.2 Loss Dynamics of Gradient Flow (GF) and Its Equivalence with Kernel Machine

Consider the GF dynamics (gradient descent with infinitesimal step size):

n

> Vawl(w(t), z).

i=1

W) VuLs(w() = -

1
n
Chen et al. [20] showed that the loss of the NN at a certain fixed time is a kernel machine with LPK
plus the loss function at initialization: {(wr,z) = Y. | —1Kp(2,2;;8) 4+ {(wo, ). Here, the
LPK is a data-dependent kernel that depends on the training set S. Using this equivalence, define the
following set of LPKs and the function class of the loss function

Kr & {Kp(,8") : S € supp(p ZKT zi,z};8") < B?},
or £ {tAr(s).2) = 3 ~TK(z,2:8") + w0, 2)  K(,58') € Kn }, M)
where B > 0 is some constant, S’ = {2}, ..., 2/}, u®™ is the joint distribution of n i.i.d. samples

drawn from p, supp(u®™) is the support set of %™, and A7 (S’) is the parameters obtained by GF
algorithm at time 7" and trained with S’. Then Chen et al. [20] derived the following generalization
bound:

ﬁs(gT)<f\/ sup Tr(K(Z,Z; S") —I—ZA (21, 25),
K(

S eERT i#j

where A(z;, z;) = 1 [SupK(<,~;S’)€ICT K(zi,2;8") —infk(..s)ecr K(2i,25;8’)]. However, the
above bound suffers from several limitations: 1) It involves a supremum over an infinite family of

LPKs, making it intractable to compute in practice; 2) The term ), oy A(z;, zj) can be as large

as O(n2) in the worst case, leading to a loose bound; 3) The bound must be evaluated on datasets
distinct from the training set, limiting its practical applicability. In this paper, we use the stability
property of GF to substantially reduce the size of the function class, resulting in a significantly tighter
generalization bound that depends only on the training set. Our new bound matches the classical
kernel method bound in Lemma [3.3] but instead of relying on a fixed kernel, it utilizes the data-
dependent loss path kernel. Adapting to the data and algorithm, this learned kernel can outperform
static kernels in traditional methods, thereby achieving improved generalization performance.

4 Uniform Stability of Gradient Flow and Concentration of LPKs

In this section, we show that the GF is uniformly stable. This uniform stability property implies
the LPK concentration and connects LPKs trained from different datasets. Instead of transforming
the stability to a generalization bound directly, we then combine the stability analysis with uniform
convergence via Rademacher complexity to get a data-dependent bound in Sec. [3



4.1 Uniform Stability of Gradient Flow

Definition 4.1 (Uniform argument stability [[16] [13]]). A randomized algorithm A is €,,-uniformly
argument stable if for all datasets S, S() € Z” such that they differ by at most one data point, we
have E4 [||A(S) — A(S®W)]|] < €, where the expectation is taken over the randomness of A.

Here we consider the uniform argument stability, which can be easily transformed to uniform stability
with respect to loss if the loss function is Lipschitz. In this paper, we mainly consider full-batch GF
so there is no randomness in .4. To analyze the GF dynamics and LPKs, we make the following
standard assumptions.

Assumption 4.2. Assume /(w,-) is L-Lipschitz and [(-smooth with respect to w, that is,
[{(w, ) —(w', )| < L|w—w| and [|[Vl(w, ) = Vi l(w', )| < B flw —w'|.

Let S and S be two datasets that differ only in the i-th data point. We prove the following stability
results of GF for convex, strongly convex (S.C.), and non-convex losses. Similar stability results of
GD (for convex case) and SGD were proved in [[13}[29].

Lemma 4.3. Under Assumption for any two data sets S and S, let w, = Ay(S) and
w) = A (SW))) be the parameters trained from same initialization wo = w}, then

2L Ls(w) isv-S.C.,

n’

|lw; —w)|| < { 22 Lg(w) is convex,

n
%(eﬁt —1), Lg(w) is non-convex.

For convex losses, uniform stability increases linearly with T'. For strongly convex losses, it holds
without increasing with training time. Unfortunately, for non-convex losses, the bound exponentially
increases with time 7" in the worst case, leading to an exponential stability generalization bound. Our
Theorem [5.2] avoids this case by combining stability analysis with Rademacher complexity.

For non-convex loss, Hardt et al. [29] obtain O(7'/n) stability bound of SGD with decayed learning
rate ) = ¢/t, which is equivalent to training ¢In T time in our case since ), ¢/t =~ ¢InT. In our
case, using a learning rate of n = 1/3(¢ + 1) will allow us to have ||lwr — w/ | = QﬁL—nT

4.2 Concentration of LPKs under Stability

We now derive useful concentration properties of LPKs using uniform stability. These properties will
be used when defining the function class explored by GF and proving the generalization bound. First
of all, one can show that the LPK concentrates for a fixed pair of z, z’.

Lemma 4.4. Under Assumption for any fixed z, z', with probability at least 1 — § over the

randomness of S',
2 2
AL ST\ 25 Lg(w) is v-S.C.,

2
< Q212872 s Ls(w) is convex,

2n

%(eﬁT - BT — 1)\/%, Ls(w) is non-convex.

Kr(z,2';8") — EKr(z,2;8")
S/

oo

Next, using a stability argument and Chernoff bound, we are able to bound the difference between
Z?:l KT(ZZ', Z55 8/) and Z?:l KT(ZZ', Z55 8)
Lemma 4.5. Under Assumption[4.2| for two datasets S and S', with probability at least 1 — § over
the randomness of S and S,

O(Ty/n), Lg(w)isv-S.C,
< O(T?\/n), Lg(w)isconvex,

O(eT\/n), Lg(w) is non-convex.

n n

Z Kr(zi, 245 8) — Z Kr(zi,zi;S')

i=1 i=1

"However, training with a decayed learning rate may not converge and requires to change the definition of
the LPK. Therefore, we stick to the constant learning rate.



Table 1: The rate of € in Theorem under different training time 7" scales. Boldface indicates the
cases where I" computed by (3) is the dominant term compared with e.

T | oW O(ny/m) — O(Vn) O(n)

S.C. O(n=3/%) O(n=3%) O(m Y?) On '
Convex O(n=3/%) O(n=3/%) O /4 0(1)
Non-convex | O(n=3/4)  O(n=2) O(n'/%) O(1)

5 Main Results

5.1 Generalization Bound of Gradient Flow (GF)

With the above preparations, we are ready to prove our generalization bound. We define the loss
function class G as in (E]) at time 7" by constraining the LPK class 7 as follows

(Rl Bl

Kr 2 {KT , SN - ZKT 2l 2/;8) < B*S ¥ gsupp(u®”),su13|KT(z,z’;S’)| SA}.

where B, A > 0 are some constants and S’ is a subset of supp(u®"). Note this function class
includes £(A7(S), z) if the conditions are satisfied on S. For example, the first condition is satisfied
if =5 L ZZ g Kr(zi, 24;S) < B2. For this function class, we can improve the Rademacher complexity
below since the conditions in Cr significantly reduce the size of the function class.

Lemma 5.1. Recall Definition or Rs (Gr), we have

n

sup ZKT(zi,zi;S’) + 4AV6n1n 2n + 8A.
KT(-,<;S/)€]CT i=1

B
Rs(Gr) < P

As we have shown above, the conditions in the function class are satisfied with B being some data-
dependent quantity, and the trace term can be bounded as in Lemma[4.5] With a covering argument,
we can prove our main result of the generalization bound for GF dynamics.

Theorem 5.2. Denote by I' £ = \/27 1 Z] LK (zi, 25, 8)V i Kr(zi, i3 S). Under As-
sumptiond.2} with probability at least 1 — & over the randomness of S,

In(4n/0)

L, (A7(S)) — Ls(Ar(S)) <T+¢€+3 o™

@)

!

o) L,) , S.C.,

where ¢ = { min 71{4 (ni)’ (\/%)}, convex,
min {O (Zg) , O (ﬁ)} , NONn-convex.

We now study which term in (2) dominates the bound in Theorem[5.2] We summarize the rate of €
for different training scaling of 7" in Table[I] A rough analysis implies that the first term I" in the
bound can be upper bounded by O (L\/m) In many cases, I' may not achieve this upper bound;
Sec. [ shows I typically grows sub-linearly for 7" if the training loss converges sufficiently fast.

Remark 5.3 (Leading order for non-convex case). For the non-convex case, when " = O(1),
e = O(n=3/*) and when T = O(In/n), e = O(n~'/2). In these cases, € has a faster-decreasing

rate compared with other terms. When 7' = Q(In y/n), e = O(4/T/n) which has a rate similar to
T". Especially, when the loss is non-convex but satisfies the Polyak-Lojasiewicz (PL) condition with
parameter o, Ls(w;) — Ls(w*) < e (Ls(wp) — Ls(w*)), T = O(L In/n) is sufficient to
achieve O(1/+/n) optimization error.



Our results show that the generalization ability of GF is mainly affected by the first term I', which
can also be rewritten as

2 = (T
= 2V Lslwo) ~ Lstwn), | 3 [ [9uwtlwn 2] at ()
i=170
due to the definition of LPK and dL‘SdE:”’) = VwLs(w) % = —||v, Ls(w,)||*>. This

bound matches the Radamecher bound of the classic kernel methods in Lemma [3.3] In T,
ar 2iy 2 y—y Kr(zi, 2j; S) serves as the RKHS norm of the kernel, while Y- | Kr(zi, zi; S)
is the trace of the kernel. The RKHS norm in our setting remains below 1 due to the bounded loss.

Unlike a kernel method with a fixed kernel, GF learns a data-dependent kernel LPK, thus adapting
the underlying feature map to the training set. Consequently, our bound can surpass the fixed-kernel
scenario because the gradient norms ||V, Ls(wy)|] , || Vwf(we, 2;)|| shrink during training—whereas
a fixed kernel’s bound remains static. Moreover, the RKHS norm here stays below 1, in contrast to
fixed-kernel methods, whose RKHS norm may grow with the sample size or dimensionality (see
Corollary[6.2). Overall, our bound highlights that a more favorable optimization landscape and faster
convergence can promote stronger generalization.

5.2 Generalization Bound of Stochastic Gradient Flow (SGF)

Above, we derived a generalization bound for NNs trained from full-batch GF. Here we extend
our analysis to SGF and derive a corresponding generalization bound. To start with, we recall the
dynamics of SGF (SGD with infinitesimal step size):

dw
— = ~Vuwls,(w, :**EZSV wl(wy, ;) @)
where S; C {1,...,n} is the indices of batch data used in time interval [¢,¢ + 1] and |S;| = m is the

batch size. Define K, ;41(z,2;S) = t+1 (Vwl(we, z), Vyl(we, z')) dt to be the LPK over time
interval [t, ¢ + 1].

Theorem 5.4. Under Assumption[4.2} for a fixed sequence Sy, . . ., Sp—1, with probability at least
1 — 6 over the randomness of S, the genemlization gap of SGF defined by @) is upper bounded by

T
N

Similarly, we define the first term as I" for the SGF case. When S; = S, SGF becomes GF and the
bound becomes similar to (2). This bound can be extended to any random sampling algorithm by
taking the expectation over the randomness of the algorithm.

L,(A7(S)) — Ls(Ar(S Z Z Ke,e+1(2i, 255 S) ZKt,t+1(zi,Zi§5)+O( )-
i=1

1,J€S:

6 Case Study
6.1 Overparameterized Neural Network under NTK Regime

The NTK associated with the NN f(w,z) at w is defined by O(w;xz,a') =
Vwf(w, )V f(w,2)T € RF*  Since the LPK has a natural connection with
NTK, our bound T' in (@) can be calculated using the NTK during the training: I' =
2., /Ls(wo) — LS(wT)\/Z:?:1 fOT V pb(wy, 2,)O(wy; @i, )V p(wy, z;)dt. When the output di-

mension k = 1 and using a mean-square loss Ls(w;) = 5= || f(w;, X) — %, as previous work
[25}24]] showed, as long as the smallest eigenvalue of NTK is lower bounded from 0, the training loss

enjoys an exponential convergence, || f(w;, X) — y||* < e~ i | f (wo, X) — y||°. In this setting,
the generalization can be upper bounded by the condition number of the NTK as follows.

Corollary 6.1. Suppose that )\max((:)(wt; X, X)) < Apax and Amin(@(wt; X, X)) > Apin > 0 for

t €10, T). Then
2
"o \/2Amax~ 190, X) =yl | sy

)\min n



This bound shows that the generalization of overparameterized NNs depends on the condition number
of the NTK. With a smaller condition number, the network converges faster and generalizes better.
This bound is always upper-bounded even when 7' — co. As n/T increases, the bound decreases.

22min T

Since || f (wo, X) — y||* = O(n) for NTK initialization [25] and 1 — e~ »"~ < 2 our bound

2

has a faster rate than O(\/ Amax T /1). When % = O(1), our bound has arate of O(y/1 — e~ ant ).
For overparameterized NNs, NTK does not change much from initialization, hence Apax and Apin

can be specified using the Amax (0O (wo; X, X)) and Amin (O (wo; X, X)), see [251 24} 53] 144, [65]).

6.2 Kernel Ridge Regression

Given a kernel K(z,z') = (¢(x),p(x’)), where ¢ : R? — RP, consider kernel ridge re-
gression f(w,z) = w'¢(x) with Ls(w) = 5= ||¢(X)Tw —yH2 + 3 |w|? and f(w, z) =
LwT¢(x) —y)? + 2 |w|)?, where ¢(X) € R?*™ and w € R?. Denote the optimal solution as
w* = 1¢(X) (2K (X,X) + \L,) ! y. Then we have the following bound for the kernel regression.

Corollary 6.2. Suppose K (x;, ;) < Kyax for all i € [n] and K(X,X) is full-rank. We have that
< %\/Kmax ||w0—w*|| ||¢(X)T (wO—w*)H, when A = 0,
= A VRmaJy " (KX X))y [yl when A = 0, wo = 0.

Here () recovers the Rademacher complexity bound for kernel regression [5]. Compared with
the classic bound in Lemma when ||y|| < /n, @) is tighter since Kpmax < Y, K(x;, ;). In

the high-dimensional regime, if w* is standard Gaussian and wy = 0, (3)) has a rate of O(1/p/n).
Similar rates can be found in [37, [38]] for fixed kernel regression.

&)

6.3 Feature Learning

Consider a single-index model y = £.((8*,x)) + ¢, where 8* € S?~! is a fixed unit vector, data  ~
N(0,1,), f« is an unknown link function, and & ~ N(0, o) is an independent Gaussian noise. The
sample complexity of this problem is usually O(d*) [7[15] or O(d*/?) [23]], where s is the information
exponent of f,, defined as the smallest nonzero coefficient of the Hermite expansion of f,. Bietti

et al. [[15] trained a two-layer NN with gradient flow to learn this single-index model. Specifically, the
NNis f(0,¢c;x) = #N Zf\; cip(a; (0, ) +b;), where 8 € S™1, p(u) = max{0, u} is the ReLU
activation function, b; ~ N(0,72) with 7 > 1 are random biases that are frozen during training,

and o; are random Rademacher variables. Let Ls(0,¢) = £ 527 (£(0, ¢; 1) — y:)2 + Al c||” be a

regularized squared loss. The NN is trained by a two-stagengradient flow:

do d—1 de
5 ="Ve Ls(brc) —&=-1(t>T0)Vels(O:.cr),
where Vﬁdﬂ is the Riemannian gradient on the unit sphere, Ty = ©(d? 1) and s is the information

~ s—1
exponent. They show that n = Q(%) is sufficient to guarantee weakly recovering the feature

vector 6*. Here we compute our bound in their setting.
Corollary 6.3. Under the settings of Theorem 6.1 in Bietti et al. [[15] (provided in Theorem|G.2),

- dz+1
FgO( 2 +)\2d>7
with high probability as n,d — co. As long as X\ = 04(1/v/d) and n = Q(d372), T = 0, 4(1).
Taking \ = @(%)i, we have T < O ((dgﬁ/n)%) :

Our bound is compatible with the requirements of n = Q((d 4+ N)d*~*/\*) in Bietti et al. [I5]. The
sample complexity of n = Q(d%“) almost matches the correlational statistical query (CSQ) lower
bound n = 2(d?) [22, 1] and outperforms the kernel methods that require n = 2(d?) where p is the
degree of the polynomial of f, (s < p). Compared with Corollary[6.2} the bound of I in the feature
learning case is vanishing, while the bound in (3)) is ©(1), indicating the benefits of feature learning
from the generalization gap bound.
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Figure 2: Experiment (I). Two-layer NN trained by gradient descent on CIFAR-10 cat and dog. (a) shows
NN’s training loss, test loss, and test error. (b) shows that the complexity bound I" in Theorem [5.2] captures the
generalization gap L, (wr) — Ls(wr) well. It first increases and then converges after sufficient training time.

7 Numerical Experiments

We conduct comprehensive numerical experiments to demonstrate that our generalization bounds
correlate well with the true generalization gap. For more simulations and details, see the Appendix.

(I) Generalization bound of gradient flow in Theorem In Fig. 2| we use logistic loss to train a
two-layer NN of 400 hidden nodes and Softplus activation function for binary classification on 4000
CIFAR-10 cat and dog [35]] data by full-batch gradient descent and compute I', the main term in our
bound. The integration in I" (3) is estimated with a Riemann sum. After training, the norm-based
bound in Bartlett et al. [[11]] is 12557.3, which is much larger than our bound, as shown in the figure.

(IT) Generalization bound of SGF in Theo-

rem [5.4, In Fig.[I] we train a randomly initial- =r

ized ResNet 18 by SGD on full CIFAR-10 [35]  *° G'/”//'
and estimate I in our bound. Fig.[ [5] and [6]in 5,

the Appendix show more experiments on ResNet
34 and two-layer NNs. Our generalization bound
characterizes the overfitting and feature unlearn- -,
ing behavior [43] of overparameterized NNs af-

ter long-term training (when T' = O(n) in Theo-
rem [3.2)).

(IIT) Generalization bound with label noise. We
corrupt the labels in the experiment (I) with ran-
dom labels and plot the generalization gap and I"
in Fig. 3] T" captures the generalization gap well
and increases with the portion of label noise, ex-
plaining the random label phenomenon [[67]. This behavior follows naturally: noisier labels force
larger norm of loss gradients during training, which directly inflates I" and generalization gap.
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Figure 3: Generalization gap and our bound T" with
label noise.

8 Conclusion and Future Work

In this paper, by combining the stability analysis and uniform convergence via Rademacher com-
plexity, we derive a generalization bound for GF that parallels classical Rademacher complexity
bounds for kernel methods by leveraging the data-dependent kernel LPK. Our results show that
NNs trained by GF may outperform a fixed kernel by learning data-dependent kernels. Our bound
also shows how the norm of the training loss gradients along the optimization trajectory affects the
generalization. Recently, Montanari & Urbani [43] applied dynamical mean—field theory (DMFT) to
two-layer NNs and showed that GF exhibits three distinct phases—an initial feature-learning regime
(T = O(1)), a prolonged generalization plateau, and a late overfitting phase (I' = O(n)) (Fig[2). Our
bound (Theorem [5.2)) reproduces similar qualitative behavior. Unlike the mean—field analysis, our
approach applies to general architectures and data distributions. A promising direction is to integrate
the DMFT’s phase-wise insights with our LPK framework to obtain finer generalization guarantees.



For practice-relevant applications, by monitoring the evolution of our bound I' during training, one
can predict the overfitting for overparameterized NNs and identify optimal stopping time for training
without access test data [3]]. Our I' can also serve as a proxy to compare model architectures in Neural
Architecture Search (NAS) [55} 40, [19] 142, 20].

For future directions, extending the analysis to GD and SGD with large learning rates can bring the
bound closer to practice. Second, our analysis uses a function class larger than G when bounding
the Rademacher complexity. Refining this step could further tighten the bound.
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Appendices

Limitations and Impact Statement

Our analysis focuses on the generalization bound of the gradient flow algorithm. The behaviors of
other algorithms, such as gradient descent (GD), stochastic gradient descent (SGD), and Adam, are
still unclear. Extending the analysis to GD and SGD with large learning rates can bring the bound
closer to practice.

This paper presents work whose goal is to advance the field of Machine Learning. There are many
potential societal consequences of our work, none of which we feel must be specifically highlighted
here.

A Additional Experiments

In experiment (I), we train the two-layer NN with a learning rate of n = 0.01 for 8000 steps. The
training time is calculated by 7" = 7 xsteps. The integration in I (3) is estimated by computing the
gradient norm at each training step and summing over the steps. For experiment (II) and Fig. 4} we
train Resnet 18 and Resnet 34 with a learning rate of 0.001 and batch size of 128 for 50 epochs. For
Fig. 5] we train a two-layer NN of 1000 hidden nodes with a learning rate of 0.01 and batch size 128
for 100 epochs. For Fig.[6] we train a two-layer NN of 1000 hidden nodes with a learning rate of 0.1
and batch size 200 for 10 epochs. Experiments are implemented with PyTorch [56] on 24G A5000
and V100 GPUs.

Fig. [ and Fig. [5|have similar behavior with Fig.[I] The models first learn the features, then overfit.
Fig.|6|has less overfitting. Our bound correlates well with the true generalization gap in both cases
and for all models.
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Figure 4: Experiment (II). ResNet 34 trained by SGD on full CIFAR-10.
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Figure 6: Experiment (II). Two-layer NN trained by SGD on full MNIST.
B Uniform Stability of Gradient Flow

Lemma Under Assumption for any two data sets S and S, let w, = Ay(S) and
w) = Ay(SW)) be the parameters trained from same initialization wy = wy}, then

2L Ls(w) is v-S.C.,

%7
2Lt Ls(w) is convex,

n
%(eﬂt —1), Lg(w) is non-convex.

Proof. Convex Case. Notice that

d |lw, — wy)”

dt
_ [ 0lw —wi* d(w; — wy)
O(w; —wy) ’ dt

T d(w; — wy)

=2 (w; — wy) 7

=2(w; —w}) (~VaLs(w;) + Vo Lseo (w}))
=2 (wt — wi)—r (—Vng(wt) + VwLS(qz) (wt) — vaS(i) ('wt) + Vst(i) (wé))
2

= 2wy — w)) | (Vapl(wy, 2)) — Vapl(wy, ;) — 2 (wp — w}) | (VapLseo (W) — Vap Lo (w}))

n
2 T .
< - (wy —wy)  (Vl(wy, ) — Vi l(wy, 2;)) (convexity)
< 2 oy —
—w; —w
= t t
Since also 4 tth =2 ||w; — w|| M, we have

dlw — 1wyl _ 4L
dt - n
When ||w; — w;|| = 0, the result already hold. When ||w; — wj| > 0,

2w, — wi [y — wt]].

dllw - wil _ 2L
dt ~n’

Solve the differential equation, we have

Thus, we complete the proof of the convex case.
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~v-Strongly Convex Case. Notice that

d |lw, — wy)”
dt

d _ !/
=2 (wt — w;)—r 7(wtdt wt)

2 (w; —w})' (~VLs(w) + Ve Lgw (w}))
=2(w; — w}) (~VaLs(ws) + Vay Lso (W) = Vap Lo (we) + Vap Lo (w}))
2

- (w; —w}) " (Val(wy, L) — Vapl(we, 2:)) — 2 (w; — w)) | (VapLse (wi) — VayLseo (w})

4L 2
< = llwe = wi] = 27 [lw, — wi]

2L
= 2wy il (35~ o~ wi]). ©
Now we prove ||w; — w;|| < % by contradition. Recall ||wg — wj || = 0. Suppose that there is some
time 7 such that [|[wr — w/|| > %, then there must be some 7" < T such that ||wr — wh. || = %
and ||w; — w;|| is increasing at some point between [I”,T]. However, when |w, — wj}|| > '%’

— U 2
by (6). w < 0 and |jw; — w;|| must decrease. Therefore contradict and we must have
2L

e — ]| < 2£.

Non-Convex Case. First of all, we have that

d [[w, — wi*
dt
N d(w —wy)
2 (we —wp) =g
(wy —w})" (~VaLs(w,) + Vi Lsw (w}))

2
= 2(w; — w]) (~VLs(w;) + Ve Lo (wr) — Vo Lty (wr) + Vo Lo (w)))
2

=~ (wr —w)) | (Val(wr, z) = Vul(w,, 2)) =2 (we —w}) " (Vi Lo (wr) = Vi Lo (w)))

IA

2
—llwe = Wil [V b(we, 2) = Val(we, zi) | + 2 [[we = wil| [ Ve Lso (wi) = Vi Lseo (wh)

4L 2
. |wy — wi|| + 26wy — wy]|”.

IN

7112
oo~
t

_ !
Since also d M

=2 ||lw; — wy| , we have
dllw, —wi]| _ 4L

dt T on
When |w; — w;|| = 0, the result already hold. When ||w; — w;|| > 0,

o
M<%+5Hwt*wé||-

2
2 ||w; — wi| lwe — wil| + 28 [|w; — wi|”.

dt -
From this we have ,
2L I —
wp T [[w: — wil
Solve the differential equation, we have
2L
[[we —wif| < %(e‘“ -1).
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C Concentration of Loss Path Kernels under Stability

In the following, we will only show the proofs for the convex case. The proofs for strongly convex
and non-convex cases are similar.

Lemma C.1. Let S and 89 be two datasets that only differ in i-th data point. Under Assumption
forany z, 2/,

2
AL AT when Lg(w) is vy-strongly convex,

‘KT(Z,Z/;S) - KT(Z7Z,;$(i))‘ < QLQsz, when Lg(w) is convex,

%(eﬁT — BT —1), when Lg(w) is non-convex.

Proof. For convex loss, by the smoothness and Lemma M3 we have

[Vwl(A(S), 2) = Ve l(A(SD), 2)| < B||4:(S) — A(SD)|| < BZEE for all 2. Then
KT(Z,Z 78) - KT(Z7Z aS(Z )

= /  (Vul(AS), 2), Tul(AS), 2)) (Vul(A(S8D), 2), Vo l(A(SD), ) ) dt
0
T
= [ (Tt 8. 2). Vbl A(S). ) = (T (Ai(S). 2). Vul(A(S®). 2)
+ (Val(Ai(8), 2), Vo llA(SD), 2)) = (Tul(A(SD), 2), Tanl(A(S), 2) )

= / ! <Vw£(At(S)7 2), Val(Ay(S), 2') — Vel (A(SW), z')>
0
n <vwe(,4t(5) 2) = Vapl(A(SD), 2), Vap l( A, (S, z/)> dt

< [ IVt AS), 2 [FutlA(8).2) - Tutl(s?). )
+Hv UA(S), 2) — Vol (A(S H Hv 0 A(SD), 2| dt
< /0 182 52
_ 20°6T”
n

Similarly K7 (z,2;8®) — Kr(z,2;S) < % Thus ‘KT(z,z’;S) — KT(z,z';S(i))’ <
2L2BT?

O

With this, we can show that K (z, 2’; 8”) concentrate to its expectation.
Lemma Under Assumption for any fixed z, z', with probability at least 1 — § over the

randomness of S’,
2 2
%\/% Ls(w) is 7-5.C,

2L23T?/ 125 , Ls(w) is convex,

Kr(z,2';8) — g@ Kr(z,2';8")| <

2

2
%(eBT — BT —1)4/ 1:217;5 ,  Lg(w) is non-convex.

Proof. We prove for the convex case. Strongly convex and non-convex cases are similar.
Let S’ and S’ be two datasets that differ only in the i-th data point. By Lemma

]KT(z, 28" — Kr(z, z’,S’(i))’ < % Then by McDiarmid’s inequality, for any ¢ € (0, 1),

with probability at least 1 — 4,
In 2
< 2L7BT?/ 25
- 2n

KT(Z, Z/;S/) - ‘]g KT(Z7 Z/; Sl)
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Similarly, we show that LPK on the training set concentrates to its expectation.
Lemma C.2. Under Assumption with probability at least 1 — § over the randomness of S,

Kr(2i,2:;8) — E Kr(zi, 25 S)

(LQT + W%) +/2nlog %, Lg(w) is y-strongly convex,

< 4 (LT + L2BT?) y/2nlog 2, Ls(w) is convex,
<L2T + %(eﬁT - pT — 1)) \/2nlog 2, Lg(w) is non-convex.

Proof. For any fixed j € [n], let S and SU) be two datasets that only differ in j-th data point.

n

Z KT(ZZ', Zi,S) - zn: KT(Zi7 ziaS(j))

i=1 i=1

= Z (KT(Zi,Zi,S) - KT(z’iath(j))) + KT(zjvzjvs) - KT(Z;,Z;,SO))

i)
§ Z ‘KT(Ziazivs) - KT(zi;zias(j))’ + ‘KT(Zj,Zj,S) - KT(z;aZ;aS(j))
i#]

When j # i, by Lemma|C.I] for convex loss,

2 2
’KT(ZmZi,S) - KT(Zi,ZuS(j))’ < 2L°pT .
n

When j = i, by the definition of LPK, it can be bound by the Lipschitz constant,
‘KT(zj,zj,S) - KT(z;-,z;-,S(j))‘ < 2L°T.
Therefore

2L%3T?
n

< 2L*BT? + 2L°T.

<(n-1) +2L*T

> Kelzi,2:,8) = Y Kr(zi, 2, 8Y))
i=1 i=1

Then by McDiarmid’s inequality, for any § € (0, 1), with probability at least 1 —§ over the randomness

of S,
< (LT + L*BT?) \/2nlog ;.

n

K iai;S_
ZT(zz ) ]g

i=1

iKT(Zi,Zi;S)
=1

C.1 Bound the Trace Term

With the above results, we are able to bound the difference between ., Kr(z;, z;;S’) and
Z?:l KT(ZZ‘, Zi S)

Lemmad.5| Under Assumption 4.2} for two datasets S and S', with probability at least 1 — & over
the randomness of S and S’,

n n O(T+/n), when Lg(w) is ~-strongly convex,
Z Kr(zi, z;8S) — Z Kr(zi,2i;8)| < { O(T?\/n), when Ls(w) is convex,
i=1 i=1 O(eT\/n), when Lg(w) is non-convex.
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Proof. For any A > 0,

. ' s .
Eer i Kr(2i:258) — g oA 2 Kr(22i:5™) (replace z; with %)
S Ss
—EEe 3 (Ko (2],2058)+Kr (2],2]:8 ) —Kr (2],2]58))
S5

If 2/ = 2z;, Kp(2},2;SW) — Kp(2],2);S) = 0. If 2, # z;, by Lemma|C.1} for convex loss,

1 T [ 2Bkl

|Kr (2], 25 8W) — Ky (2l, 215 8)| < % Therefore,
E A i Kr(2i,258) > EE A Kr(2),2,;8)—2AL%BT?
S T Sss
= EE e Zi Kr(2:,258) —2AL26T? (exchange the name of S and S")
sS

Hence, we have
EE i Kr(zi2:8) < ALPBT? g A Y, Kr(20,2:38)
SS S

By Markov’s inequality,
P <Z KT(Zi, Zi;S/) > t) P (ek > Kr(zi,2i587) > e/\t)
i=1

Es Es’ A2 Kr(zi,2458")
<
et
e2\L?BT? R e 2 Kr(26,2i58)
et

Set the RHS as J, we have at least 1 — § over the randomness of S and S’,

<

" 1 n . 1
S Kr(zi,2:8) < 5 <lnEekZi=1 Ka(z:.258) 4 Iy 5) + 20237
S
=1
Take A = 1, we have
- n ‘ 1
> Kr(zi,258) < InEeXima Kr(20%58) 4 912377 4 In 5
S
=1

By Lemma and Kr(z;, z;;S) < L*T in worst case, for any §' € (0,1),
hlEeZ;L:l Kr(2:,2:;S) <In e(l—é’)(]]is[ s KT(Z{,7z7;;5)]+(L2T+L2ﬂT2)\/2n log %)—&-JlnLQT
= <

=(1-9) (Ig

n
lnl‘gez:?:1 Kr(z:,zi;S) < IE lz KT(Zi) Zi; 5)

i=1

n

> Kr(zi,2:;8)

i=1

2
+ (L*T + L?BT?) y/2nlog 5/) +6'nL’T

Take §' = %,

+ (L°T + L*BT?) y/2nlog 2n + L°T

Combing with the above, with probability at least 1 — 6,
Kr(zi,2i;8") <E Kr(zi, 2i; S)
By Lemma|C.2]and a union bound, with probability at least 1 — 4,

n n 4
Z Kr(zi, 2 8') < Z Kr(zi, 25 S) + (LT + L*BT?) ( 2nlog2n + 4/ 2nlog 5) + L*T
i=1 =1

+2L%BT? +1In %

1
+ (L*T + L*BT?) \/2nlog 2n + L°T + 2L*BT* + In 5

:Z Kr(zi, zi;S) + O(T?/n).
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Because of the symmetry between S and S’, we also have with probability at least 1 — 4,

iKT(ZZ‘,ZIL, zn: Zzazza +O(T2f)
i=1 =1

D Proofs for the Generalization Bound

The following decoupling inequality is a slight variation of a result found for instance in Vershynin
[63].

Lemma D.1 (Decoupling (Theorem 2.4 in [34]))). Let F' be a convex function, D a collection of
matrices and o' be an independent copy of o, then

E sup F Zozaj ij | LEsup F 42010 D;;
DeD oy DeD oy

Lemma D.2 (Hoeffding’s inequality for Rademacher random variables (Theorem 2.2.5 in [63]])). Let
O1,...,0n be independent Rademacher random variables, and a = (a1, . . .,a,) € R™, then

>

E a;04

i=1

— t2
>t] <2 2flall3

Lemma Recalling the Rademacher complexity in Definition we have

B n
Rs(Gr) < — sup ZKT(zi7zi;S’) + 4AvV6nIn2n + 8A,
n KT(';‘§$/)GICT i=1
where Gr and K are defined by (1)) and Section | respectively.

Proof. Recall

1
Gr = {Z(AT(S’),Z) =" Kz, 2:8) + L(wo, 2) : Kr (-, 8) € ICT},
i=1
1 / / n
Kr = {Kr(58): 5 Y Ke(zh, 2 8) < B8 €8 C supp(n®), sup[Kr(2,2/38')| < al.
i
Suppose Kr(z,2"; ") = (Ps/(2), Ps/(2')). Define
Gr ={9(2) = (B, s/(2)) + t(wo, 2) : |B]| < B,Kr(-,;S) € Kr}. ©)
We first show G C Gf.. For Vg(z) € Gr,
- L
:Z —Kr(z,2;S8") + £(wo, 2)
i=1 n
n 1 ,
=D (25(2), Bs(2]) + L(wo, 2)
i=1
<(I)S’ —*és/( )>+£(’LU07 )
- </83’7(I)S'( )> —|—€(’UJQ,Z),
where we denote Bs = Y —1ds(z)). By definition of Gr, ||Bs|> =
#Z” Kr(z},2;S') < B?. Thus g(2) € Gf. Since Vg(z) € Gr, g(2) € G, Gr C GF.
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G/ is strictly larger than G because B is a fixed vector for a fixed Kr (-, -; S’) while 3 in G is a
vector of any direction. Then by the property of Rademacher complexity,

Rs(Gr) < Rs(Gh)

n

1
= B |sup > oig(z)
neo _geg;;
1 B n
=—E| swp Y o, ((B.0s(z) + é(wo,zm]
no |Kr(,;8)ekr ;=
Ly S 01 (8, @ ()| + LB S i, 2
= - sup 0 \P, Ps (= - sup gi£(Wo, 24
ne | Kr (-8 ekr =1 o |Kp(8)ekr 51
1 B n
=—-E sup B, 0:iPs(z;)
noe _KT(-,-;S')ech< ;

By the dual norm property, we have

1 n
~E sup B.> 0:Ps(z)

3|
Q=

sup
K (58 KT

sup
Kr(-,8")eXr

3|
A=

sup

3w
Q=

Then by Jensen’s inequality,

KT(‘7'§S/)EICT i=1 j=1

Uiq)S’(zi)

i=1

ii UiO'jKT(ZZ', Zj;S/)

i=1 j=1

n n

ZZO’inKT(Zi, Zj;S/)

=

B n n
—E sup oi0iKr(zi, 245 S)
B [ n n 2
<—|E sup o0 Kp(zi, z:; S (Jensen’s inequality)
J J q y
n o | Ky (58 eEKT im1 =1
_ 1
B n ’
=—|E sup ZKT(zl-,zi;S’)+ZUiJjKT(zi,zj;S’)
n o | Ky (-SEKT =1 Py
_ S 1
B " ’
<—1|E sup Kr(z;,2:;8") + sup ZaiajKT(zi,zj;S’)
N\ o |Kr(,S)ekr i1 Kr(-,8")eKr i£j
) 1
B n ’
== sup Kr(zi,zi;8) + E sup ZaiajKT(zi7 z;;S')
T\ Kr(s8)ekr i T | Kr (58 el iz

For the second term above, by the decoupling in Lemma|D.1| we can obtain that

E sup ZoiojKT(zi,zj;S’)
4 KT('V;S/)EK:T 175]

4271:01' ZJ;KT(Zi; Zj;S/)
=1 VE

) sup
9.0 | K (38" )ERT
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Since [K7 (24, 2;;8")] < A, by Lemma|[D.2] for any fixed 4, with probability at least 1 — &,
K -S| < Ay/2n1 2
zgj (2, 2;8")| < nln <.
i
By a union bound, for all i € [n], we know that
Z 0iKr(zi, 2;;8')| < Ay/2n ln W
Jj#i
Conditioned on this, by Lemma|[D.2] with probability at least (1 — 6”)(1 — &),
- 2 2
Z o Z 0iKr(zi, 25;8") < 2Any/In bl Rl
=1 gt

For the left 1 — (1 — §”)(1 — ¢’) portion, in the worst case we have

n

Zai Za}KT(zi,zj;S’) <n(n—1)A.

i=1  j#i

Combining these two cases, we can bound the expectation as

E sup ZGinKT(Zi,Zj;Sl)
T | Ke (38 ekr 77

< E bup 420120 Kr(zi, 2;S')

o0’ S/)GKT i=1 j;é’L
<(1-6"(1-6)4A/2n1n 25—7 + (0" + 0" =68 )an(n —1)A
< 4AV6n1n2n + 8A (take &' = 0" = %)

Therefore, in total we have

n

sup ZKT(zi,zi;S’) + 4AvV6n1n2n + 8A.
Kr(-,58")eKT i=1

S|

Rs(Gr) < Rs(Gy) <

O
Theorem[5.2} Under Assumption .2 with probability at least 1 — & over the randomness of S,
2 IV - _ In(4n/d)
L/L(AT(S)) LS(AT ; ZZ Z7,Zj, ZKT(Zi,Zi,S)*FE; T‘i’e,

O(XL), s.C.,
where ¢ — { min O(%), O(\/%)} , convex,
min {O(‘f)()(ﬁ)} , TNON-COnvex.

Proof. Since |Kr(z,2;8)| < L2T by the Lipschitz assumption, we can take A = L>T such that for
all 8’ € supp(u®"),
sup |Kr(z,2;8")| < A.

z,z/
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By Lemmal[4.5] we know with probability at least 1 — § over the randomness of S and &,

n n

Z KT(ZZ', Zi S/) <k £ Z K’T(Zi7 Zis S) + O(TZ\/H),
i=1 i=1
for convex loss. Conditioned on this, we can find a set S’ C supp(u®") for dataset S’ such that
n

sup Z Kr(z;, 2:;8") < k.
Kr(8)eKr =5

Also, take B? = >i; Kr(2i, 2;;S). Therefore, with probability at least 1 — J, we have
((A7(S), z) € GE, where GE denotes Gr taking values of B, A, and S'.

Note B® = 53, Kr(2i,25;8) = Jo IVwLs(wy)|? dt = Ls(wo) — Ls(wr) < 1. Since
0<B<1letB; = %, %, ..., 1. We have simultaneously for every B; that

B;
Rs(gTBi) < 7\/H+4Av6nln2n+ 8A.

Let B} be the number such that

ZZKT(ziazj§S) <B; < % ZZKT(Zij;S) + %

i=1j=1 i=1j=1
We have
B
RS(ng)
< %\/n+4A\/m+8A
11 | & 1) |y 5 3
=uln ZZ Kr(zi, 2 S) + n Z Kr(zi, 25 S) + O(T?*V/n) + O(T'V/n)
i=1 j=1 =1
11 | 1 - (Tt
S B z;Z:IKT(Zij;S)'F; ;KT(Zi»zi§S)+O(T"4)
i=1 j= =
1 n  n n . T
< ZZ 7(zi,2;S) ZKT(ZnZi;SH'O(TT%)-
i=1 j=1 =1

Since K7(z, 2;S) < L*T by the Lipschitz assumption, we also have

sup ZKT (zi,25;8") < ZKT(zi,zi;S)—i—LzTn.
Ke (8" ekt =5 :

From this, we can conclude that

(gT _77 ZZKT zi, Zj; S) ZKT(Zi,qu;S)JrO(\/f).

=1 j=1

Therefore,

n

1 n T T
Rs(GH) < = ZZ Kr(zi,258) | Y Kr(2i, 25 S) +min{0(3) o( n)} :
=1 n4

1=15=1

23



By Theorem. and applying a union bound over B; = - E> ..., 1, with probability at least 1 — §
over the randomness of S, for all B;,

sup {L,(9) — Ls(9)} < 2Rs(GF") +3
gegfi

In(2n/0)
2n

Finally, taking a union bound, we know that with probability at least 1 — 24, for some B, the
following three conditions hold:

U(Ar(S),2) € GY',

RS(gT S ZZKT Zis 253 ) ZKT(Zi7z17 + min {
i=1

iw\ ~
Hp

i=1 j=1
swp{L(g) ~ Ls(o)} < 2Rs(657) + 3/ 20,
gegT

These together imply that with probability at least 1 — d, we have

L,(A7(S)) — Ls(Ar(S <* ZZKT zi, 2j;S) ZKT(ZiaziQS
=1

+3 w —|—min{é(nTi),0( Z)} :

E A lower bound of Rs(G/)

Here we give a lower bound of Rs (G%). Similar lower bounds for a linear model were proved in
[8, [11]] without the supremum. Our lower bound matches the upper bound, which shows the bound is

nearly optimal for R.s(G5.).
Theorem E.1. Recall the function class G- defined in (7). We have

n
> sup Kr(zi, zi; 8').
\[TlKT(,S’GICT ; v

Rs(Gr) >

Proof. Recall
gél“ = {g(Z) = <ﬂaq)8’(z)> +£(1UO,Z) : ||/8|| < B’ KT('a 78/) € K:T}
The Rademacher complexity of G/ is

1
Rs(Gr) = ~E sup > _oig(z:)
7 9697 =1

n

=—E sup sup Zgz (B, @s/(2i)) +€(w0’zz))]

N o |Kp(.8)ekr 1BI<B =}
n
Zaiﬂ(wo,zi)]
i=1

1
=—E sup </8 Z(H‘I’S' Z; >

no |Kp(. Shexs 18148

15| sw  sw <ﬁ, > Ui‘Ps'(Zi)>]
=1

o |Kyp(,:8)ekr ||IBI<B
] ,

+E

foi@s'(zi)

i=1

B
—E sup
N o |Kr(,8)eKr
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where in the last line we apply the dual norm property. Then by the subadditivity of the supremum,
we have

> oisi(2i)
i—1

Z Ui(I)S/(Zi)
i=1

\Y
S|

Rs (gé“) sup E

KT(-,<;S,)€’CT 4

S|

sup
Kr (58" EKT

oo (s

Kr(-,8")eLT JEN,

H (norm sub-additivity)

1

Z oi[ s (2:)];

2\ 2
; ] ) (by the definition of 2-norm)

1
2\ 2

1
n 2

2 > (s (21))2

1
— sup Z ﬁ

N Kp(-,;S")ekr jEN,

v

(Khintchine-Kahane inequality)

n

S (@ ()2

i=1

\[n KT( S EICT

JENY

SIS

B

<I>5/ )]2 (rearrange the summations)
\f 2n KT( $f eKr

i= 1 JENL

[N

D lles (=] )

=1

p (
NeKr
n
sup Kr(zi, zi;S
anT(H > e > Kr(zi, 2

i=1

su
\/n Kr (S

Hence, we complete the proof of this theorem. O
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F Stochastic Gradient Flow

In the previous section, we derived a generalization bound for NN trained from full-batch gradient
flow. Here we extend our analysis to stochastic gradient flow and derive a corresponding generalization
bound. To start with, we recall the dynamics of stochastic gradient flow (SGD with infinitesimal step
size).

dw 1
= Vwls(w) == 3 Val(w,z)
1ES:
where S; C {1,...,n} be the indices of batch data used in time interval [¢,¢ + 1] and |S;| = m be
the batch size. Suppose each S; is uniformly sampled without replacement from {1,...,n}. We

recall the connection between the loss dynamics of stochastic gradient flow and a general kernel
machine in [20].

Theorem F.1 (Theorem 4 in [20]). Suppose w(T) = wr is a solution of stochastic gradient flow at
time T € N with initialization w(0) = wy. Then for any z € Z,

T—-1
1
f(’wmz):E E *EKt,tH(%zi;S)+5(’wo,z)»
t=0 i€S;

where Ky 141(2,2;;S) = fttH (Vwl(we, 2), Vi l(wy, 2;)) dt is the LPK over time interval [t, t+1].

F.1 Stability of Stochastic Gradient Flow (SGF)

Lemma F.2. Suppose Ls(w) is convex for any S and Assumption holds. For any two data sets
S and 8, let wy = Ai(S) and w, = A;(SW)) be the parameters trained with SGF from same
initialization wy = wy, then

where the expectation is taken over the randomness of sampling the data batches S;.

Proof. Notice that

d [[w; —wj|”

dt
_ [ 0lw —wi* d (w —w))
N(w; —wy) ’ dt
o
=2 (wt — wé)T 7d (’U)t wt)

dt
= 2w, —w))' (fva& (we) + Va Lo (wg))

Since &; and St(i) are uniformly sampled without replacement, the probability that S; and St(i) are
different is 2. When S; = St(l), by convexity,

2(wy — w})" (~VawLs, (W) + Ve Ls, (w})) < 0

a2 !
Since also w =2 ||lw; — wy| M, we have
d [[w; — wi|
2 |lw; — wi|| ———— <0.
R

Solve the differential equation for [T — 1, T'], we have

|wr — whp|| < ||Jwr—1 —wp_4]|.
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When S; and S; differ with one data point,
2 (wy —wl) " (—Vstt (wi) + Va Lo (w;))
— 2 (w; —w!) " (waLgt (w0) + VaL g0 (1) = Voo Lo (we) + Vo L (w;))

2
= = (wy — W) (Val(ws, 2)) — Vepl(wy, 2;)) — 2 (wy — w)) (Vstgw (wi) = Ve Lgo (w;))

m
2 T .
< . (wy —wy)  (Vl(wy, ) — Val(wy, 2;)) (convexity)
AL ,
< — [lw; — wy]
m
7|2 R
Since also M =2 ||lw; — wy| M’ we have

dflw, — wy|| _ 4L
dt - m

2 ||w; — wi [y — wi]].

When ||Jw; — wi|| = 0, the result already hold. When ||w; — wj|| > 0,

dllw - wjl _ 2L
dt ~—m’

Solve the differential equation for [T — 1, T, we have

2L
|wr —wrp| < —+ |lwr—1 —wp_, .

Therefore, considering the two cases that whether S; = St(i),

m 2L m
E Jlwp —wrl| < 75 54 (1= 2004 E Jwroy —wy
2L ,

W +}FTHU’T—1 |
2LT

n

Thus, we complete the proof of this lemma.

O

The proofs for strongly convex and nonconvex cases are analogous to those of full-batch gradient
flow. Consequently, we omit the proof for strongly convex and proceed directly with the proof for the
nonconvex case.

Lemma F.3. Suppose Ls(w) is y-strongly convex for any S and Assumption 4.2\ holds. For any two

data sets S and S, let wy = A;(S) and w, = A(S")) be the parameters trained with SGF from
same initialization wg = wé, then

where the expectation is taken over the randomness of sampling the data batches S;.

Lemma F.4. Suppose Ls(w) is non-convex for any S and Assumption holds. For any two data
sets S and SV, let w; = A(S) and w) = A(SW)) be the parameters trained with SGF from same
initialization wy = wy, then

2L
fn

where the expectation is taken over the randomness of sampling the data batches S;.

E [lwe —wi]| < 7= (e’ - 1).
A
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Proof. Notice that

d [[w; —wj®

dt
_ J0llw— wil* d(w — w)
INw; —wy) ’ dt

T d(wp — wy)
dt
nT ’
= 2(w —w)) " (~VaLs, (W) + VuLge (w])) .

=2 (w; — wy)

When S; = St(i), by the smoothness,
T
2(w, —wy) (=VawLs, (wi) + VwLs, (w}))
< 2wy — wy|| | =VwLs, (wi) + Va Ls, (wy) |
<28 |w;, — wi”.

d||w;—w; ||” w!| detd_w;H,we have
7

Again, because of =2 ||w; —

d [[w; — wi|

< —wi.
2t < By —

When S; and S; differ with one data point, by a similar argument as the full-batch gradient flow, we
have

_ !
o0l < 2L 98 o,

dt -
Combining the two cases, we get
ABay [0 —wi| _  dlfw; —w]
dt Ar dt
m (4L m
<P (2 R - wll) + 0= 25 E - v
n m Ar n Ar
4L

=— +28E Jlw —wyf.
n Ar

Solving the ODE, we get the result.

F.2 Concentrations of LPKs under SGF

For SGF, we can prove similar concentrations of LPKs as Lemma [C.T] Lemma[.4] Lemma [C.2]
and Lemma The proofs are basically the same by simply replacing Kr(z,z’;S) with
Ea, Kii+1(2,2';S). Hence, we only present the lemmas below. Note here we consider Ky 141
instead of K (z, 2/; S).

Lemma F.5. Let S and S be two datasets that only differ in i-th data point. Under Assumption
forany z, 2/,

2
4Lnﬁ , y-strongly convex,

A v
E [Kt,t+1(za 2 8) — Kt,t+1(Z,Z/;S(z))} ‘ < %, convex,
’ %(EB(HD —eft — B), non-convex.

Lemma F.6. Under Assumption for any fixed z, z', with probability at least 1 — 0 over the
randomness of S’,
2 2
% A/ 1r21n5 , y-strongly convex,

E {Kt’tJrl(z,z’;S’) — ‘Igj/ Ket+1(2, Z/;S/)] ’ < 2L2B(2t + 1)\/7 %; convex,
T
2
452 (ePUHD) _ Bt 5)\/%, non-convex.
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Lemma F.7. Under Assumption with probability at least 1 — § over the randomness of S,

Z Kitr1(2i,245S) — E Z K i41(2i, 2i;S)
i=1 i=1

T
(Lz + @) \/2nlog %, Lg(w) is y-strongly convex,

< (L2 + L2B(2t 4+ 1)) y/2nlog 2, Lg(w) is convex,

(L2 + %(eﬁ(ﬂ-l) _eft — 5)) \/2nlog 2, Lg(w) is non-convex.

Lemma F.8. Under Assumption[4.2] for two datasets S and S', with probability at least 1 — § over
the randomness of S and S',

n
!
E Ket1(2zi, 265 S) — E Ket+1(2i, 265 S")
AT i=1 i=1

O(y/n),  ~-strongly convex,
<< O(ty/n), convex,

O(et\/n), non-convex.

F.3 Generalization bound of SGF

Given a sequence of Sy, . .., Sp_1, define the function class of SGF by

T-1
A ! 1 ! ! !
Gr 2 {(Ar(8),2) = 30 Y ~—Kuusa(z,258) + lwo,2) : K(, 1 8) € Kr |

t=0 i€S;

Kr = {(Ko,1('7 58, Kroi (-, 87) S € supp(u®™),

1
D) Z Kt.,t-i-l zl7zj78 ) < Bt27 ‘Kt7t+1('7';81)| S A}
1,jESt
Lemma F.9. Given a sequence of Sy, ...,S1_1, we have

1
T-1 1
B
Rs(Gr) < g - ( sup E K i1 (24, 245 ')+4Av6nln2n+8A> .

t=0 K58 ekr 51
Proof. Fort =0,1,--- T — 1, let
1
G ={9(z) = Z —Kia (2,25 87) 1 K(, 18’ € Kr},
1ES,
Then we have
Gr CGo®G - ®Gr_1 D {l(wo, z)}.

Since the set on the RHS involves combinations of kernels induced from distinct training set S, it is
a strictly larger set than the LHS. Apply Lemma [5.1|bound for each G; on S,

B 2
Rs(Gt) <t< sup ZKtt+1 (=i, 2i; ')+4Av6n1n2n+8A> . ®)

n K('f; )Esti 1

By the monotonicity and linear combination of Rademacher complexity [41]] and take in (),

Rs(gT) < Rs(go ©G D DGr1®{l(wog,2)})

T-1
= Rs(Gi) + Rs({l(wo, 2)})

=0

T-1 5 3
< =t sup ZKt i11(zi,2:;8") +4AV6n1In2n + 8A | .

=0 558)eRT 4
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Theorem 5.4, Under Assumption[4.2} for a fixed sequence Sy, . . ., Sy—1, with probability at least
1 — 0 over the randomness of S, the generalization gap of SGF defined by {@)) is upper bounded by

2« [1 - - T
L,(Ar(S)) — Ls(Ar(S Sﬁ; — Z Kt tr1(2i, 253 S) ZKtthl(Ziazi;S)""O(i)'

iJESt i=1 7 Vin

Proof. Let A = L? in Lemma.. Take Bf = L Z ijes, Keev1(zi,2;:S) = Lg(wy) —

Ls(wyy1). Then £(Ar (S G Br—1 \Where QT """ Br-1 denotes Gr taking values of
By, ..., Br-1.

By Lipchitz assumption,

n
sup Z Kiis1 (20, 2i58) <) Kigaa (2, 2i5S) + L.
K( El 7 e’CT i=1 -

Since 0 < B; < 1, let Bz =
Bi, .. .,BTf1 that

n, fL, ..,1,t =0,...,7 — 1. We have simultaneously for every

T
) <
t

L
S ‘u-ui

Bi,....,BL_ |

Rs(G7° Z Keir1(2i, 25 S) + L2n + 4L2V6n 1n 2n + 8L2.

Il
o

Let B{* be the number such that

1 1 1
\/m2 > Kiga(zi,258) < Bi < \/m? > Kt,t-&-l(ziazj;S)"'ﬁ-

i,jES: i,jES:
‘We have
733@35 o
T71
Z K tr1(24, 245 S) + O(L?n)
t=0

IA

i

o
3=

T-1 n
1 1
\/Tn2 E Kt,H_l(zi, Zj; S) + ﬁ g - Kt,t+l(zi7 Zi5 8) + O(LG)
i=

1,jESt

}ﬂ
L

I
o
Il
o
SRS

1 " T
\/m2 Z K t+1(2i, 25;S) ;Kt,t-i-l(zhzi;‘g)"'()(%)'

1,j €St

By Theorem and applying a union bound over B} = %7 2 L, t=0,...,T —1, with
probability at least 1 — 6, for all B,

swp  {L,(g) — Ls(9)) < 2Rs(G7 ) 4 3y TR0,

These together imply that with probability at least 1 — 4,

2« [1 -
L, (A7(S)) — Ls(A7(S EZ 3 > Kir1(2i,2558) | Y Kenga (21, 2i5.8) + O(
i=1

1,j €St

<

O
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G Proofs for Case Study
G.1 Overparameterized neural network under NTK regime

Recall the definition of NTK O(w; &, ') = Vo f (w, )V f(w, z') T € RF¥*¥ for a neural network
function f(w, ). We now prove our bound for the NTK case.

Corollary Suppose that )\max(@('wt; X, X)) < Apax and )\m,-,,(@('wt; X, X)) > Apin > 0 for
t €10, T). Then

2
r< \/2>\mm ||f(’ll)07X)*'y|| (I*B_M%MT)-

)\min 'n
Proof. Notice by the chain rule,
Z [Vwl(w, Zz')Hz = Z Vpl(wy, zi)Té(wt;mia )V pl(wy, zi).
i=1 i=1

Therefore,

2 “oT N
r= E\/Lg(wo) — Ls(wr) Z/ Vil(wy, ;) TO(we; x4, )V pl(wy, z;)di
i=170

Since the loss is bounded in [0,1], Ls(wy) — Ls(wr) < 1. When using a mean squre loss
Ls(ws) = 55 || f(w, X) — y||* and £(w, z) = §(f(w, ) — y)?,

D IVawl(we, z:)[I* = O(wy; @i, @) (f (wi, ) — )
i=1 =1
< max O (w; @i, @;) | f (wr, X) — yl|*

1€[n]

S )\max(é(wt;xa X)) ||f(wtaX) - yH2 .
In the case that the smallest eigenvalue of NTK Amin((:)(wt; X, X)) = Amin > 0 over the training,

the loss converges exponentially || f(w;, X) — y||* < e~ Hin ¢

dt ’ dt
d’l,l)t

=2(f(ws, X) — y)T wa(wt,X)W
= —2(f(wy, X) —y) | Vaof (we, X)VapLs(w;)

= =2(f(w0X) =) Voo (w1, X) Voo 00, X) T (fawr, X) — )

= 2 (flwe X) ~ y)" O(w X, X) (f(awi, X) ~ )

2 mi
< T f(we X) g

Solving the ODE, we get
2 _
1f (we, X) —yl|” <e

| f(wo, X) — y||*. We can see from

2

M| f (w0, X) — I

Then we have
T
0

n T
3 / IV o awr, )| dt < / A | (01, X) — gl
i=170

T _2>‘mmt 2
g/ A ™ | f (w0, X) — | dt
0

_ 7 Amax ||f(w07X) - y”2 (1 _ e—”‘ﬂ—"y““T)
2)\min .
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Plugging this into our bound, we get

2
"o ¢2Amax|f<wo,x>—yn (1 o)

AminT
O
G.2 Kernel Ridge Regression Case
Corollary[6.2| Suppose K (;,x;) < Kuax fori € [n] and K(X, X) is full-rank,
[ < Vmax [[wo — w7 [6(X) T (wo — w)|
< . .
When wg = 0, the bound simplifies to
VEmax\/yT (K(X, X))y |y
" VT KX y il o

n

Proof. The training loss gradient is
1 T
VwlLs(wi) = —¢(X) (¢(X) wi — y) + dwy

HX)60X) T — oK)y + Mo

1

Lo 1) w, — Lo(X)y

I
A/ N3 | =3

from where we can calculate

w = 1 (16006007 +2L,) 600y = 1600 (1600760 +AL,) .
Thus, we have
dwt
W = _vaS(wt)
1 T 1
S (n¢(x)¢(x) + )\I) wy + -~ H(X)y
1 . 1/1 T -
=- (n<z5(X)</>(X) + AI) (wt - (n¢(X)¢(X) + )\I> </>(X)y>
—_ (iqz)(x)as(xf + )\I) (w; — w”)
Therefore,
w, =w* + e—(%¢(x)¢(x)7+k1)t (wo —w™).

Calculate the norm of the gradient,

2

VuLs(w)l = (o607 +31) w0, - Loy

= (1¢<X>¢<X>T + u) (w4 e (PO (g —0p)) — L 6(X)y

n n

1 2

= | (om0 + ar) e (00007 ()
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Suppose the eigen-decomposition of ¢(X)p(X)" = 37| Nju;u; , then

( (e )“”>< mﬂ)t“’”)jwowﬂ
H( A) ) 7><wow*>

2
IV Ls(w)|* =

Integrate the training loss gradient norm,

T ) TPy 2 () ,
/ [V Ls (wy) || dt:/ 2(7124—)\) e \7 (u] (wo —w*))" dt
0 0o =

The individual gradient is
Vwl(we, z;) = (¢(z:) "we — yi) o) + Mwy = (i) d(x:) " + AL) wy — yip(s).

Assume K (x;, ;) < Kpax. When A =0,

S IValwe z)l? =3 |é(@:)dla) Tw; - yid(a)|”
1=1 =1

=3 ot@teT (w" e HO000 (g — )~ o)
=1

- Z yid (i) + plai) () Tem RO (g — aw*) — yig(a;) i
=1

= > [e@e(@)Te 7O (g - w*)H2
i=1

n

1 T 1 T
SKmax (U’O—U’*) € 71¢(X)¢(X) ¢(wz)¢( ) € "¢(X)¢(X) (wO_w*)

= Ko (wg — w*) T e 2900007143 4(X) Tem #0060 TE (g0 _ a¥)
p

:Kmax(wo_w)TZAze X u;u (’UJQ—’UJ*)
=1
P , ,
= Kmax Z Aie_")\lt (u;l' (’LUO - w*)) .
i=1
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Hence, we can obtain that

T n
/ ZHV gwt"zz || dt</ Kmaxz)\e 3 it (wo—w*)>2dt
0

p
= o 35 (1= e (] (0 — )’
< Kmaxn *
> ano—w || .

Therefore when A = 0,

r < YEmax [wo — w*|[[|$(X) " (wo — w")
< o :

When wy = 0, plunging in the expression of w*, the bound simplifies to

V9T (K(X, X)) "y |ly]

n

I'<

G.3 Feature Learning Case

We state the assumptions and results of Bietti et al. [[15] below.

Assumption G.1 (Regularity of f,). We consider f, € L?(v) with Hermite expansion f, =
> ajhj, where v := N(0,1). Assume

1. f. is Lipschitz,
2. %, 5t ayl* < oo,

3. f(2) =22V +2)( + Daygahy(z z)isin L*(v).

Theorem G.2 (Theorem 6.1 in Bietti et al. [L3]). For 6 € (0,1/4) and f. satisfying Assump-
tion suppose the following are true: (i) A = O(1) and A = Q(V/Acrit), where Acm =

max{y/ N (%2)28/(28—1)}, (i) n = Q(max{ (dH\Qd&l, d(sj\rz)/z }, (iii)) N = Q(555— ) and
N = OAAZL), (iv) Ny = O(log L, ) p = OKWNN, ®2(72 4 )\N/NO) ) (vi)
Ty = ©(d*/>71), and (vii) Ty = (d+N) Then, sze run AlgorzthmforT To + T4 time steps
with the above parameters, with probability at least = — 0 we have

{10010 (3t man {22, 21,

Algorithm 1 Gradient Flow

Require: Ny, p, Ty, 11, N, and A.

Initialize 6(0) ~ Unif(S?~1), ¢(0) ~ Unif({c € RN : ||c/l, = p, |lclly = No}).
Run gradient flow (6.3) up to time T = T + T7.

Return 8(T'), ¢(T).

We recall the basic concentration properties of Gaussian random variables.

Lemma G.3 (Concentrations of Gaussian random variables). Let § € (0,1/4), N € N, and
bi,...,by be iid. random variables drawn from N'(0,72). Then there exists a universal constant
C" > 0 such that the following two events hold simultaneously with probability at least 1 — §:

max |b;| < C'74/log(N/6),
J

Y 0% < Nr? 4+ C'r% max {log(1/5), N1og(1/5)} .
J
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Recall f(0,c;x) = % SN cid(0i (8, x) + b)) = ¢ B((B,z)), where we denote the feature
vector of first layer as ®((0, x)) = (\/—(b(a'l (0, ) +b;))Y_,. We have the following bound for the
feature vector.

Lemma G.4 (¢{3-norm of random features, Corollary D.5 in Bietti et al. [13]). Let § € (0,1/4) and
bi,...,by be iid. random variables drawn from N (0, 72). Then there exists a universal constant
C" > 0 such that the following holds for all z € R with probability at least 1 — & over the random
features,

12(2)]| < || + €' (1 + v/iog(L/8)/N) < |z] + 2C"\/1og(1/5).

We restate and prove our bound below.
Corollary[6.3] Under the settings of Theorem 6.1 in Bietti et al. [I3] (provided in Theorem[G.2),

ds+1
r<o + A2d
n2

with high probability as n,d — co. As long as X\ = 04(1/v/d) and n = Q(d3%2), T = o, 4(1).

Taking )\ = @(%)i, we have
(st d
(=)
n

Proof. Recall

2 m T
:E\/LS(OO,CO)—LS(OT,CT) Z/ |V wl(wy, )| dt.
i=1"0

We first calculate the order of the \/ Ls(69,¢o) — Ls(Or, cr). Recall

n

1 2
Le(@.¢) = — 0.c.x;) — i)+ A .
s(6,0) = 2 3 (F(6. i) — i+ Alkel
Then one can claim that

> (f(80,cos i) — y:)? + Aol

%

Ls(09,co) =

S
I
-

(£(80, co; :)* + y2 — 2y, f (B0, cos i) + X eol|*.

[
S
(]

—

\/s
Il

By Lemma [G.3] ¢(0; (60, x:) + b;) = ¢(O ( )+ O(1)) = O(1). Since Ee, [f(80,co;2:)%] =
Ec, [% Z@ 1 c2p(o; (0, ;) + b;)? } ( ]‘3, ) = ( 2) O( ), by Chebyshev’s inequality
f(6o,cosz;) = O(1). Since also y; = O(1) an and A leol> = O(1), one can verify Ls (g, co) =
O(1). Therefore Ls(69,¢co) — Ls(0r,cr) = O(1). Since Ls (01, cr) is non-increasing in gradient
flow, A [|e;]|> = O(1) during training.

Then we calculate the Y7 | [ ||V O(wy, z;)|| dt. By Lemrna | the sample gradient for 6 and
an upper bound for its {5 norm is given by

Vol(0,c;xi,yi) = — CT@”(W»%))(%’ - CT‘I’(<97901'>))931
IVol(0,c;zi, yi)ll = lell (Lip(f)« [laesll + &1 + llell ([l + C'7v/1og(1/6))) |||
= O(llelf? [la]*).

Similarly, the sample gradient for c is
Vel(0, ¢ i, y:) = 20((0,2:)(c" (0, %)) — f.((0, i) — &)
IVel(O, ;i ya)|| = 2(l|zill + C'my/log(1/8)) (lle|l (|lz:]l + C'mv/log(1/6))
+Lip(f). 1]l + [1&:]) = Ole] [lail|*)-
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As we have shown, ||c||®> = O(5) and by Lemma max; ||z;|| = O(y/dlog(n/d)). Therefore,

-/ d?
vaf(wt,zi)HQ = ||V9£(0,C; miayi)HQ + ||Vc€(0,c, miayi)”2 = O(F)

Then take T' = Ty + 11, we have

- d? - s g D)

< — 3~

<n-0(5)- (6@ + 612 )
~ [d3T1 9

=n-0 1z + A dn)

Combining the results, we have

Aslong as A = 04(1/d) and n = Q(d212), T = 0,, 4(1). Optimizing the choice of A\ = (d% )7, we

have .
- 3+2\ 1
reo((22)')
n

Hence, we complete the proof. O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction clearly state the theoretical contributions and empirical

findings.

Guidelines:

» The answer NA means that the abstract and introduction do not include the claims made in the
paper.

* The abstract and/or introduction should clearly state the claims made, including the contributions

made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

* Itis fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discussed the limitations and future works in the conclusion section.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to violations of
these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?

Answer: [Yes]

Justification: We provide the full set of assumptions in each theorem and complete proofs in the
appendix.
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Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if they appear
in the supplemental material, the authors are encouraged to provide a short proof sketch to
provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experi-
mental results of the paper to the extent that it affects the main claims and/or conclusions of the
paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide the details of the experiment setup.

Guidelines:
* The answer NA means that the paper does not include experiments.

o If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

o If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the
results, access to a hosted model (e.g., in the case of a large language model), releasing of a
model checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either
be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer:
Justification: We provide sufficient details to reproduce the experiments.

Guidelines:
* The answer NA means that paper does not include experiments requiring code.
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Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/

guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

* The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions (if

applicable).

Providing as much information as possible in supplemental material (appended to the paper) is

recommended, but including URLs to data and code is permitted.

. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]
Justification: We provide the training details in the experiment section.

Guidelines:
* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental material.
. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: There is no randomness in full-batch gradient descent. For SGD, we want to show
the bound for one run.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

It should be clear whether the error bar is the standard deviation or the standard error of the

mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of
errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.
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10.
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resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?

Answer: [Yes]
Justification: We provide the information on the computer resources in the appendix.
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» The answer NA means that the paper does not include experiments.
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provider, including relevant memory and storage.
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runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conducted in the paper conform with the NeurIPS Code of Ethics.

Guidelines:
* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [NA|

Justification: This paper presents work whose goal is to advance the field of Machine Learning.
There are many potential societal consequences of our work, none of which we feel must be
specifically highlighted here.

Guidelines:
* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied to par-
ticular applications, let alone deployments. However, if there is a direct path to any negative
applications, the authors should point it out. For example, it is legitimate to point out that
an improvement in the quality of generative models could be used to generate deepfakes for
disinformation. On the other hand, it is not needed to point out that a generic algorithm for
optimizing neural networks could enable people to train models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.
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» If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for
monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators,
or scraped datasets)?

Answer: [NA|
Justification: The paper poses no such risks.

Guidelines:
* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere
to usage guidelines or restrictions to access the model or implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?

Answer: [Yes]
Justification: We properly credited the datasets and library used in the paper.

Guidelines:

» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.
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» At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [NA|
Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

. Institutional review board (IRB) approvals or equivalent for research with human subjects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?

Answer: [NA|
Justification: the paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly
state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and

locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for

their institution.

For initial submissions, do not include any information that would break anonymity (if applica-

ble), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or non-
standard component of the core methods in this research? Note that if the LLM is used only for
writing, editing, or formatting purposes and does not impact the core methodology, scientific
rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

» The answer NA means that the core method development in this research does not involve LLMs
as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.
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