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Abstract

Image encoders provide a strong backbone for tasks such as retrieval, classification,
and depth estimation, and recent releases tailored to remote sensing, such as DI-
NOv3 with SAT pretraining [Siméoni et al., 2025, promise improved performance
on ecologically important applications. It is uncertain whether such encoders yield
robust features under variable illumination, where shadows and hue shifts can
obscure relevant plant structure. To address this, we developed a drone imagery
dataset with high-resolution RGB captures of the same site at three time points in a
single day, paired with plant canopy height models. Using these data we identified
the subspace of embeddings dominated by lighting variation and progressively
projected embeddings away from lighting subspace components. Across both DI-
NOv2 and DINOv3, canopy height prediction remained stable until more than 80%
of the lighting variance was removed, after which performance degraded sharply,
with a pronounced error spike when the full lighting subspace was eliminated.
These results suggest that while much of the lighting variance is nuisance, the final
fraction contains useful textural and chromatic cues. DINOv3-SAT consistently
outperformed the general-purpose DINOv2, maintaining ~1 cm lower error until
complete removal of the lighting subspace. We release the [BLINDED FOR RE-
VIEW] dataset on Hugging Face under a Creative Commons 4.0 license to facilitate
further exploration of lighting sensitivity in image encoders for remote sensing.

1 Introduction

Foundational image encoders are widely used in computer vision for tasks such as classification,
retrieval, depth estimation, and segmentation. Because they are trained on very large and diverse
image datasets, they can be adapted to many different domains. Well-known examples include CLIP
[Radford et al.,2021]], DINOv2 [Oquab et al.||2023]], and DINOv3 [Siméoni et al., 2025]], all of which
achieve strong results across a range of applications. Importantly, Siméoni Siméoni et al.| [2025]]
introduced versions of DINOv3 specifically designed for aerial imagery, a form of earth observation
data that differs substantially from the internet-based collections typically used for pretraining.

Remotely sensed earth observation data are predominantly of top-down perspective gathered by
satellites, manned aircraft, and unmanned aerial vehicles (UAV’s; drones). The most common form
is optically sensed visible light imagery, though multi- and hyper-spectral sensors capturing non-
visible wavelengths are also abundant and strongly correlate with physical and ecological phenomena
[Rouse et al., 1973} Q1 et al., 1994 [Hall et al., |1995, McFeeters, |1996]. Some ecological targets
for prediction with remotely sensed data include land cover [Justice et al., [1998]], plant species
composition [Feilhauer et al.,[2017]], chlorophyll content [Rouse et al.l [1973]], plant canopy height
[Harris et al.,[2021} [Tolan et al.,[2024], and others.
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In aerial imagery, lighting conditions may vary dramatically which can impact performance on
downstream tasks. In particular, cast shadows from clouds, terrain, vegetation, and built structures
can obscure critical features within imagery and harm biophysical indices, and identification of
shadows is a critical post-processing step in remote sensing [Hagolle et al.} 2010} [Zhu and Woodcock,
[2012} [Coleman et al, 2020 [Alavipanah et al.| 2022]]. Relatedly, there is a rich literature base targeting
removal of shadows, including neural architectures, to address this challenge 2022,
let all, 2022} [Shao et all, 2023]]. In some instances, shadows may enhance, e.g., tree detection, as
trees are likely to cast longer shadows than lower-lying vegetation [Hung et al, 2011]]. However,
because shadows vary greatly with solar angle and atmospheric conditions, systems dependent on
these features are brittle. How sensitive aerial-specific foundation models like DINOv3 are to lighting
variation is largely unknown, despite illumination being one of the main factors that can alter the
quality of remote sensing products.

We contribute the [BLINDED FOR REVIEW] dataset to explore the sensitivity of image encoders
to variable lighting conditions. In [BLINDED FOR REVIEW], high resolution aerial images of the
same natural scenes were captured at three time points in a single day. The scenes were identical
except for dramatic differences in illumination driven by change in solar position. With these data
we studied the lighting sensitivity of DINO encoders [Oquab et al., 2023} [Siméoni et al.,2025] by
incrementally removing the variance attributed to lighting components of the feature space, and
evaluated the effects on downstream error in plant canopy height prediction. We expected models to
have rich representations for lighting and that a plant height decoder would exploit these features,
as taller plants cast longer shadows. Furthermore, we expected performance would degrade as we
removed increasing amounts of variance in the lighting subspace. Our approach provides a controlled
framework to test the robustness of foundation models to nuisance illumination and their capacity to
retain ecologically relevant signal.

2 Methods

2.1 Site Description and Spatial Data Acquisition

The field site was located at [BLINDED FOR REVIEW]. Previously this area served as a working
cattle ranch, but the land is now managed for wildlife conservation. Our survey site (Fig. [T) was
12 hectares in area and ranged in elevation from 972 to 1009 meters. Vegetation types are varied
and include reclaimed agricultural fields, restored native grasslands, and conifer woodlands with
interspersed dirt access roads.

Figure 1: An orthoimage (a) of the 12-hectare survey site at [BLINDED FOR REVIEW] and
accompanied elevation model (b).

We conducted drone surveys on November 9th, 2024, capturing the site with a DJI Mavic 3M with
onboard real-time kinematic global navigation satellite systems. We gathered data at three time
points: 10:00 am, 12:00 pm, and 3:00 pm, each survey lasting 25 minutes. We flew the drone at 50
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meters above ground level, resulting in a ground sampling distance of 1.4 cm/pixel. We generated
2D orthomosaics and 3D point clouds with Drone Deploy (www.dronedeploy . com) using ground
control to improve georeferencing, and this process resulted in three-dimensional spatial error of less
than two centimeters.

To generate canopy height models for our study area, we combined drone-based point cloud data
with a bare-earth digital terrain model from the USGS 3D Elevation Project (3DEP; public domain;
Sugarbaker et al.| [2014]]). For each survey time point we classified drone point cloud data as ground
if the nearest neighbor in the 3DEP model differed by less than 1.4 centimeters along the z-axis
(Z-error of drone survey). Then for each time point we produced canopy height models following
normalization and rasterization methods described in [Roussel et al.} 2020]. We then averaged canopy
height across the three time points to generate a single composite model which we used as the target
for prediction in subsequent analyses.
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Figure 2: A sample of four tiles from the [BLINDED FOR REVIEW] dataset. Rows one through
three contain images from the morning, noon, and afternoon captures, while the fourth row depicts
the corresponding canopy height model targeted for prediction.

2.2 Dataset Preparation

We tiled the orthomosaics from each time point and canopy height model into squares that were
1024 pixels on a side (~14 meters; Fig. 2). We excluded any tile from further analysis if it contained
transient objects, such as cars present in the morning and absent in the afternoon. This produced a
total of 609 scenes, each with three RGB images corresponding to morning, noon, and afternoon
scans and a corresponding canopy height model.

For each scene and time point, we pre-encoded RGB images using two vision transformer models:
DINOv2-Base (ViT-B/14; facebook/dinov2-base;|Oquab et al.[[2023]]; Apache 2.0) and DINOv3-
Large with SAT pretraining (ViT-L/16; facebook/dinov3-vit116-pretrain-sat493m;[Siméoni
[2025]]; [custom license). Images were resized to 224 x 224 pixels and normalized using
ImageNet statistics for DINOv2 [Russakovsky et all, 2013]], and SAT-493M dataset statistics for
DINOV3 [Siméoni et al,[2025]]. Each encoding produced a class token and a set of patch tokens:
class token dimensionality was 768 (DINOv2) and 1024 (DINOv3); patch tokens formed 2D arrays
of shape [256, 768] and [196, 1024], respectively.

We serve the [BLINDED FOR REVIEW] Dataset on Hugging Face with a Creative Commons 4.0
license in three configurations: 1) default — containing RGB images for three time points and
canopy height model, 2) dinov2_base, and 3) dinov3_sat, each containing their respective patch
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and class tokens. The dataset is split by tile index, with an 80/20, train/test regime. For further dataset
details, refer to the [BLINDED FOR REVIEW] Hugging Face repository.

2.3 Lighting Subspace Removal Experiment

To test the sensitivity of encoders to illumination, we identified the variance associated with lighting
and progressively removed it from embeddings. We pooled and mean-centered patch tokens from all
three time points and then applied singular value decomposition to the resulting embedding matrix to
extract orthogonal components ordered by explained variance. The leading components captured the
dominant variation shared across time, which we interpret as being largely driven by lighting and
shadows. We defined this set of components as the lighting subspace.

Each patch token was projected away from the first & components of this subspace, yielding modified
features that progressively excluded lighting-related variance (Fig. [3). These projected embed-
dings were then used to train a decoder to predict canopy height. This procedure allowed us to
measure how prediction error changed as lighting variance was increasingly filtered from the rep-
resentation. Because DINOv2 and DINOv3 differ in patch token dimensionality, we report the
percentage of lighting-related variance removed rather than the raw number of components, for ease
of interpretation.

Figure 3: An example tile at three points with depictions of the DINOv3 feature space remaining
after removal of k components representing 0, 90, and 100% of the variance attributed to lighting.
The first three components after lighting subspace removal are mapped to RGB colorspace.

2.4 Decoder Architecture, Training Procedure, and Evaluation Regime

We developed a lightweight convolutional decoder to map projected token embeddings to canopy
height, following standard encoder—decoder designs [Ronneberger et all, 2015}, [Badrinarayanan et al.
with GroupNorm [Wu and He, [2018]] and GELU activations [Hendrycks and Gimpel, 2016)].
We trained for 50 epochs with AdamW (learning rate le-3) and mean squared error loss.

We conducted five-fold cross-validation where folds were established by random tile indices and
maintained across experiment configurations. We computed the best cross-validated epoch for each
configuration and report performance as the cross-validated mean RMSE of canopy height (cm) and
associated 95% confidence interval. In total there were 110 configurations: 2 Models x 11 lighting
subspace conditions x 5 folds. This consumed an estimated 55 hours of compute across eight nodes,
each with an Nvidia A6000 GPU, 32G RAM, and 8 CPU’s.
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3 Results and Discussion

Across both DINO models, canopy height prediction remained stable even after removing large
fractions of the lighting subspace (Fig. d). Performance declined only beyond 80% variance removal,
with a sharp error spike at 100%, suggesting that critical semantic information was eliminated
alongside lighting effects. The satellite-specialized DINOv3-Large (SAT pretraining; [[Siméoni et al.|
2025]]) consistently outperformed DINOv2 [Oquab et al., 2023|], maintaining ~1 cm lower error until
complete removal of the lighting subspace.
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Figure 4: Performance of DINOv2-base and DINOv3-sat models on canopy height estimation from
drone imagery under progressive removal of lighting subspace components. The x-axis shows the
cumulative percentage of lighting-related variance removed (via SVD projection), and the y-axis
shows canopy height prediction error (RMSE, cm).

We suspect that the final portion of the lighting subspace, while still explaining variance across time,
contained ecologically relevant texture and hue information. Fine-scale shadow patterns cast by
grass stems, broad leaves, or conifer needles likely carry distinct morphological signatures that aid
discrimination among plant functional types. Similarly, because imagery was collected in autumn,
senesced grasses presented muted hues that contrasted with evergreen vegetation; removing the full
complement of lighting-related variance may have suppressed these subtle chromatic cues, thereby
reducing the model’s ability to distinguish evergreen plants from a chlorotic background.

Our analysis is limited to a single grassland—woodland site on a single calendar day, so results may
differ in other contexts such as densely forested regions, open arid environments, or seasons with
more uniform green foliage. Nevertheless, the [BLINDED FOR REVIEW] dataset demonstrates the
value of rapidly repeated drone imagery for probing the behavior of image encoders. Our findings
further indicate that both current and prior generations of encoders are robust to substantial variation
in lighting, and that the DINO family in particular mitigates nuisance illumination effects that
have previously challenged remote sensing analyses. These properties suggest strong potential for
predicting other ecologically relevant traits beyond canopy height.

4 Data and Code Availability

To adhere to practices of double-blind peer review we serve an anonymized version of our dataset on
Hugging Face. Please find code for lighting subspace removal experiments in the following directory
of the repository.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We discuss and demonstrate the sensitivity of image encoders to varying
lighting conditions. Objectives and results in the abstract reflect those in the main body of
the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss the limitations of this work starting here [3]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: We do not present theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe our experimental approach here[2.3] and provide an anonymized
version of our dataset and code to reproduce analyses here 4]

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All data and code to reproduce our analyses are housed in a currently
anonymized repo linked here[d]in the paper.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide training details here [2.4]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Yes, we conducted five-fold cross validation, and report 95% confidence
intervals described here 2.4]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide details of compute resources here [2.4]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We adhered to the code of ethics in our work.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: We do not expect our work to have societal impacts beyond advancing basic
and applied remote sensing research.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our work poses no such risk.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite all external models and data sources, further respecting their licenses
as employed in our work. The external models and data sources are |Oquab et al.| [2023]],

Siméoni et al.|[2025]], and |Sugarbaker et al.|[2014]], with Apache 2.0, custom license, and
public domain licensure, respectively (described in text).

Guidelines:
» The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Yes we describe pre-processing of the data and provide a currently anonymized
repo with dataset card illustration usage, linked in text here 4]

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No research was crowdsourced.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our work does not involve crowdsourcing.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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565 * We recognize that the procedures for this may vary significantly between institutions

566 and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
567 guidelines for their institution.

568 * For initial submissions, do not include any information that would break anonymity (if
569 applicable), such as the institution conducting the review.

570 16. Declaration of LLM usage

571 Question: Does the paper describe the usage of LLMs if it is an important, original, or
572 non-standard component of the core methods in this research? Note that if the LLM is used
573 only for writing, editing, or formatting purposes and does not impact the core methodology,
574 scientific rigorousness, or originality of the research, declaration is not required.

575 Answer: [NA]

576 Justification: Human researchers developed the core methods in this work.

577 Guidelines:

578 * The answer NA means that the core method development in this research does not
579 involve LLMs as any important, original, or non-standard components.

580 ¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
581 for what should or should not be described.
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