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Abstract

Spatio-temporal prediction plays a crucial role in intelligent transportation, weather
forecasting, and urban planning. While integrating multi-modal data has shown
potential for enhancing prediction accuracy, key challenges persist: (i) inadequate
fusion of multi-modal information, (ii) confounding factors that obscure causal
relations, and (iii) high computational complexity of prediction models. To address
these challenges, we propose E2-CSTP, an Effective and Efficient Causal multi-
modal Spatio-Temporal Prediction framework. E2-CSTP leverages cross-modal
attention and gating mechanisms to effectively integrate multi-modal data. Building
on this, we design a dual-branch causal inference approach: the primary branch
focuses on spatio-temporal prediction, while the auxiliary branch mitigates bias
by modeling additional modalities and applying causal interventions to uncover
true causal dependencies. To improve model efficiency, we integrate GCN with
the Mamba architecture for accelerated spatio-temporal encoding. Extensive ex-
periments on 4 real-world datasets show that E2-CSTP significantly outperforms 9
state-of-the-art methods, achieving up to 9.66% improvements in accuracy as well
as 17.37%—-56.11% reductions in computational overhead.

1 Introduction

Spatio-temporal prediction plays a critical role in numerous applications, such as intelligent
transportation systems [2, 155, weather forecasting [34], environmental monitoring [38]], and urban
planning [49]. Accurate predictions in these areas help improve decision-making and optimize
resource allocation. For example, accurate traffic flow forecasting can improve road safety, while
reliable weather predictions facilitate effective disaster preparedness.

Meanwhile, recent advances in information technology have facilitated the proliferation of diverse
data types and sources. Multi-modal data, comprising information from distinct sensing channels
(e.g., satellite images, text, and sensor-based inputs), often exhibits rich cross-modal correlations.
Effective integration of such heterogeneous data can mitigate the constraints of single-modal ap-
proaches while providing more comprehensive spatio-temporal data representations for enhanced
predictive performance [44} 22| [25]). For instance, urban traffic forecasting benefits significantly from
incorporating multi-modal inputs like surveillance image and social media text alongside traditional
traffic flow data, leading to more accurate predictions [33]]. Despite the efforts of previous studies,
we observe that several critical challenges still persist in multi-modal spatio-temporal prediction.

The first fundamental challenge lies in the insufficient integration of spatio-temporal patterns with
heterogeneous multi-modal data. Specifically, prior approaches [42} [12| 8] primarily concentrate
on homogeneous modalities within multi-modal datasets. For instance, MoSSL [8]] models taxi and
bicycle inflow/outflow patterns as distinct modalities for traffic forecasting. However, real-world
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spatio-temporal systems typically involve deeply interconnected multi-modal data characterized by
two key relationships: semantic correlations and complementary information exchange. Fig.[T(a)
exemplifies these relationships in traffic prediction scenarios. As observed, (i) temporal traffic flow
patterns correlate with aerial image through semantic relationships and (ii) social media text (e.g.,
road closure reports) provides complementary information to conventional sensor data. Although the
state-of-the-art LLM-based studies [48, |20l 30] have explored multi-modal approaches, significant
limitations persist. For example, LLM-based text training [48]] is modality-specific and lacks general-
izability, whereas GPT4MTS [20] and TimeMMD [30]] focus solely on temporal patterns without
considering spatial dimensions. Besides, several studies [29} 3] employ one modality to predict
another. In contrast, the focus of our work lies in utilizing supplementary modalities to enhance
spatio-temporal forecasting.

The second challenge is that the causal
relations in spatio-temporal prediction are
typically confounded by latent variables
and environmental biases [70, 52} 145! 13}
63). Fig. b) illustrates how multi-modal
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further demonstrates a spatially confounded scenario. Commercial hubs like Area A typically attract
high traffic volumes, but ongoing construction (a latent confounder) simultaneously reduces road
capacity and diverts flow to adjacent Area B. By applying causal inference, true causal relations can
be accurately distinguished from confounding factors, thereby improving prediction accuracy.

() Modality associations  (c) Confounded spatial causal relationships

Moreover, after reviewing prior spatio-temporal prediction methods, we reveal that Transformer-based
models [21 [35] have become the popular approach, showing promising performance. However, their
quadratic complexity O(7?) with respect to input spatio-temporal sequence length 7" imposes severe
scalability challenges, as evidenced by several hours of training time for city-scale spatio-temporal
prediction in our experiments. While various efficient Transformer variants have been introduced
to reduce computational complexity, they often suffer from architectural limitations or degraded
modeling capacity [15]. Consequently, the model efficiency bottleneck significantly hinders the
practical deployment on large-scale datasets, where both accuracy and computational cost matter.

Contributions. To address the above three challenges, we propose E2-CSTP, an Effective and
Efficient Causal multi-modal Spatio-Temporal Prediction framework.

* Unified Multi-Modal Spatio-Temporal Fusion. We systematically integrate various modalities
(environmental images, event-related text, and spatio-temporal time-series data) through cross-
modal attention and adaptive gating mechanisms. To the best of our knowledge, this is the
first work to jointly model heterogeneous features in a unified prediction framework, enabling
comprehensive representation learning across complementary data sources.

* Dual-Branch based Causal Disentanglement. We introduce a dual-branch causal inference
design for spatio-temporal prediction. Specifically, the main branch focuses on learning spatio-
temporal patterns, while the auxiliary branch models additional modalities and leverages causal
interventions to reduce confounding bias from environmental and event-related factors.

* Efficient and Hybrid Model Design. We incorporate GCN and Mamba for efficient spatio-
temporal encoding. Specifically, GCN captures spatial neighborhood information to reduce the
computational load of global dependencies, while Mamba handles temporal dependencies to
further decrease computational complexity and accelerate spatio-temporal prediction. This hybrid
design achieves faster model inference while maintaining competitive model accuracy.

» Extensive Experiments. Through extensive evaluations on four real-world datasets and nine
baselines, E2-CSTP achieves up to 9.66% improvement in accuracy, 17.37%-56.11% speedup in
model efficiency, and demonstrates consistent robustness across varying parameter settings.



2 Related Work

Single-Modal Spatio-Temporal Prediction. Early approaches [11} 32| 36]] primarily relied on
statistical models, which depended on predefined assumptions and the statistical properties of
the data. With the advancement of deep learning, models based on Recurrent Neural Networks
(RNN) [7, 177} 6], Convolutional Neural Networks (CNN) [41}151,160], and Graph Neural Networks
(GNN) [61} 166, 18| 156]] have shown strong capabilities in modeling temporal, spatial, and structural
dependencies, respectively. More detailed single-modal spatio-temporal prediction studies can refer
to related surveys [39, 23] 147, 15]. Transformer-based models [43] 28|, 21]] leverage self-attention
for global dependency modeling and excel at capturing long-range temporal correlations. However,
their inherent quadratic complexity poses a major limitation for long-term time series forecast-
ing [[14], especially in spatio-temporal contexts where attention must model both spatial and temporal
dependencies, leading to quadratic scaling with the number of nodes and time steps. Although
several Transformer variants [68, |50]] reduce complexity through structural simplifications, these
modifications may hinder the model’s ability to capture complex patterns [15].

Multi-Modal Spatio-Temporal Prediction. In time series analysis, multi-modal methods have
been applied across domains such as healthcare and finance. For instance, combining heterogeneous
data sources (e.g., clinical records, medical images, genomic data) enhances medical predictive
accuracy [58]], while integrating social and economic signals strengthens market forecasting in
finance [46]. Recent work explores LLM-based multi-modal models, GPT4MTS [20] leverages both
numerical and textual inputs via prompt-based learning. MM-TSFlib [30] integrates language and
time series models through end-to-end training. Wang et al. [48]] combine LLMs with generative
models for joint reasoning over news events and time series data, improving complex event prediction.
However, these approaches focus solely on temporal dynamics and neglect spatial dependencies. In
spatio-temporal prediction, Deng et al. [8] adopt self-supervised learning to capture latent patterns in
multi-modal spatio-temporal data. Zhang et al. [62] apply AutoML techniques to model the dynamics
of multi-modal meteorological data, but their method processes different traffic and weather types
separately, with limited cross-modal interaction. Wang [44] utilizes multi-modal data for smart
mobility prediction, yet each task relies on a single modality, falling short of unified multi-modal
modeling. Zhao et al. [64] incorporate POI and weather data as contextual factors to model multi-
modal traffic flow. Yan et al. [53]] and Zhou et al. [67] fuse diverse urban data sources, including
social media and real estate information, to improve traffic speed prediction. Han et al. [16] employ a
pre-trained encoder and multi-modal inputs to model event impacts on traffic. Nonetheless, these
models often struggle to model complex cross-modal dependencies and are mostly limited to textual
inputs, lacking support for other essential data types like images.

Spatial-Temporal Causal Inference. Causal inference aims to uncover cause-effect relations among
variables. Integrating causal inference into spatio-temporal forecasting enhances both interpretability
and predictive accuracy in complex, dynamic environments. In time series causal discovery, Granger
causality uses non-parametric estimation to identify dependencies between variables [1]], but assumes
full observability of relevant variables. When latent confounders or hidden causal factors are present,
causal representation learning becomes necessary. Methods such as iVAE [24]], LEAP [54], and
GCIM [65] explore temporal causal representations by modeling latent distributions and eliminating
spurious correlations. Zhao et al. [63] propose DyGNN Explainer, a dynamic variational graph
autoencoder to uncover causal and dynamic relations. CaST [352] and CauSTG [70] address out-of-
distribution generalization and dynamic spatial causality via implicit modeling and intervention-based
learning. Recent approaches like NuwaDynamics [45] and CaPaint [[13]] apply causal inference to
identify causally relevant regions. However, these works are restricted to single-modal data and do
not capture the causal mechanisms underlying multi-modal spatio-temporal interactions.

3 Preliminary

The commonly used notations and descriptions are summarized in Appendix[A](see Table[2).

Definition 1 (Spatio-Temporal Data). Spatio-temporal data refers to a sequence of sensor observa-
tions collected at discrete time intervals over a spatial graph. Specifically, the spatial graph is denoted
as G = (V,&,A), where V is the set of N = |V| nodes, £ is the edge set, and A € RV*¥ s the
adjacency matrix encoding pairwise spatial relationships. The spatio-temporal data is denoted as
X = [xt7TH . 2t] € RT*N X4 where T is the number of historical time steps, N is the number
of spatial nodes, and d is the feature dimension at each node.



(a) Cross-Modal Feature Fusion (b) Dual-Branch Causal Inference
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Figure 2: The overall framework of E2- CSTP

Definition 2 (Multi-Modal Spatio-Temporal Data). Multi-modal spatio-temporal data extends
spatio-temporal signals by incorporating heterogeneous sources of information across different
modalities, such as spatio-temporal sequence, event-related text, or visual images. Let X =
{X1,Xs,...,X,} represent the n modalities, where each modality consists of spatio-temporal
observations defined as X; = [z~ Tt ... 2] € RTi*Nixdi Here, T; denotes the number of time
steps (i.e., the temporal resolution), N; is the number of spatial units (i.e., the spatial resolution), and
d; represents the feature dimension of the ¢-th modality.

Problem Statement (Multi-Modal Spatio-Temporal Prediction). Given the graph G and the
historical T-step of multi-modal spatio-temporal data X', where X may include spatio-temporal
sequence and auxiliary modalities, we aim to learn a function 6(-) that leverages X to predict the
future S-step spatio-temporal data Yy, = [y, ..., y&t] € RS> Naexd,

4 Methodology

Framework Overview. As illustrated in Fig. 2] the E2-CSTP framework consists of three key
components: (i) cross-modal feature fusion, (ii) dual-branch causal inference, and (iii) spatio-
temporal encoding and decoding (STED). These modules work in concert to integrate multi-modal
signals and apply causal inference techniques to reduce the impact of external confounders, thereby
enhancing both prediction accuracy and model interpretability. Next, we detail each module below.

4.1 Cross-Modal Feature Fusion

We propose a cross-modal attention mechanism combined with a fusion gating module to integrate
spatio-temporal, textual, and visual signals into a unified latent representation. Unlike naive con-
catenation or static fusion approaches, our method dynamically attends to relevant modality-specific
features. The fusion process proceeds through the following steps.

Step 1: Multi-modal feature extraction and alignment. Multi-modal data typically exhibits
substantial differences in temporal resolution and semantic content. To address this issue, we first
perform feature alignment operations across different modalities, as shown in Fig. 2{a).

For text data, which lacks spatial information, alignment is performed solely along the temporal
dimension. Event timestamps 7 are extracted using regular expression parsing, and each text
timestamp is matched to its nearest spatio-temporal point in time. For image data, alignment
incorporates both temporal and spatial dimensions. Each image is associated with a timestamp 7 and
spatial coordinates p, and is aligned to the nearest spatio-temporal point based on combined temporal
and spatial proximity. We define the unified binary alignment matrix as follows:

1, ify —argmmTz) —T( ?) 1, ifj = argmin|/p(® — (k)

M, — | |’M%,j _ min|p™ = py ||2, "
0, otherw1se 0, otherwise

where Mt and M7 ; € {0,1}7*T« denote the temporal and spatial alignment matrices, respectively.

7@ represents the tlmestamp of the ¢-th text or image observation, and T, ( ) denotes the timestamp of



the k-th element in the spatio-temporal sequence. Similarly, p(*) and pSZ“ ) indicate the corresponding

spatial coordinates of the i-th observation and the k-th spatio-temporal point, respectively.

Subsequently, the aligned features are computed by performing matrix multiplication independently
across each feature channel d. The text features are then duplicated /N4, times to match the target
dimensionality, resulting in the following expression, as shown below:

Neext = repeat(M’ ' Xy, Ny),  Xime = M! ' XM, 2)

where X € RTZsX NaXdiew gnd Ximg € RTux Naxdimg

Finally, the spatio-temporal sequence X, is normalized to F to ensure consistent scaling across time
steps. To extract semantic representations from unstructured text, we employ a pre-trained BERT
model[9]] to encode textual inputs into contextualized embeddings aligned with the spatio-temporal

context, represented as Fiexy = BERT(Xex ). Simultaneously, visual features are extracted from

images using a convolutional neural network (CNN), formulated as Fin, = CNN(Ximg), Which
highlights geographic cues relevant to environmental conditions.

Step 2: Multi-modal feature fusion. To facilitate interactions among features from different
modalities within a shared latent space, we project the spatio-temporal features F, text features
Flext, and image features I, into a unified hidden dimension d using three separate fully connected

layers. This yields modality-specific representations Fy, Fiex, and Emg € RTuxNuxd,
Next, we employ two Cross-Modal Attention (CMA) modules to capture interactions between
spatio-temporal, text and image features. Each CMA module computes queries (@), keys (K), and

values (V') from the aligned features and applies a scaled dot-product attention mechanism to model
cross-modal similarity. The attention operation is defined as:

Attng et = CMA(R“ F‘texta -ﬁtext)a Attnst%img = CMA(E[» ﬁ‘imgv ﬁimg)» 3)

where CMA(Q, K, V) = softmax( Q\/Ig )V and dj, represents the dimension of each attention head.

This attention mechanism facilitates information exchange across modalities, thereby enriching the

feature representations. To integrate the outputs, we concatenate the modality-specific features and
apply a fusion gating mechanism to get the gating values, as shown below:

Ffused = [ﬁsh Attnst—nexta Attnst—ﬁmg} O} FusionGate([Fst, Attnst—nexh Attnst—ﬁng (4)
The gating values regulate the contribution of each modality, producing the final fused representation.

4.2 Dual-Branch Causal Inference

Given that multi-modal data introduces complex causal interactions that can impact prediction
accuracy, we propose an innovative dual-branch causal invariance approach to differentiate true
causal relations from confounding factors, which is shown in Fig. 2(b).

Step 1: Causal matrix construction. To uncover latent dependencies among spatial units and en-
hance the interpretability of the model, we estimate the underlying causal structure using DeepSHAP-
based feature importance. The SHAP value, ¢; ;, quantifies the influence of node 4 on node j,
resulting in a matrix ASHAP ¢ RVNXN If a prior graph A (%) is available, we construct a hybrid
adjacency matrix, as shown below:

A = XA 4 (1 — \)ASHAP, 5)
where A € [0, 1] balances reliance on prior knowledge versus data-driven insights.

To enhance model stability and robustness, we adopt an exponential moving average and update the
adjacency matrix every P = 5 epochs. This interval, determined empirically, balances stability and
computational efficiency. Updating too frequently introduces noisy structural fluctuations, while a
moderate update interval allows the model to refine its internal representations and capture meaningful
spatio-temporal dependencies more effectively.

Step 2: Dual-branch causal adjustment. Spatio-temporal prediction is often biased by unobserved
confounders (5) as well as observed external factors, including image features (F, derived from



Attng_img) and text features (C, derived from Attng_x). To mitigate these biases, we introduce a
dual-branch causal adjustment mechanism that explicitly accounts for confounding influences.

The main branch relies solely on the spatio-temporal sequence X. However, this branch may
overlook critical information from external factors. The auxiliary branch integrates multi-modal data
Frused to predict the future sequence. We use a multi-layer perceptron (MLP) layer to combine the
output features from the two branches. The final prediction and corresponding loss functions are:

Y/}inal = MLP(f(XsU A), f(ﬂusedv A)) (6)

Esl: ||}/st_f(Xst7A)H27 Lom = ||}/st_f(Ffused7A)H27 Epred = HY;t_f/ﬁnalH% @)

where f(-) denotes the prediction module STED (to be detailed in Section 4.3), L is the loss of the
main branch, Ly, is the loss of the auxiliary branch, and L4 is the loss of the final prediction.

Overall, we aim to obtain a model by training on the two branches described above, which is handled
by the following loss function.

£all = Epred + ﬁﬁsl + (1 - B)‘Cmmv (8)
where (3 is an adjusting parameter to balance the influence of the two branches.

Note that although the multi-modal fusion Fiyeq enriches the representation, concatenating the visual
feature £ and the textual feature C' can amplify the influence of an unobserved confounder .S, which
simultaneously affects both the spatio-temporal signal X and the target Y. We formalize the data
generation process using the following Structural Causal Model (SCM), as shown below:

{Xst = fX(San C)

) 9
Kl:fY(XstaSaEvc> ( )

where S denotes the confounding feature, approximated by a set of latent variables {s; }.

Under the backdoor criterion [37]], we estimate interventional outcomes, as shown below:

P(Yy|do(Xy =2),E,C) = / P(Yy| Xy =x,8 =s;, E,C)P(S = s;|E,C)dS (10)
s

The intervention on each x is adjusted as follows:
T =x+x0 Wlarh(S) + asp(E) + asq(C)], (11)

where Z is the intervention result on z, W is a set of weights that control the magnitude of influence
of the respective factors, and h(-), p(+), and ¢(-) are functions representing S, E, and C, respectively.

To ensure that the adjustment effectively removes the confounding influence of .S, we aim to make
T statistically independent of S, conditioned on E and C. This can be achieved by minimizing the
gradient of Z with respect to .S. The training objective is to minimize the influence of the latent
variable S on Z, thereby driving g—g — 0. Consequently, the backdoor path X < S — Yy is
blocked, ensuring the validity of the causal inference process. (See Appendix [B]for detailed proof).

4.3 Spatio-Temporal Encoding and Decoding (STED)

To capture both spatial and temporal dependencies, we design a spatio-temporal encoding module
that combines Graph Convolutional Networks (GCN) and the Mamba model. As shown in Fig. [2[c),
the GCN captures spatial neighborhood relations, while Mamba learns temporal evolution features.

The spatial encoding is performed via multi-layer Graph Convolutional operations on node features
X € RBXTXNxd where B is the batch size, T is the historical time step, IV is the number of nodes
and d is the feature dimension. The message-passing process is performed using the edge indices
constructed from the adjacency matrix A € RV > which encodes the spatial relationships between
the nodes. The spatial encoding is computed as:

Xspatial = GCN(X7 A) (12)

For temporal modeling, while several efficient Transformer variants have been proposed to reduce
complexity, they often impose architectural constraints or lose modeling fidelity [15]. In contrast, we
employ Mamba[14], a selective state-space model that maintains linear complexity while effectively



capturing long-range dependencies, akin to attention mechanisms. Specifically, each Mamba block
consists of an input projection, depth-wise convolution, a gated selective state-space kernel, element-
wise modulation, and an output projection (Fig.[2c), right).

Xtemporal = Mamba(X . I/Vin)vvouta (13)
where Wi, and W, are the linear projection layers.

Spatial and temporal features are then fused element-wise operations. To enhance training stability,
residual connections are incorporated during the fusion process. Each fused output is subsequently
passed through a LayerNorm operation to normalize the features, alleviating internal covariate shift
and facilitating the training of deeper models.

Xencoded = LayerNorm(X spatial + X lemporal) (14)

The module consists of three stacked layers of GCN and Mamba substructures, alternating between
capturing spatial and temporal dependencies. The final output X.pcodeq i a set of spatio-temporal
encoded features that match the shape of the input.

Finally, the spatio-temporal encoded features are decoded through an MLP layer to generate the
output predictions. The decoding process is expressed as follows:

Y - MLP(Xencoded) (15)

4.4 Model Training

Training Algorithm. The overall training algorithm of E2-CSTP is described in Appendix
Compared to Transformer-based methods with quadratic complexity, our hybrid GCN-Mamba
architecture significantly reduces computational overhead while maintaining predictive performance.

Complexity Analysis. In standard Transformer architectures, the input tensor X € RBXTxNxd

is typically flattened along the temporal and spatial dimensions, resulting in a sequence of length
S = T-N. The self-attention mechanism incurs a time complexity of O(B-T2-N2-d). This quadratic
dependency on both the number of nodes and time steps significantly increases computational cost,
particularly when dealing with long sequences or large spatial graphs.

In contrast, the proposed STED module decomposes spatio-temporal modeling into spatial GCN and
temporal Mamba components, each operating along a single axis. The time complexity of the GCN is
O(B-T - N?.d). The Mamba block operates per node and time step, with linear-time complexity in
T'. Each operation (projection, convolution, kernel application, modulation) is applied to a sequence
of length T for each of the N nodes and B samples and the complexity is O(B - T - N - d). Therefore,
the overall complexity is O(B - T - N2 - d), enabling faster and more memory-efficient training on
large-scale spatio-temporal data.

In addition, the proposed STED module, whose complexity scales with sequence length 7" and graph
size N, drives the speed-up, while the shared text and image encoders merely handle preprocessing
and therefore do not affect the relative ranking.

S Experiments

We use below four Research Questions (RQs) to guide the experiments.

RQI1. How does E*-CSTP perform compared to existing single-modal and multi-modal spatio-
temporal prediction methods?

RQ2. How do the various modules in E2-CSTP contribute to its performance?

RQ3. How efficient is E*-CSTP in training compared to both baseline models and Transformer-based
prediction module alternatives?

RQ4. How sensitive is E>-CSTP to changes in hyperparameter settings?

5.1 Experimental Settings

Datasets. We collect 4 datasets to evaluate the proposed E-CSTP framework: Terra [4]], BjTT [39],
GreenEarthNet [3]], and BikeNYC [60]. (i) Terra provides spatio-temporal observations along with
multi-modal information such as geo-images and explanatory texts; (ii) BjTT is a multi-modal



Table 1: Overall performance. Best results are bold and the second best are underlined.

Method Terra BjTT GreenEarthNet BikeNYC

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE
D2STGNN 2.52 3.13 29.79%  4.57 7.75 14.47%  0.22 028  79.10% 6.10 10.55  69.06%
ST-SSL 2.55 3.18 30.32%  4.83 8.00 15.78% 0.24 0.31 84.45%  7.68 14.02  78.93%
HimNet 2.54 3.15 26.83%  3.79 6.10 11.02%  0.16 0.21 76.33%  4.62 7.93 64.58%
NuwaDynamics  2.49 3.07 24.85%  3.72 5.98 10.79%  0.18 026  73.26% 3.56 6.27 61.68%
CaPaint 2.49 3.08 2547%  3.74 6.03 10.89% 0.18 025 6837% 3.54 6.10  62.95%
GPT-ST 247 3.06 30.06%  3.69 5.66 10.02%  0.17 023  98.83% 3.37 5.85 63.97%
UniST 247 3.05 25.02% 3.62 5.49 9.62%  0.14 020 72.79%  3.31 558  60.58%
T3 2.53 3.11 26.13%  3.73 6.02 11.01% - - - - - -
FNF 2.51 3.10 2742%  3.64 5.51 9.73% - - - - - -
E2-CSTP 2.43 3.01 23.62%  3.56 532 9.24%  0.13 0.18 57.09% 2.99 553  56.13%

dataset containing traffic data and event descriptions for traffic prediction; (iii) GreenEarthNet is a
multi-modal satellite dataset used to estimate vegetation; (iv) BikeNYC contains only spatio-temporal
sequences, evaluating model performance based on the bike flow attribute in a single-modality setting.
The datasets are chronologically divided into training, validation, and test sets in an 8:1:1 ratio. We
use data from the past 12 time steps to predict the subsequent 12 time steps. More detailed dataset
information is provided in Appendix [D.1]

Baselines. We compare E2-CSTP with 9 state-of-the-art spatio-temporal prediction methods,
categorized into four groups: (i) Single-modal spatio-temporal prediction methods, including
D2STGNN [40]], ST-SSL [19], and HimNet [[10]]; (ii) Causality-based spatio-temporal prediction
methods, including NuwaDynamics [45] and CaPaint [13]]; (iii) Foundation models for spatio-
temporal prediction, including GPT-ST [27] and UniST [57]]; (iv) Multi-modal spatio-temporal
prediction methods, including T3 [16]] and From News to Forecast (FNF) [48]]. For more detailed
information of the baselines and implementation, please refer to Appendix [D.2]and Appendix[D.3]

Evaluation Metrics. We evaluate model performance using Mean Absolute Error (MAE), Root Mean
Square Error (RMSE), and Mean Absolute Percentage Error (MAPE) for accuracy, and total runtime
and per-epoch runtime for efficiency. Detailed calculation methods are provided in Appendix [D.4]

5.2 Overall Performance Comparison (RQI)

Table[T] presents the overall performance comparison of all methods across the four datasets. We yield
the following observations. Notably, T3 and FNF are excluded from comparisons on GreenEarthNet
and BikeNYC due to the absence of textual modalities in these datasets.

First, E2-CSTP consistently outperforms all baselines across metrics and datasets, with MAE improve-
ments ranging from 1.61% to 9.66% over the second-best methods. This highlights the effectiveness
of our E2-CSTP framework in capturing fine-grained dependencies often missed by other methods.

Second, multi-modal and causality-based models generally outperform single-modal baselines, con-
firming the necessity of auxiliary modalities and causal reasoning in spatio-temporal forecasting.
However, causality-based models, despite their theoretical appeal, often lack the contextual under-
standing required for comprehensive predictions. In contrast, E2-CSTP integrates causal reasoning
within a multi-modal framework, further reducing uncertainty through cross-modal interactions.

Third, E2-CSTP consistently outperforms other multi-modal methods on environment- and event-
driven datasets, with up to 3.95% performance gain. This advantage stems from its ability to suppress
confounding factors and leverage rich visual and textual cues, thereby enabling robust predictions in
complex real-world scenarios. In contrast, foundation models such as GPT-ST and UniST, despite
their strong transferability from large-scale pre-training, lack explicit multi-modal fusion and causal
modeling, which limits their fine-grained predictive capabilities.

5.3 Ablation Study (RQ2)

Next, we conduct ablation studies to assess the contribution of six components in our E2-CSTP
framework. (1) w/o Text Feature: It removes text inputs to assess the impact of language-based
auxiliary information. (2) w/o Image Feature: It excludes visual inputs to evaluate the contribution of
image context. (3) w/o DeepSHAP: It uses only the initial adjacency matrix, omitting the DeepSHAP-
based causal region identification. (4) w/o Causal Inference (CI): It disables the causal intervention
to examine the importance of confounder mitigation. (5) w/o GCN: It removes the spatial encoding,



disabling the graph-based spatial dependency modeling. (6) w/o Mamba: It eliminates temporal
encoding based on the Mamba architecture, testing its contribution to temporal dynamics modeling.
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Figure 3: The ablation study.

The results are shown in Fig. 3] The w/o Text Feature and w/o Image Feature variants suffer
performance drops, indicating that both textual and visual inputs provide essential contextual cues
for accurate prediction. The w/o DeepSHAP model fails to effectively focus on influential regions,
weakening spatial reasoning. Removing the Causal Inference module leads to reduced robustness,
especially under confounding conditions. The w/o GCN variant struggles with spatial structure
modeling, while the w/o Mamba variant cannot capture temporal dynamics effectively. These results
confirm that every module is critical for modeling complex multi-model spatio-temporal patterns.

5.4 Model Efficiency Study (RQ3)

We further evaluate the efficiency of E2-CSTP by comparing it with 9 spatio-temporal baseline
models. Fig. ] shows the total training time required to reach convergence under the same batch size.
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Figure 4: Model efficiency comparison on the total training time.

The results indicate that E2-CSTP achieves training time comparable to those of single-modal
methods, even when applied to multi-modal datasets. Moreover, it consistently outperforms UniST
and other multi-modal models, showing a particularly notable advantage over LLM-based approaches
such as FNF. On the single-modal BikeNYC dataset, E2-CSTP achieves faster training compared to
all baseline methods, further showing its superiority.

To assess the effectiveness of our prediction module STED on vt 500
computational cost, we replace it with several popular Transformer- ~ ¢[ % Time/Epoch w00 %
based alternatives, including Informer [68], Autoformer [S0], FED- . w S
former [69]], and iTransformer [31], thus isolating the gain brought Ez" w05
by replacing a quadratic Transformer with our linear GCN-Mamba ﬂ o
block. These variants are denoted as w/ In, w/ Auto, w/ FED, and

Ours w/In  w/ Auto w/FED w/ iTrans

w/ iTrans, respectively. Fig. [5]shows the prediction accuracy and
per-epoch runtime on the Terra dataset. As observed, our method ~Figure 5: Efficiency under pre-
improves prediction accuracy by 1.78%-5.45% while reducing diction variants on Terra.
computational overhead by 17.37%—-56.11% compared to these

alternatives, demonstrating that the proposed module is both effective and efficient in practice.

Due to space limitations, detailed per-epoch runtime comparisons with 9 baseline models and
additional results from alternative Transformer-based prediction modules on other datasets are
provided in Appendix[D.5] showing similar observations.

5.5 Parameter Sensitivity Study (RQ4)

To evaluate the impact of hyperparameters, we vary the graph fusion factor A\ across
{0,0.25,0.5,0.75, 1} and the dual-branch loss balancing factor 5 across {0,0.25,0.5,0.75,1}, se-
lecting the optimal combination for each dataset based on validation performance. Specifically, for
the Terra and GreenEarthNet datasets, A is set to 0.25, with 3 set to 0.75 and 0.5, respectively. For



the BjTT and BikeBYC datasets, A is set to 0.5, while 5 is set to 0.5 and 0.75, respectively. Detailed
parameter analysis can be found in Appendix [D.6]

6 Conclusion

In this paper, we propose E2-CSTP for spatio-temporal prediction that addresses the challenges of
multi-modal fusion, confounding bias, and computational inefficiency. By integrating cross-modal
attention and gating mechanisms, E2-CSTP achieves robust fusion of spatio-temporal, textual, and
visual inputs. To mitigate biases introduced by auxiliary inputs, we introduce dual-branch causal
inference based on causal interventions. Experiments conducted on 4 real datasets demonstrate that
E2-CSTP outperforms 9 SOTA baselines in accuracy and efficiency. A more detailed discussion of
the limitations and potential future directions is provided in Appendix [E]
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Appendix

A Notations and Descriptions

Table 2] presents the frequently used notations and their descriptions.

Table 2: Notations and descriptions

Notation Description
V,N Set of nodes and number of nodes in the spatial graph
E A Set of edges and adjacency matrix of the spatial graph

Spatial graph G = (V, &, A)

Multi-modal spatio-temporal data { X, Xiext, Ximg }
Future and predicted spatio-temporal sequence
Timestamps of spatio-temporal, text, and image data
Spatial coordinates for image and spatio-temporal data
Alignment matrices for text and image modalities
Features from spatio-temporal, text, and image modalities
,C  Latent confounder, image, and text variables

2w = N)NQ

S|

S,

B Causal inference

B.1 The definition of causal inference

Causal inference seeks to quantify how interventions influence outcomes of interest. A Structural
Causal Model (SCM) specifies the underlying data-generating mechanism. The do-operator supplies
the formal notation for interventions. Identifiability criteria, most notably the backdoor and front-
door rules, convert causal queries into estimable statistical functionals. Pearl’s [37]] three rules of
do-calculus unify these components, allowing one to strip away interventions iteratively whenever
the requisite d-separation conditions are met.

B.2 The three rules of do-calculus

Pearl’s do-calculus provides symbolic rules that transform interventional distributions to observational
ones by exploiting graphical separation statements. Let G 4,(,) be the graph obtained from SCM after
performing do(X = x). Gy (-) denotes the graph where incoming edges to Z are cut but Z is not
fixed to a constant.

Rule 1 (Insertion/deletion of observations).
P(y | do(x),z) = P(y | do(z)) ifyll z | zin Ggo(a) (16)
Rule 2 (Action/observation exchange).
P(y | do(x),do(z)) = P(y | do(x),z) ifylL z |z in Gao(a) nun(z) (17)
Rule 3 (Insertion/deletion of actions).

P(y | dO(I),dO(Z)) = P(y ‘ do(x)) lfyl-l- z | T in Gdo(z),do(z) (18)

These rules are complete for transforming interventional distributions into observational ones and
underpin backdoor adjustment.

B.3 Deriving the backdoor adjustment
Consider a treatment—outcome pair (X,Y") and a set of variables Z such that (i) Z blocks every

backdoor path from X to Y in G, and (ii) Z contains no descendant of X. We recover the celebrated
backdoor formula by successive applications of the do-calculus rules.
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Step 1 (Start from Bayes’ rule).
(y | do(x ZP | do(z), z) P(z | do(x)) (19)

Step 2 (Apply Rule 3 to remove the action on Z).
P(y | do(x),z) = P(y | z,2) (20)
Step 3 (Substitute the two observations into Step 1).

P(y | do(x ZPy|xz (2), 21

which is the backdoor adjustment formula. When Z is continuous, the summation in Eq. [21]is
replaced by an integral.

B.4 Validity of the adjustment mechanism

Eq.[21] states that, whenever a valid back-door set Z exists, causal effects can be estimated by (i)
stratifying on Z, (ii) computing the conditional association between X and Y within each stratum,
and (iii) averaging the results over the marginal distribution of Z. This principle underlies the
dual-branch causal adjustment in Section [4.2] of the main paper, where the latent confounder S plays
the role of Z.

Proof. We formally justify that the adjusted representation & in Section 4.2] satisfies two essential
conditions:
&~ P(Xg|do(Xy),E,C) and UL S|E,C, (22)

ensuring structural disentanglement between environmental encoding £ and event encoding C'
without mutual interference.

(1) Cross-modality independence.

We assert that the learned representations of environmental £ and event C variables are distribution-
ally independent:

p(E) 1L ¢(C), (23)
and their respective gradients with respect to each other vanish:
dp dq
= =0, —==0 24
oC " OF ’ @4

indicating disentangled representations without cross-modal entanglement.
(2) Conditional independence of & and S.

To eliminate the influence of confounding variable .S on the adjusted representation Z, we define an
optimization objective to minimize the conditional variance of & given F and C, with respect to S:

min E[(z - B[z | B,C)) | 5] (25)

Q1,002,003
The adjusted representation & is formulated as:
T=x+2z0 (a1h(S) + azp(E) + asq(C)), (26)

where ® denotes element-wise multiplication, and a1, ae, g are gating coefficients modulating the
influence of confounder, environment, and event, respectively.

During adversarial training, the confounder-invariant component is encouraged via gradient cancella-
tion:

oh Oz
This leads to a representation of the form:
QAT%fx(So,E7C)+«I®W[O&2P(E)+Oé3q(0)], (28)
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where S, represents a fixed baseline value of the confounder. Consequently, & becomes insensitive to
S variations and approximates sampling from an interventional distribution conditioned on £ and C
under a fixed S, approximating P(Xy | do(Xy), E, C).

In conclusion, Z fulfills conditions necessary for reliable causal inference in multi-modal fusion
models. It maintains independence from confounding factors and preserves the disentanglement
between environmental and event encodings. Thus, & provides a valid approximation of P(Xy |
do(Xy), E, C), crucial for interpretable and robust causal analysis in complex data environments.

C Training

The detailed algorithmic procedure for our framework can be found in Algorithm 1]

In the preprocessing stage (line 1), we align text and image data with the spatio-temporal sequence
to obtain X and Xin,, followed by feature extraction via BERT and CNN (line 2-3). We then
compute cross-modal attention between Fy and the auxiliary modalities (lines 4-7), and apply a
gating-based fusion mechanism to obtain Fpyseq (line 8-9). An adjacency matrix A is constructed by
combining prior knowledge and SHAP-based feature importance (line 10-11).

The prediction function STED (lines 12—17) models spatial dependencies via GCN and temporal
dynamics via Mamba, and outputs the predictions via MLP. During training (lines 18-25), we generate
predictions from both X, and backdoor-adjusted fused features. Corresponding losses Lpreq, Lgr, and
Lmm are computed, and the model parameters are updated by minimizing the overall loss L.

Algorithm 1: Training procedure of E2-CSTP

Input: Spatio-temporal data X, text data X, image data X,
Qutput: Predicted spatio-temporal sequence Y N

> Preprocessing: Align modalities to obtain Xex, Ximg aligned with X;
> Feature Extraction and Normalization:

Fiext = BERT(Xiex(); Fimg = CNN(Xijn,); Fy¢ < Normalize(Xy);
> Feature Projection:

Fy, Fiext, Emg — PI‘OjGCt(Fsh Eexta -Fimg);

> Cross-modal Attention:

Attngiext Attnstﬁimg — CMA(Fsu Fext, F‘img);

> Fusion:

Flused < FUSC(FS[, Attnstﬁtext, Attnstﬁtext);

> Graph Construction:

A — AA©® 4 (1 — )\)ASHAP,

Function STED(X, A) :

Xspalial — GCN(X, A)’

Xiemporal <— Mamba(X);

Xencoded < LayerNorm(Xspatial + Xlemporal);

Y MI—‘P(Xencoded);

return Y,

> Dual-branch Training:
for each training batch do

Yy < STED(Xy, A);

Yo < STED (BackdoorAdjustment( Fyyseq), A);

Yﬁnal — MLP(Y/;M Yfmm);

Lyred, Lst, Lnm < ComputeLosses (Y, Yﬁnal, Yst, Ymm);
Lan £pred + Bﬁsl + (1 - B)ﬂmm;

Update model parameters by minimizing L,y;
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D Additional Experiment Details

D.1 Dataset Details

Table 3] summarizes the main characteristics of the datasets used in our study, including their spatial
and temporal coverage, and available modalities.

Table 3: Dataset information

Dataset #nodes Spatial Coverage Time Interval Time Range Modality
Time Series Image Text
Terra 100 United Kingdom 3 hours 01/1979 - 01/2024
BjTT 1260 Beijing 4 minutes 01/2022 - 03/2022 X
GreenEarthNet 1024 Global 1 day 01/2017 - 12/2020 X
BikeNYC 128 New York 1 hour 04/2014 - 09/2014 X X

The detailed information of the dataset is as follows:

* Terra[4]: Terra is a large-scale, high-resolution, multi-modal dataset that provides hourly spatio-
temporal data from 6,480,000 global grid points spanning 45 years, along with supplementary
geo-images and text descriptions. In our analysis, we utilize wind speed as the spatio-temporal
sequence modality, LLM-generated text descriptions as the text modality, and topographic maps
as the image modality. We extract data from the Terra dataset covering the period from January
1979 to January 2024 at 1° spatial resolution, focusing on the United Kingdom with a selection of
100 grid points.

* BjTT[59]: BJTT is a public multi-modal dataset for urban traffic prediction, containing 32,400
time-series records of traffic velocity and congestion from 1,260 roads in Beijing’s Fifth Ring
Road area over three months. The dataset also includes textual descriptions of traffic events
such as accidents and roadwork. For our research, we use road velocity as the spatio-temporal
modality, event descriptions as the text modality, and extract traffic data at 4-minute intervals
from January to March 2022.

* GreenEarthNet[3]]: GreenEarthNet is a comprehensive, large-scale, multi-modal dataset de-
veloped for vegetation estimation using satellite time series data. It comprises spatio-temporal
minicubes, each containing a series of 30 satellite images taken at five-day intervals, along with
150 daily meteorological observations and an elevation map. In our work, we adopt the Normal-
ized Difference Vegetation Index (NDVI) as the modality for spatio-temporal sequences, and
use satellite images to represent the image modality. Specifically, we crop each spatio-temporal
minicube to a resolution of 32 x 32 pixels, corresponding to a 0.64 x 0.64 km area, to reduce
computational overhead while preserving essential spatial patterns.

* BikeNYC[26]: BikeNYC is a large-scale urban mobility dataset that provides spatio-temporal
trajectory data collected from the New York City bike-sharing system in 2014. The dataset
includes detailed trip records, comprising trip duration, start and end station identifiers, and
corresponding start and end timestamps. For our study, we use bike inflow as the spatio-temporal
sequence modality to compare model performance in a single-modal setting.

D.2 Baselines Description

(i) Single-modal spatio-temporal prediction methods.

* D2STGNN [40] introduces a novel framework that decouples diffusion and inherent signals in
traffic data to improve spatio-temporal prediction.

» ST-SSL [33] introduces a spatio-temporal self-supervised learning framework for traffic flow
prediction, leveraging adaptive graph-based data augmentation and self-supervised tasks to
effectively capture spatial and temporal heterogeneity.

* HimNet [[10] proposes a meta-learning approach that captures spatio-temporal heterogeneity via
learned embeddings to generate adaptive forecasting parameters.

(ii) Causality-based spatio-temporal prediction methods.
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* NuwaDynamics [45] introduces a two-stage causal learning framework that identifies and exploits
causal regions in spatio-temporal data to enhance generalization and robustness.

* CaPaint [13]] proposes a causal framework that leverages diffusion-based inpainting to address
non-causal regions and improve generalization in spatio-temporal forecasting.

(iii) Foundation models for spatio-temporal prediction methods.

o GPT-ST [27] introduces a spatio-temporal masked autoencoder with adaptive masking and
hierarchical pattern encoding to pre-train customized representations for improved downstream
prediction.

* UniST [57] introduces a universal spatio-temporal prediction framework that utilizes pre-training
and knowledge-guided prompts to generalize across diverse urban tasks with minimal labeled
data.

(iv) Multi-modal spatio-temporal prediction methods.

» T3 [16] proposes a multi-modal traffic forecasting model that fuses pre-trained textual and traffic
embeddings to capture event impacts and address data sparsity.

* From News to Forecast (FNF) [48] leverages LLM-based agents to integrate and reason over
news and time series data, boosting forecasting accuracy through adaptive event incorporation.

D.3 Implementations

The parameters of all baseline models follow their paper’s settings. All experiments are conducted
on a Rocky Linux 8.8 server equipped with NVIDIA A40 GPUs. We implement E2-CSTP using
Python 3.8.20 and PyTorch 2.0.1. Model training is performed using the Adam optimizer with an
initial learning rate of 0.001, which decays by a factor of 0.5 every 5 epochs. We adopt early stopping
based on the validation loss with a patience of 10 epochs to prevent overfitting and ensure stable
convergence.

D.4 Metrics

In this appendix, we provide the detailed calculations and interpretations of the evaluation metrics
used in this work, including Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and
Mean Absolute Percentage Error (MAPE). These metrics are widely adopted in spatio-temporal
forecasting tasks for assessing the accuracy of predicted numerical values over time.

MAE measures the average magnitude of the errors between predicted and actual values, without
considering their direction. RMSE calculates the square root of the average of squared differences
between predictions and actual observations. MAPE expresses the prediction error as a percentage,
providing a scale-independent measure of accuracy.

N
1 i
MAE = > lvi — il (29)
i=1
1 N
RMSE = | - > (v — 8:)° (30)
i=1
100% <o~ | yi — 9
MAPE = , 31
N (31)

i=1
where y; is the ground truth, g; is the predicted value, and N is the total number of prediction
instances.

D.S Model Efficiency Study

Besides the total training time, we also evaluate the per-epoch runtime on 4 datasets under the
same batch size (64 for Terra and BikeNYC, 4 for BjTT and GreenEarthNet). Figure [6] further
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shows that, on multi-modal datasets, the per-epoch runtime of E2-CSTP is slower than the strongest
baseline, which is an outcome that is unsurprising given the extra cross-modal attention layers. By
contrast, when trained on single-modal data BikeNYC, the model records a notable 20 % speed-up per
epoch compared with the second-best method, confirming that the proposed architectural refinements
translate into tangible computational gains in purely single-modal settings.

I D2sTGNN [l SsT-SSL [l HimNet [ NuwaDynamics [] CaPaint [___]GPT-ST [ |UniST [__]T3 [I0J FNF [l E>-CSTP
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Figure 6: Model efficiency comparison on the per-epoch runtime.

To further evaluate the performance of our prediction module STED, we conduct additional experi-
ments by replacing it with several Transformer-based alternatives—Informer, Autoformer, FEDformer,
and iTransformer—on the BjTT, GreenEarthNet, and BikeBYC datasets, in addition to the results
presented for Terra in the main text. Each variant is denoted as w/ In, w/ Auto, w/ FED, and w/ iTrans,
respectively.

We evaluate both the prediction accuracy (measured by MAE) and computational cost (measured
by per-epoch runtime) under the same batch size and training settings for fair comparison. As
illustrated in Fig.[7] our proposed prediction module STED consistently achieves better accuracy, with
improvements ranging from 15.64% to 44.20%, while also reducing per-epoch runtime by 14.20% to
89.25% across the additional datasets.

These results are consistent with our findings on the Terra dataset and further demonstrate that our
prediction module STED offers a favorable trade-off between accuracy and efficiency across diverse
spatio-temporal scenarios.
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Figure 7: E2-CSTP with Transformer-based variants across datasets.

D.6 Parameter Sensitivity Study

We evaluate the effects of hyperparameters of the graph fusion factor A among {0, 0.25,0.5,0.75, 1}
and dual-branch loss balancing 3 among {0,0.25,0.5,0.75, 1}, shown in Fig.[8|and Fig. @
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Figure 8: Parameter sensitivity study on A.

The hyperparameter A controls the degree of integration between the spatial adjacency matrix and the
causal matrix. A moderate value of A (e.g., 0.25 or 0.5) generally yields better performance, as it
balances the influence of raw spatial structure and the refined causal graph.
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Specifically, for Terra and GreenEarthNet (remote sensing tasks), a lower A (0.25) works better,
which places greater emphasis on the causal graph while reducing the weight of the raw spatial
structure. These datasets contain stable spatial correlations (e.g., land use or vegetation types),
making the data-driven refinement more valuable than default proximity-based connections. This
suggests that in these datasets, dominated by stable and consistent spatial patterns, relying more
on causal refinement improves robustness and avoids redundancy. In contrast, BjTT and BikeNYC
(urban mobility tasks) benefit from a more balanced integration (0.5), where the influence of the
raw spatial and causal graphs is equally weighted. These datasets involve highly dynamic and noisy
spatio-temporal flows, requiring a blend of prior structure and adaptive refinement. This indicates
that both types of structural information are important for these datasets, likely due to the presence of
more dynamic, heterogeneous, or noisy spatial-temporal patterns in urban environments.
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Figure 9: Parameter sensitivity study on f.

[ controls the trade-off between the main and the auxiliary branches, where a larger 8 places more
emphasis on the spatio-temporal features, and a smaller 3 increases the relative weight of the auxiliary
branch, which incorporates multi-modal data and causal intervention.

For Terra, the optimal 3 is 0.75, highlighting the importance of spatio-temporal modeling in this
dataset. GreenEarthNet and BjTT achieve optimal performance with a 3 of 0.5, suggesting a balanced
contribution of both branches. In contrast, BikeBYC benefits from a 5 of 0.75. Although this
dataset does not include multi-modal inputs, the auxiliary branch still encodes causally refined
spatio-temporal features, which contribute to improved prediction performance. Similar reasoning
applies to 3, where datasets with stronger exogenous influence (e.g., weather, events) benefit from
greater auxiliary-branch emphasis, while those with purer internal spatio-temporal structure favor the
primary prediction path.

E Limitations and Future Work

E2-CSTP has the potential to benefit critical real-world applications such as intelligent transportation,
environmental monitoring, and urban infrastructure management by enabling more accurate and
efficient spatio-temporal predictions. While our framework handles spatio-temporal sequence, text
and image modalities, other data types such as audio, LiDAR, or social signals (e.g., user interactions)
are not considered. Future work could explore a more generalized framework capable of handling a
wider range of modalities.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction cover the contributions and scope of the paper
regarding building an effective and efficient causal multi-modal spatio-temporal prediction
framework.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In the Appendix [E| we systematically discuss the limitations of our research
and outline directions for future work.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We provide a proof in the Appendix

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the implementation details for experiment settings in Section [5|and
Appendix We also provide the source code and datasets at https://github.com/
ZJU-DAILY/E2-CSTP,

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the source code and datasets at https://github.com/
ZJU-DAILY/E2-CSTP.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the details for experimental settings in Section [5]and Appendix
Full details are shown in the provided code.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The experimental results reported in the paper are the average values of five
independent experimental runs, but error bars are not included.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In this paper, we provide detailed information about the experimental resources,
including GPU configurations used in Appendix

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the contribution and the societal impacts of the work.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original paper that produced the code package or dataset. We
have explicitly mentioned the licenses and terms of use for each asset and have ensured full
compliance with these terms throughout our research.

Guidelines:
* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

26


paperswithcode.com/datasets

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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