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ABSTRACT

Continual learning (CL) is a paradigm that adapts to and retains knowledge from
a stream of tasks. Despite the growing number of experimental methods in CL,
there is a lack of rigorous theoretical analysis, particularly in memory-based
continual learning (MCL), which remains an open research area. In this paper, we
theoretically analyze the impact of memory in CL and derive explicit expressions
for expected forgetting and generalization errors under overparameterized linear
models. We propose a detailed matrix decomposition of the data to distinguish
between current and previous datasets, effectively decoupling the coupled data for
different tasks. Additionally, we conduct a comprehensive mathematical analysis
for scenarios with a small number of tasks and employ numerical analysis for
larger task scenarios to evaluate the overall properties of expected forgetting and
generalization errors. Compared with CL, our theoretical analysis suggests that (1)
a larger memory buffer must be paired with a larger model to effectively reduce
forgetting; (2) training with a larger memory buffer generalizes better when tasks
are similar but may perform worse when tasks are dissimilar, while training with a
large model can help mitigate this negative effect. Ultimately, our findings here
sheds new light on how memory can assist CL in mitigating catastrophic forgetting
and improving generalization.

1 INTRODUCTION

Continual learning (CL) aims to dynamically learn from a sequence of tasks without forgetting
previously acquired knowledge. Traditional neural networks are typically trained on fixed datasets
and evaluated in static environments. However, in real-world scenarios, data is often presented in
a non-stationary manner, requiring models to update their knowledge continuously. This dynamic
learning faces a major challenge known as catastrophic forgetting (McCloskey & Cohen, 1989),
where acquiring new information results in the forgetting of previously learned knowledge.

Even though various empirical continual learning (CL) methods (Riemer et al., 2018; Buzzega
et al., 2020; Bohao et al., 2024) have been proposed recently, rigorous theoretical analysis remains
limited, particularly for memory buffer-based continual learning (MCL). As MCL is one of the
most straightforward and widely used approaches to mitigate catastrophic forgetting, a thorough
theoretical investigation into its mechanisms and limitations is essential. Recent works have attempted
to develop a theoretical understanding of memory in CL (Knoblauch et al., 2020; Chen et al., 2022;
Han et al., 2023). However, none of these studies provide explicit forms to characterize forgetting and
generalization for MCL. In this paper, we consider both limited and unlimited-size memory buffers
to provide a more comprehensive analysis of memory buffers. We derive explicit expressions under
overparameterized linear models to offer a clearer understanding of how memory can assist CL in
mitigating catastrophic forgetting and improving generalization.

To conduct these theoretical studies, there are two main challenges: (i) The training dataset contains
both the data from previous and current tasks, resulting in the coupling of the data matrix and label
vector. This coupling means that it is not possible to represent the labels for each task using a single
ground truth matrix. (ii) In the expressions for forgetting and generalization error, the increasing
and decreasing terms are coupled, making it difficult to analyze their monotonicity directly. To
address these challenges, we first perform a detailed matrix decomposition of the data matrix and
the label vector, using the ground truth matrix from each previous task in combination to represent
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Table 1: Comparison of reservoir sampling-based memory buffer (RMB) and full rehearsal memory buffer
(FMB) with no memory buffer (NMB). Here, T represents the number of training tasks, s denotes the number of
samples per task, d represents the number of training model parameters, and Mmax is the maximum size of the
memory buffer. To simplify notation, we define r := 1− s

d
, ci,j := rT−i + rT−j − rj−i, u := 1− Mmax+s

d
,

ui,j := uT−i + uT−j − uj−i, and f(l) := 1− ls
d

.

TYPE OF MEMORY BUFFER FORGETTING & GENERALIZATION ERROR MEMORY

NMB (LIN ET AL., 2023)
E[FT ] =

1
T−1

∑T−1
i=1

[
(rT − ri)∥w∗

i ∥2 + s
d

∑T
j>i ci,j∥w

∗
j −w∗

i ∥2
]

#

E[Gt] =
1
T

∑T
i=1 r

T ∥w∗
i ∥2 + s

Td

∑T
i=1

∑T
k=1 r

T−i∥w∗
k −w∗

i ∥2 #

RMB (OURS)

E[FT ] =
1

T−1

∑T−1
i=1

{[
(uT−1 − ui−1)r∥w∗

i ∥2 + s
d
∥w∗

T −w∗
i ∥2

]
+
∑T−1

j>i

[(∑T
k=j+1+

∑T
k=i+1

)
uT−k Mmax

(k−1)d
−
∑j

k=i+1 u
j−k Mmax

(k−1)d
+

ui,js

d

]
∥w∗

j −w∗
i ∥2

}
!

E[GT ] =
1
T

∑T
i=1

[
uT−1r∥w∗

i ∥2 + s
d
∥w∗

T −w∗
i ∥

]
+ 1

T

∑T
i=1

∑T−1
j=1

[∑T
k=j+1

uT−kMmax
(k−1)d

+ uT−js
d

]
∥w∗

j −w∗
i ∥2 !

FMB (OURS)

E[FT ] =
1

T−1

{∑T−1
i=1

[∏T
l=1 f(l)−

∏i
l=1 f(l)

]
∥w∗

i ∥2

+ s
d

∑T
j>i

[(∑T
k=j +

∑T
k=i

)∏T
l=k+1 f(l)−

∑j
k=i

∏j
l=k+1 f(l)

]
∥w∗

j −w∗
i ∥2

}
!

E[Gt] =
1
T

∑T
i=1

∏T
l=1 f(l)∥w

∗
i ∥2 + s

Td

∑T
i=1

∑T
j=1

∑T
k=j

∏T
l=k+1 f(l)∥w

∗
j −w∗

i ∥2 !

the corresponding label vector. Then, we conduct a comprehensive mathematical analysis for the
expression of forgetting and generalization error with a small number of tasks and employ numerical
analysis for larger task scenarios.

Here are our insights based on the theoretical results for both reservoir sampling-based memory buffer
and full rehearsal memory buffer. For the reservoir sampling-based memory buffer 1) When T = 2,
increasing the memory buffer size consistently reduces forgetting. However, for T > 2, forgetting
may worsen unless the condition Mmax+s

d < 1
T−1 is satisfied, which ensures the effectiveness of

a larger memory buffer; 2) When T = 2, a larger memory buffer improves generalization when
tasks are highly similar, but it degrades generalization when tasks are highly dissimilar. For T > 2,
even with highly dissimilar tasks, increasing the memory buffer can still reduce forgetting in certain
specific cases. For the full rehearsal memory buffer: 1) when T = 2, incorporating a memory buffer
effectively mitigates forgetting compared to methods without memory. When T > 2, the condition
s
d < 1

T 2 is necessary to ensure good performance. If new tasks are similar to all previous ones,
storing more samples leads to less forgetting. 2) In terms of generalization, if all tasks are similar to
each other, full rehearsal results in better generalization than training without memory. Conversely, if
tasks are highly dissimilar, full rehearsal leads to worse generalization compared to methods without
memory.

Our main contributions are summarized as follows.

• We consider the reservoir sampling-based memory buffer as our limited memory buffer and
the full rehearsal memory buffer as the unlimited memory buffer. For both buffer types,
we derive explicit expressions for the expected forgetting and generalization errors under
overparameterized linear models.

• We investigate the impact of memory buffer size and the number of parameters on both
forgetting and generalization when training with a reservoir sampling-based memory buffer,
revealing the following important insights: (1) A larger memory buffer must be paired with
a larger model to reduce forgetting effectively. (2) A sufficiently large model can result in
zero forgetting. (3) A larger memory buffer may improve generalization when tasks are
highly similar but can degrade generalization when tasks are highly dissimilar.

• We analyze the effects of memory buffer size and model parameters on both forgetting
and generalization when training with a full rehearsal memory buffer, revealing: (1) More
parameters help mitigate forgetting when tasks are highly similar. (2) A sufficiently large
model can lead to zero forgetting. (3) Storing more samples improves generalization when
tasks are highly similar but may worsens it when tasks are highly dissimilar.
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2 RELATED WORK

Memory buffer-based CL. Memory buffer-based methods are mainly divided into experience replay
and generative replay. Experience replay stores a subset of data from previous tasks in a replay
buffer, following specific sample selection principles, and uses it for training in the current task. One
common buffer strategy is reservoir sampling (Riemer et al., 2018; Buzzega et al., 2020), where every
previously seen example has an equal probability of being stored in the buffer at each training round.
More advanced strategies include gradient-based (Saha et al., 2021; Aljundi et al., 2019; Borsos
et al., 2020) and optimization-constrained approaches (Chaudhry et al., 2019; Yin et al., 2020; Yoon
et al., 2021). Generative replay typically requires an additional generative model to produce synthetic
samples for previous tasks. Earlier methods generally use GAN or VAE as the generator (Shin
et al., 2017; Chenshen et al., 2018; Zhai et al., 2019). Recently, leveraging the powerful generative
capabilities of diffusion models, some methods have begun to explore using diffusion models as the
generator (Gao & Liu, 2023; Kim et al., 2024). In addition, there are some methods combine memory
with other techniques like knowledge distillation. For example, iCaRL (Rebuffi et al., 2017) uses a
buffer to train a nearest-mean-of-exemplars classifier while preventing representation degradation in
later tasks through a self-distillation loss.

Theoretical analysis of CL. There have been only a few attempts to develop a theoretical understand-
ing of memory in CL. For instance, (Knoblauch et al., 2020) uses set theory to show that achieving
perfect memory for optimal CL is NP-hard. (Chen et al., 2022) applies the PAC framework to analyze
the lower bound of memory requirements in CL. (Han et al., 2023) provides a convergence analysis
of memory-based CL with stochastic gradient descent, framing it as a smooth nonconvex finite-sum
optimization problem. Several theoretical studies focus on linear regression tasks. (Evron et al.,
2022) proves an upper bound for catastrophic forgetting under specific task orderings. (Lin et al.,
2023) presents explicit expressions for forgetting and generalization error in overparameterized linear
models. (Goldfarb & Hand, 2023) analyze the impact of overparameterization for linear models in a
two-task scenario. (Ding et al., 2024) offers a general theoretical analysis of forgetting in the linear
regression model using stochastic gradient descent. (Zhao et al., 2024) provides a statistical analysis
of regularization-based continual learning across a sequence of linear regression tasks. However,
none of these works provide explicit forms of forgetting and generalization errors for memory-based
continual learning (MCL). In contrast, we offer explicit results for MCL without making assumptions
about the ground truth vectors and provide a comprehensive discussion on how memory buffer size
and the number of parameters affect forgetting and generalization.

The most relevant study to our work is (Lin et al., 2023), which also investigated CL in overpa-
rameterized linear models. However, our work differs significantly from (Lin et al., 2023) in the
following aspects: (1) We focus on analyzing forgetting and generalization errors when training with
memory buffers, whereas (Lin et al., 2023) considered training without memory buffers; (2) Our
analysis explores the interplay between memory buffer size, overparameterization, and the number
of tasks, emphasizing the conditions under which these factors can mitigate forgetting and enhance
generalization. In contrast, (Lin et al., 2023) did not address the impact of the number of tasks;
(3) Our findings provide new insights into how memory can assist CL in alleviating catastrophic
forgetting and improving generalization.

3 PRELIMINARY

3.1 PROBLEM SETUP

We consider the standard CL setup with T training tasks. We define Dt = {Xt,yt} as the training
dataset for task t, where Xt ∈ Rd×st is the feature matrix containing st samples of d-dimensional
feature vectors, and yt ∈ Rst is the corresponding output vector. Additionally, we assume that each
element of the feature matrix Xt follows standard Gaussian distribution N (0, 1) and is independent
of each other. For any task t, we define a linear ground truth vector w∗

t (Belkin et al., 2018; Evron
et al., 2022; Lin et al., 2023), which satisfies yt = XT

t w
∗
t . The set of ground truth vectors for all

T tasks is denoted as WT = {w∗
1 , . . . ,w

∗
T }. This paper focuses on two memory buffer strategies:

the reservoir sampling-based memory buffer and the full rehearsal memory buffer. We assume the
current size of memory buffer Mt for the t-th task is Mt, with a maximum size of Mmax. We define
the feature matrix stored in the memory buffer as XMt ∈ Rd×Mt , and the corresponding label vector
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as yMt
∈ RMt . We use ein ∈ Rn to denote the standard basis vector of length n, where the i-th

element is 1, and all other elements are 0. Similarly, we define Ei
n = diag{ein} ∈ Rn×n, where

diag creates a diagonal matrix with ein as its diagonal. To simplify subsequent discussions, we set
mt = ⌊Mmax/t⌋, where ⌊·⌋ denotes the floor function, and m̄t = Mmax − (t− 1)mt.

For ease of the statements, we assume the number of samples for each task is equal, as shown in
Assumption 1, and without this assumption, our conclusions will not be fundamentally affected.

Assumption 1. st = s for all t ∈ [T ].

3.2 MEMORY BUFFER

3.2.1 RESERVOIR SAMPLING-BASED MEMORY BUFFER

This memory buffer updates using reservoir sampling, ensuring that for task t, the probability of any
example from the previous t−1 tasks being in the buffer is equal. Therefore, we assume the number
of samples stored in the memory buffer for each previous task is nearly equal. This approach
ensures diversity and balance among samples from previous tasks while adhering to the constraints
of a limited-size buffer. We limit the buffer capacity to not exceed s and define it as follows.

When t ≥ 2, the memory buffer stores mt−1 samples for each of the previous t−1 tasks and 1 sample
for each of the m̄t−1 distinct tasks from the previous t − 1 tasks. This ensures that the difference
in the number of samples stored in the buffer for each task does not exceed 1, satisfying the above
assumption. We assume that each element of XMt follows standard Gaussian distribution N (0, 1)
and is independent of each other. We generate the corresponding label yMt

∈ RMmax as follows:

yMt =

t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

El
Mmax

X⊤
Mt

w∗
k +

m̄t−1∑
j=1

E
(t−1)mt−1+j
Mmax

X⊤
Mt

w∗
tj , (1)

where {w∗
t1 , . . . ,w

∗
tm̄t−1

} ⊆ Wt, with each element uniformly drawn from Wt.

3.2.2 FULL REHEARSAL MEMORY BUFFER

A full rehearsal memory buffer stores all samples from previous tasks. Training a model with this
buffer means retraining with all samples, including both old and new tasks, making it the most
straightforward memory-based approach. However, it requires significant computational resources
and memory storage. We define the full rehearsal memory buffer as follows.

When t ≥ 2, the memory buffer stores all samples from the previous t − 1 tasks. We assume that
each element of XMt

follows standard Gaussian distribution N (0, 1) and is independent of each
other. Therefore, Mt = (t− 1)s and we generate the corresponding label yMt

∈ RMt as follows:

yMt
=

t−1∑
k=1

ks∑
l=(k−1)s+1

El
Mt

X⊤
Mt

w∗
k. (2)

3.3 TRAINING SETTING

Training dataset. For any task t ∈ {2, . . . , T}, we consider training with the original dataset Xt

alongside the memory buffer Mt. Thus, we define the expanded training dataset D̂t := {X̂t, ŷt}
for task t by concatenating Mt and Dt, where X̂t ∈ Rd×(s+Mt) is defined as [XMt

,Xt] and
ŷt ∈ Rs+Mt is defined as [y⊤

Mt
,y⊤

t ]
⊤. To simplify our analysis, we consider the expanded training

dataset with i.i.d. Gaussian features, which is stated in the following Assumption 2.

Assumption 2. For any task t ∈ {2, . . . , T}, each element of X̂t follows standard Gaussian
distribution N (0, 1) and is independent of each other.

Training procedure. We train our model parameters sequentially on a series of tasks. To simplify
our analysis, we always set the initial training weight for the first task to zero matrix, although setting
it to any other fixed matrix does not affect our theoretical results. In each training round, we use

4
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the updated weight from the previous task as the initial weight for the next task. For any task t, we
consider the mean squared error (MSE) with respect to D̂t as our training loss:

Ltr
t (w, D̂t) =

1

s
∥X̂⊤

t w − ŷt∥22. (3)

When we focus on the overparameterized regime, there are infinitely many solutions that make
Equation (3) equal to zero. We use stochastic gradient descent (SGD) to minimize Equation (3). The
convergence point of SGD is the unique solution among these infinitely many solutions, which can
be found by solving the following optimization problem:

min
wt

∥wt −wt−1∥2, s.t. X̂⊤
t wt = ŷt. (4)

We can use the method of Lagrange multipliers to directly obtain the solution to the optimization
problem in Equation (4). The resulting solution is given by:

wt = wt−1 + X̂t(X̂
⊤
t X̂t)

−1(ŷt − X̂⊤
t wt−1). (5)

4 THEORETICAL RESULTS ON FORGETTING AND GENERALIZATION

For the overparameterized model, we define Lt(w) as the model error for task t ∈ [T ]:

Lt(w) = ∥w −w∗
t ∥22. (6)

which characterizes the generalization performance of w on task t. As shown in (Chaudhry et al.,
2019; Lin et al., 2023), we can define forgetting and overall generalization error similarly as follows:
(1) Forgetting. This metric quantifies how much the model forgets previous tasks after being trained
on a sequence of tasks. For any t ∈ [2, T ], we define it as follows:

Ft =
1

t− 1

t−1∑
i=1

(Li(wt)− Li(wi)). (7)

(2) Overall generalization error. It assesses the model’s generalization performance from the final
training round by calculating the average model error across all tasks:

Gt =
1

t

t∑
i=1

Li(wT ). (8)

These are two important metrics for evaluating the performance of continual learning (CL) in the
overparameterized regime. To facilitate a comparison with training methods that do not utilize
memory, we refer to Lemma 1, which is derived from (Lin et al., 2023) without considering noise.
For notational simplicity, we adopt the notation r := 1− s

d and ci,j := rT−i + rT−j − rj−i.
Lemma 1 (Lin et al. (2023)). When d > s+ 2, we have

E[FT ] =
1

T − 1

T−1∑
i=1

[
(rT − ri)︸ ︷︷ ︸
Term F 1

1

∥w∗
i ∥2 +

s

d

T∑
j>i

ci,j∥w∗
j −w∗

i ∥2
]
, (9)

E[Gt] =
1

T

T∑
i=1

rT ∥w∗
i ∥2 +

s

Td

T∑
i=1

T∑
k=1

rT−i∥w∗
k −w∗

i ∥2. (10)

Lemma 1 provides the result for the case without a buffer. Next, We consider the impact of memory
on CL. We will present explicit forms of forgetting and overall generalization error for memory-based
CL using reservoir sampling-based buffers and full rehearsal buffers as follows.

4.1 RESERVOIR SAMPLING-BASED MEMORY BUFFER

The reservoir sampling-based memory buffer is a typical limited-sized buffer that ensures every
previously seen example has an equal probability of being stored at each training round. To simplify
our statements, we define u := 1− Mmax+s

d , and ui,j := uT−i+uT−j−uj−i. Next, we will provide
explicit expressions in Theorem 1 for the expected forgetting and generalization errors for CL trained
with this buffer under overparameterized linear models.

5
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Theorem 1. Suppose d > s+Mmax + 2. When T ≥ 2, we have

E[FT ] =
1

T − 1

T−1∑
i=1

{[
(uT−1 − ui−1)r︸ ︷︷ ︸

Term F 1
2

∥w∗
i ∥2 +

s

d
∥w∗

T −w∗
i ∥2

]

+

T−1∑
j>i

[( T∑
k=j+1

+

T∑
k=i+1

)
uT−k Mmax

(k − 1)d
−

j∑
k=i+1

uj−k Mmax

(k − 1)d
+

ui,js

d︸ ︷︷ ︸
Term F 2

2

]
∥w∗

j −w∗
i ∥2

}

(11)

E[GT ] =
1

T

T∑
i=1

[
uT−1r︸ ︷︷ ︸
Term G1

2

∥w∗
i ∥2 +

s

d
∥w∗

T −w∗
i ∥
]

+
1

T

T∑
i=1

T−1∑
j=1

[ T∑
k=j+1

uT−kMmax

(k − 1)d
+

uT−js

d︸ ︷︷ ︸
Term G2

2

]
∥w∗

j −w∗
i ∥2

(12)

Proof Sketch. First, we perform a detailed matrix decomposition of the data X̂t:
t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

El
Mmax+sX̂

⊤
t w∗

k +

m̄t−1∑
j=1

E
(t−1)mt−1+j
Mmax+s X̂⊤

t w∗
tj +

Mmax+s∑
l=Mmax+1

El
Mmax+sX̂

⊤
t w∗

t .

(13)
Second, we perform a detailed decomposition of the projector onto the row space of X̂t. Then, we
provide the corresponding probabilistic properties and algebraic characteristics of the decomposed
projector. A comprehensive discussion is provided in Appendix A.1.

Third, we calculate the model error by combining the decomposed data matrix with the decomposed
projector matrix obtained in the first two steps:

E∥wt −w∗
i ∥2 = uE∥wt−1 −w∗

i ∥2 +
Mmax

(t− 1)d

t−1∑
j=1

∥w∗
j −w∗

i ∥2 +
s

d
∥w∗

t −w∗
i ∥2. (14)

Finally, we recursively apply Equation (14) and substitute the results into Equation (7) and (8) to
obtain explicit expressions for expected forgetting and generalization errors. Then, we finish the
proof and leave the details of this proof in Appendix B.1.

Before diving into the discussion, we first provide the definition of task similarity in Definition 1.
Definition 1. The task similarity between any tasks j and i is defined by ∥w∗

j −w∗
i ∥2

An interesting discovery is that incorporating a memory buffer does not always reduce forgetting or
generalization errors. In some cases, it can even exacerbate forgetting, leading to wasted memory
and unnecessary computation. Therefore, it is crucial to analyze E[FT ] and E[GT ]. Specifically, we
focus on the coefficients in front of each norm to avoid imposing additional constraints on the norm
of the ground truth or task similarity. Some insights are presented as follows.
Remark 1. Term F 1

2 is not always smaller than Term F 1
1 , indicating instability in their size relation-

ship as the parameters vary. However, as shown in Lemma 10, we find that when Mmax+s
d < 1

T−1 ,
this instability is resolved, and the inequality F 1

2 < F 1
1 consistently holds. This suggests that with

a smaller memory buffer or a larger number of parameters, the model forgets less than without
memory when all tasks are highly similar. Both rT−1 − ri−1 and uT−1 − ui−1 initially decreases
and then increases as d grows, with the corresponding critical points obeying r = ( i−1

T−1 )
1

T−i and

u = ( i−1
T−1 )

1
T−i , respectively. Therefore, when we fix s, i, T , the critical point w.r.t d of the former

will be smaller than that of the latter, indicating that a larger d is more beneficial for the case with a
buffer compared to without a buffer, especially when the buffer size is large.
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In Remark 1, we discuss the impact of Term F 1
2 on forgetting. We find that for MCL to effectively

mitigate forgetting, the memory buffer size, model parameters, and the number of tasks must satisfy
the condition Mmax+s

d < 1
T−1 . Before we discuss the impact of Term F 2

2 on forgetting, we consider
some fixed number of tasks for Theorem 1 in the following Lemma 2:
Lemma 2. Suppose d > s+Mmax + 2, we have

E[F2] = (ur − r)∥w∗
1∥2 +

s

d
∥w∗

2 −w∗
1∥2, (15)

E[G2] =
1

2
{ur(∥w∗

1∥2 + ∥w∗
2∥2) + [

Mmax

d
+ (u+ 1)

s

d
]∥w∗

2 −w∗
1∥2}, (16)

E[F3] =
1

2

2∑
i=1

[(u2 − ui−1)r∥w∗
i ∥2 +

s

d
∥w∗

3 −w∗
i ∥2] + (

uMmax

d
+

u2s

d
)∥w∗

2 −w∗
1∥2. (17)

When Mmax = 0, Equation (11) is equivalent to Equation (9). Therefore, analyzing the monotonicity
of Term F 2

2 w.r.t Mmax will provide a clearer comparison between memory-based methods and those
without a memory buffer regarding forgetting.
Remark 2. In Lemma 2, we find that Term F 2

2 = 0 when T = 2, indicating that the effect of memory
on E[F2] only depends on the term ur − r. This term decreases as Mmax increases from 0 to s,
leading to a reduction in E[F2]. Therefore, when training with only two tasks, increasing the memory
buffer size is beneficial for mitigating forgetting.

To analyze the impact of Term F 2
2 on forgetting, we consider more than two tasks. We present the

monotonicity of Term F 2
2 w.r.t Mmax for the case when T = 3 in the following Remark 3:

Remark 3. When T = 3, the derivative of the term uMmax

d + u2s
d on Mmax is given by 1

d [−
Mmax

d −
1− ( 2sd − 1)Mmax+s

d ]. This derivative is negative under the condition Mmax+s
d < 1

2 , indicating that
the term uMmax

d + u2s
d decreases as Mmax increases from 0 to s under this condition. Furthermore,

when Mmax+s
d < 1

2 and T = 3, a larger memory buffer will result in less forgetting compared to
training without memory. However, it is important to note that while a larger memory buffer is
beneficial, it requires a correspondingly larger model due to the constraint Mmax+s

d < 1
2 .

The discussion above demonstrates that enlarging the memory buffer size will always mitigate
forgetting when considering only two tasks. However, for T = 3, under the condition Mmax+s

d < 1
2 ,

enlarging memory buffer size can be beneficial. The analysis provided by (Lin et al., 2023), which
focuses on the effects of various parameters on forgetting and generalization for T = 2, is not
applicable to our study, as extreme cases begin to arise when T > 2.
Remark 4. We find that for T > 3, enlarging the memory size is also not always advantageous for
mitigating forgetting. To explain this phenomenon, we prefer to use numerical methods. As shown
in Figure (1) (a)(b), there are specific combinations of i, j, and T that cause Term F 2

2 w.r.t. Mmax

to increase. This implies that extreme cases may arise: when task j is highly dissimilar to task i,
while other tasks remain similar to each other, enlarging the memory buffer exacerbates forgetting.
Furthermore, we find that E[FT ] → 0 as d → ∞, indicating that a large-scale model will result in
zero forgetting, even though extreme cases may still occur.

Next, we will consider the impact of memory on the expected generalization error. When Mmax = 0,
Equation (12) is equivalent to Equation (10). Therefore, we examine how Equation (12) changes
as Mmax varies from 0 to s, as discussed in Remark 5. This analysis will help us understand how
varying memory buffer sizes influence the generalization error.
Remark 5. When T = 2, the term ur in Equation 16 decreases as Mmax increases, indicating that a
larger memory buffer improves generalization when two tasks are highly similar. As for the remaining
term in Equation 16, taking the derivative of Mmax

d + (u+ 1) sd on Mmax, we have 1
d (1−

s
d ). This

shows that, under overparameterized linear models, Mmax

d + (u+1) sd increases as Mmax increases.
Hence, a larger memory buffer can hurt generalization when the two tasks are highly dissimilar.
Remark 6. When T > 2, this result changes. Specifically, G1

2 decreases as Mmax increases, making
the effect of G2

2 in Equation 12 more critical for analysis. We observe that enlarging the memory
buffer can reduce generalization error in some specific cases, as demonstrated in Figure 1 (c)(d).

7
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(a) Term F 2
2 (b) Term F 2

2 (c) Term G2
2 (d) Term G2

2

Figure 1: Monotonicity w.r.t. Mmax for Term F 2
2 (a)&(b) and Term G2

2 (c)&(d) under special cases,
respectively. Each term is analyzed for both a small-scale model and a large-scale model to illustrate
our findings. For the monotonicity of Term F 2

2 w.r.t. Mmax, we fix
d = 10000, T = 50, s = 70, i = 20, j = 30 for Subfigure (a), and
d = 1000000, T = 500, s = 700, i = 200, j = 300 for Subfigure (b). Under these settings, Term
F 2
2 increases as Mmax increases. For the monotonicity of Term G2

2 w.r.t. Mmax, we fix
d = 500, T = 50, j = 40, s = 70 for Subfigure (c), and d = 100000, t = 500, j = 400, s = 700 for
Subfigure (d). In both cases, Term G2

2 decreases as Mmax increases.

This implies that despite the presence of highly dissimilar tasks, some beneficial cases may arise. For
instance, when task j is highly dissimilar to task i, as shown in Figure 1 (c)(d), but other tasks remain
similar to each other, enlarging the memory buffer can still mitigate forgetting.

4.2 FULL REHEARSAL MEMORY BUFFER

The full rehearsal memory buffer is considered as an unlimited memory buffer, which stores all
previous datasets and retrains the model using both the previous and current task datasets. In this
section, we also provide explicit expressions for the expected forgetting and generalization errors
under overparameterized linear models. To simplify our statements, we define f(l) := 1− ls

d .
Theorem 2. Suppose d > s+Mmax + 2.When T ≥ 2, we have

E[FT ] =
1

T − 1

{ T−1∑
i=1

[ T∏
l=1

f(l)−
i∏

l=1

f(l)︸ ︷︷ ︸
Term F 1

3

]
∥w∗

i ∥2

+
s

d

T∑
j>i

[( T∑
k=j

+

T∑
k=i

) T∏
l=k+1

f(l)−
j∑

k=i

j∏
l=k+1

f(l)︸ ︷︷ ︸
Term F 2

3

]
∥w∗

j −w∗
i ∥2

}
,

(18)

E[Gt] =
1

T

T∑
i=1

T∏
l=1

f(l)︸ ︷︷ ︸
Term G1

3

∥w∗
i ∥2 +

s

Td

T∑
i=1

T∑
j=1

T∑
k=j

T∏
l=k+1

f(l)︸ ︷︷ ︸
Term G2

3

∥w∗
j −w∗

i ∥2.
(19)

Proof Sketch. First, we perform a detailed matrix decomposition of the data X̂t:

t∑
k=1

ks∑
l=(k−1)s+1

El
tsX̂

⊤
t w∗

k. (20)

Second, we combine the matrix decomposition of X̂t from the first step with the properties of the
decomposed projector discussed in Appendix A.1 to derive the model error:

E∥wt −w∗
i ∥2 =

(
1− ts

d

)
E∥wt−1 −w∗

i ∥2 +
s

d

t∑
j=1

∥w∗
j −w∗

i ∥2. (21)

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

Finally, we recursively apply Equation (21) and substitute the results into Equation (7) and (8) to
obtain explicit expressions for expected forgetting and generalization errors. Then, we finish the
proof and leave the details of this proof in Appendix C.1.

Multi-task Training For the t-th training round, the full rehearsal memory buffer retains all samples
from the previous t− 1 tasks. Consequently, at any given training round, training with a full rehearsal
memory buffer effectively operates as a form of multi-task learning (MTL), utilizing samples from
both the previous tasks and the current task simultaneously. Previous theoretical analyses of MTL
often rely on concepts such as VC dimension (Crammer & Mansour, 2012; Ben-David & Borbely,
2008), covering number (Baxter, 2000), and Rademacher complexity (Maurer, 2006; Pontil &
Maurer, 2013) to derive generalization bounds. However, these approaches do not account for the
overparameterized regime and fail to provide explicit forms for generalization error. In Theorem
2, we address these limitations by offering explicit expressions for forgetting and generalization
errors in MCL under the overparameterized linear regime. Additionally, while MTL learns tasks
simultaneously, MCL handles a sequential stream of tasks.

Training with a full rehearsal buffer may indeed exacerbate forgetting in certain cases, similar to
the reservoir sampling-based memory buffer discussed in Subsection 4.1. Moreover, training with
the full rehearsal buffer in these scenarios results in significantly higher computational and storage
costs. Therefore, we will analyze the impact of memory size and model parameters on the forgetting
and generalization errors discussed in Theorem 2. It is important to emphasize that increasing
memory size is effectively equivalent to increasing the number of tasks, T . Next, we will discuss the
coefficients in front of each norm term. Some key insights are presented as follows:

Remark 7. We observe that Term F 1
3 is not always smaller than Term F 1

1 , which is similar to the
phenomenon described in Remark 1. However, when s

d < 1
T 2 , the inequality F 1

3 < F 1
1 consistently

holds, as shown in Appendix C.2. This suggests that having more parameters can help mitigate
forgetting when tasks are highly similar. When d → ∞, Term F 1

3 → 0, indicating that a larger model
will lead to zero forgetting when tasks are highly similar.

In Remark 7, we establish the condition s
d < 1

T 2 to ensure that when tasks are similar, incorporating
memory helps mitigate forgetting compared to the no-memory case. Next, we will examine the
impact of F 2

3 on the expected forgetting.

Remark 8. Based on Equation 18, we have E[F2] = (f(2) − 1)r∥w∗
1∥2 + s

d∥w
∗
2 −w∗

1∥2. From
Equation 9, it follows that E[F2] = (r − 1)r∥w∗

1∥2 + s
d∥w

∗
2 − w∗

1∥2. Given that f(2) < r, we
conclude that the expected forgetting of the memory-based method is less than that of the method
without memory, indicating that memory-based approaches forget less than those without memory.

Remark 8 demonstrates that incorporating a memory buffer can mitigate forgetting more effectively
than methods without a memory buffer when only two tasks are considered, without any additional
conditions. As the number of tasks, T , Equation 19 introduces the ground truth ∥w∗

T ∥. Therefore, if
the {T + 1}-th task is similar to all previous tasks, we can ignore the term ∥w∗

T+1 −w∗
i ∥ for any

i ∈ [T ]. As for j ̸= T and any i ∈ [T − 1], F 2
2 will decrease. Hence, when additional tasks are

considered, and the new task is similar to previous ones, storing more samples will lead to reduced
forgetting. Moreover, when combined with the condition discussed in Remark 7, we conclude that if
the new task is similar to previous tasks and s

d < 1
T 2 , incorporating a memory buffer will mitigate

forgetting more effectively than methods without memory. Furthermore, we observe that E[FT ]
in Equation 18 approaches zero as d → ∞, indicating that training with a large-scale model will
eventually result in zero forgetting.

Next, we will consider the impact of memory on the expected generalization error. Similarly, we
compare the coefficients of each norm in Equation 19 with the method without a memory buffer in
Equation 10. This comparison helps us assess how incorporating a memory buffer influences the
generalization performance relative to methods that do not utilize memory.

Remark 9. It is evident that G1
3 < rT implies that incorporating memory can reduce generalization

error when tasks are similar compared to methods without memory. However, we observe that
G2

3 > 1 > rT−i for any i ∈ [T ] and fixed j, indicating that when tasks are dissimilar, incorporating
a memory buffer results in worse generalization than without memory. Furthermore, the second sum
term of Equation 19 increases as T increases, eventually surpassing the second sum term of Equation

9
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10. This suggests that storing more samples from previous tasks can lead to worse generalization,
particularly when there are highly dissimilar tasks as the number of tasks increases.

Remark 9 shows that the impact of training with a full rehearsal memory buffer on generalization
is highly dependent on task similarity. When all tasks are similar to each other, incorporating full
rehearsal results in better generalization compared to training without memory. Conversely, if there
are highly dissimilar tasks, incorporating full rehearsal will lead to worse generalization than training
without memory. This suggests that task similarity plays a key role in determining the effectiveness
of memory buffers for generalization in continual learning.

5 CONCLUSION

In this paper, we studied MCL in overparameterized linear models. Specifically, we analyzed the
impact of limited-size memory and unlimited-size memory in CL. To achieve this, we selected the
reservoir sampling-based memory buffer and the full rehearsal memory buffer as the primary focus of
our analysis. We provided explicit expressions for the expected forgetting and generalization errors
for both memory strategies. Additionally, we investigated the impact of memory buffer size and the
number of model parameters on both forgetting and generalization errors. To verify our findings, we
conducted a comprehensive mathematical analysis for scenarios with a small number of tasks and
employed numerical analysis for larger task scenarios.

Limitation: Our work focuses on overparameterized linear models, without considering deep neural
networks (DNNs) or nonlinear activation functions. This simplifies the theoretical analysis and allows
us to derive explicit expressions for expected forgetting and generalization errors. However, extending
this analysis to DNNs and incorporating the effects of nonlinear activation functions remains an
important direction for future work.

10
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Indices
ein The standard basis vector of length n, where the i-th element is 1 and all other

elements are 0.
Ei

n diag{ein}
N (0, 1) Standard Gaussian distribution.
E[x] The expected value of x.

Parameters
T Total number of tasks.
st Sample size of the t-th task.
d The dimension of parameters/feature vectors.

Random Variables
Dt The original dataset for the t-th task.
Mt The memory buffer for the t-th task.
D̂t The expanded training dataset for the t-th task by concatenating Mt and Dt.
Xt The feature matrix for the t-th task.
XMt

The feature matrix stored in the memory buffer.
X̂t Concatenation of Xt and XMt

, given by [XMt
,Xt].

yt The corresponding label of Xt.
yMt

The corresponding label of XMt
.

ŷt Concatenation of yt and yMt
, given by [y⊤

Mt
,y⊤

t ]
⊤.

Mmax The maximum size of the memory buffer.
Mt The current size of the memory buffer for the t-th task.

Table 2: Notation table for key indices, parameters, and random variables used in the paper.

A USEFUL LEMMAS

A.1 PROPERTIES OF THE PROJECTOR

For any task t ∈ [T ] and any l ∈ [s + Mt], we define Pt := X̂t(X̂
⊤
t X̂t)

−1X̂⊤
t , P l

t :=

X̂t(X̂
⊤
t X̂t)

−1El
s+Mt

X̂⊤
t and pl

t := X̂t(X̂
⊤
t X̂t)

−1els+Mt
.

The properties of Pt have been thoroughly discussed in linear algebra, but the characteristics of P l
t

have not been fully explored. Interestingly, P l
t can serves as a decomposition of Pt, meaning that

Pt =
∑s+Mt

l=1 P l
t . In this section, we propose some properties of the projector P l

t and its projected
subspace P l

t .
Lemma 3. For any task t ∈ [T ] and any l ∈ [s +Mt], P l

t is a projector to a 1-dim subspace P l
t

which is spanned by pl
t.

Proof. By verifying that (P l
t )

2
= P l

t , we conclude that P l
t is idempotent and thus a projector. Next,

we should confirm the dimension of the projected subspace and identify its basis vectors.

dim(P l
t) = rank(P l

t ) ≤ rank(El
s+Mt

X̂⊤
t ) = 1,

so the dimension of P l
t is 1. We can find the vector in P l

t as follows:

P l
tp

l
t = pl

t.

Since the dimension of P l
t is 1, we can choose any vector in P l

t as its basis vector. Therefore, we
select pl

t as its basis vector

In Lemma 3, we verify that any P l
t is a projector and determine the dimension and basis vectors of

its projected subspace P l
t . Additionally, as shown in the following Lemma 4, we find that applying

P l
t to any vector in Rd results in a scalar multiple of pl

t.
Lemma 4. For any vector v ∈ Rd, we have

P l
tv = cvp

l
t, (22)

where cv is a constant.
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Next, we will present the probabilistic properties of any projector P l
t . In the following Lemma 5,

we demonstrate that the expectation of the inner product between two different projection operators
acting on any two vectors is zero. In Lemma 7, we provide the expectation of the norm of any vector
in Rd when acted upon by any projection operator.

Lemma 5. Suppose d ≥ s+Mt +2. For any given vectors v1,v2 ∈ Rd and m,n ∈ [s+Mt] where
m ̸= n, we have

E⟨Pm
t v1,P

n
t v2⟩ = 0. (23)

Proof. By Remark 4, there are constants c1 and c2 such that

Pm
t v1 = c1p

m
t , P n

t v2 = c2p
n
t . (24)

By substituting Equation (24) back to Equation (23), we have

E⟨Pm
t v1,P

n
t v2⟩ = E⟨c1pm

t , c2p
n
t ⟩ = c1c2(e

m
s+Mt

)⊤E((X̂⊤
t X̂t)

−1)ens+Mt
. (25)

We know that (X̂⊤
t X̂t)

−1 follows the inverse-Wishart distribution. For d ≥ s+Mt + 2,

E((X̂⊤
t X̂t)

−1) =
1

d− s−Mt + 1
I. (26)

Due to the condition m ̸= n, by substituting Equation (26) back to Equation (25), we obtain that

E⟨Pm
t v1,P

n
t v2⟩ = 0.

Lemma 6. For any task t and any l ∈ [s+Mt], P l
t has rotational symmetry.

Proof. For any rotation S ∈ SO(p) where SO(p) ⊆ Rd×d denotes the set of all rotations in
p-dimensional space, we have

Spl
t = SX̂t((SX̂t)

⊤(SX̂t))
−1es+Mt

l . (27)

Because of the rotational symmetry of Gaussian distribution, we know that the rotated random
matrices SX̂t has the same probability distribution with the original random matrices X̂t. Therefore,
by Eq. 27, we can conclude that Spl

t has the same probability distribution as pl
t.

In Lemma 3, we verify that P l
t has rotational symmetry for any task t and any l ∈ [s+Mt]. Therefore,

we can directly apply the Lemma16 from (Ju et al., 2023) to obtain the following Lemma 7.

Lemma 7. Considering any random projector P l
t ∈ Rd×d to a 1-dim subspace where the subspace

has rotational symmetry, then for any given v ∈ Rd we must have

E∥P l
tv∥22 =

1

d
∥v∥22.

A.2 RESERVOIR SAMPLING-BASED MEMORY BUFFER

We will introduce Lemma 8, which plays a crucial role in the subsequent proof of the Theorem 1.

Lemma 8. Suppose d > s+Mmax + 2. For any t ∈ {2, . . . , T} and i ∈ [t]:

E∥wt −w∗
i ∥2 =

(
1− Mmax + s

d

)
E∥wt−1 −w∗

i ∥2 +
Mmax

(t− 1)d

t−1∑
j=1

∥w∗
j −w∗

i ∥2

+
s

d
∥w∗

t −w∗
i ∥2.

(28)
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Proof. We can rewrite Equation (5) as follows:

wt =wt−1 + X̂t(X̂
⊤
t X̂t)

−1

( t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

El
Mmax+sX̂

⊤
t w∗

k +

m̄t−1∑
j=1

E
(t−1)mt−1+j
Mmax+s X̂⊤

t w∗
tj

+

Mmax+s∑
l=Mmax+1

El
Mmax+sX̂

⊤
t w∗

t − X̂⊤
t wt−1

)

=(I − Pt)wt−1 +

t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

P l
tw

∗
k +

m̄t−1∑
j=1

P
(t−1)mt−1+j
t w∗

tj +

Mmax+s∑
l=Mmax+1

P l
tw

∗
t .

(29)
By Equation (29), we have

E∥wt −w∗
i ∥2

=E∥(I − Pt)(wt−1 −w∗
i ) +

t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

P l
tw

∗
k +

m̄t−1∑
j=1

P
(t−1)mt−1+j
t w∗

tj

+

Mmax+s∑
l=Mmax+1

P l
tw

∗
t − Ptw

∗
i ∥2

=E∥(I − Pt)(wt−1 −w∗
i ) +

t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

P l
t (w

∗
k −w∗

i ) +

m̄t−1∑
j=1

P
(t−1)mt−1+j
t (w∗

tj −w∗
i )

+

Mmax+s∑
l=Mmax+1

P l
t (w

∗
t −w∗

i )∥2

=E∥(I − Pt)(wt−1 −w∗
i )∥2︸ ︷︷ ︸

(a)

+ E∥
t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

P l
t (w

∗
k −w∗

i )+

m̄t−1∑
j=1

P
(t−1)mt−1+j
t (w∗

tj −w∗
i )+

Mmax+s∑
l=Mmax+1

P l
t (w

∗
t −w∗

i )∥2︸ ︷︷ ︸
(b)

+ 2

t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

E⟨(I − Pt)(wt−1 −w∗
i ),P

l
t (w

∗
k −w∗

i )⟩︸ ︷︷ ︸
(c)

+ 2

m̄t−1∑
j=1

E⟨(I − Pt)(wt−1 −w∗
i ),P

(t−1)mt−1+j
t (w∗

tj −w∗
i )⟩︸ ︷︷ ︸

(d)

+ 2

Mmax+s∑
l=Mmax+1

E⟨(I − Pt)(wt−1 −w∗
i ),P

l
t (w

∗
t −w∗

i )⟩︸ ︷︷ ︸
(e)

.

(30)

(1) For the term (a), we have

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2025

E∥(I − Pt)(wt−1 −w∗
i )∥2 = E∥(wt−1 −w∗

i )∥2 − E∥Pt(wt−1 −w∗
i )∥2

= E∥(wt−1 −w∗
i )∥2 −

Mmax + s

d
E∥(wt−1 −w∗

i )∥2

= (1− Mmax + s

d
)E∥(wt−1 −w∗

i )∥2,

(31)

where the first equation is due to properties of orthogonal projection and the second equation is due
to the rotational symmetry of the standard normal distribution, which is also described in Lin et al.
(2023).

(2) For the term (b), based on Lemma 5 and Lemma 7, we have

E∥
t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

P l
t (w

∗
k −w∗

i )+

m̄t−1∑
j=1

P
(t−1)mt−1+j
t (w∗

tj −w∗
i ) +

Mmax+s∑
l=Mmax+1

P l
t (w

∗
t −w∗

i )∥2

①
=

t−1∑
k=1

kmt−1∑
l=(k−1)mt−1+1

E∥P l
t (w

∗
k −w∗

i )∥2 +
m̄t−1∑
j=1

E∥P (t−1)mt−1+j
t (w∗

tj −w∗
i )∥2

+

Mmax+s∑
l=Mmax+1

E∥P l
t (w

∗
t −w∗

i )∥2

②
=

t−1∑
k=1

mt−1

d
∥w∗

k −w∗
i ∥2 +

m̄t−1∑
j=1

1

d
E∥w∗

tj −w∗
i ∥2 +

s

d
∥w∗

t −w∗
i ∥2

③
=
mt−1

d

t−1∑
k=1

∥w∗
k −w∗

i ∥2 +
m̄t−1

(t− 1)d

t−1∑
n=1

∥w∗
n −w∗

i ∥2 +
s

d
∥w∗

t −w∗
i ∥2

=

(
(t− 1)mt−1 + m̄t−1

(t− 1)d

) t−1∑
k=1

∥w∗
k −w∗

i ∥2 +
s

d
∥w∗

t −w∗
i ∥2

=
Mmax

(t− 1)d

t−1∑
k=1

∥w∗
k −w∗

i ∥2 +
s

d
∥w∗

t −w∗
i ∥2,

(32)
where the equation ① is based on Lemma 5, equation ② is based on Lemma 7, and equation ③ is
derived by

E∥w∗
tj −w∗

i ∥2 =
1

t− 1

t−1∑
n=1

∥w∗
n −w∗

i ∥2, (33)

which holds for any j ∈ [m̄t−1].

(3) For the terms (c), (d), and (e), for any k ∈ [t] and l ∈ [Mmax + s], we have

E⟨(I − Pt)(wt−1 −w∗
i ),P

l
t (w

∗
k −w∗

i )⟩
=E[(wt−1 −w∗

i )
⊤(I − X̂t(X̂

⊤
t X̂t)

−1X̂⊤
t )X̂t(X̂

⊤
t X̂t)

−1El
Mt+sX̂

⊤
t (w∗

k −w∗
i )].

(34)

Through calculation, we obtain that

(I − X̂t(X̂
⊤
t X̂t)

−1X̂⊤
t )X̂t(X̂

⊤
t X̂t)

−1El
Mt+sX̂

⊤
t = 0, (35)

which leads to
(c) = (d) = (e) = 0. (36)

Combining terms (a), (b), (c), (d), and (e), we obtain that

E∥wt −w∗
i ∥2

=

(
1− Mmax + s

d

)
E∥(wt−1 −w∗

i )∥2 +
Mmax

(t− 1)d

t−1∑
k=1

∥w∗
k −w∗

i ∥2 +
s

d
∥w∗

t −w∗
i ∥2

(37)
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A.3 FULL REHEARSAL MEMORY BUFFER

We will introduce Lemma 9, which plays a crucial role in the subsequent proof of the Theorem 2.
Lemma 9. Suppose d > s+Mmax + 2. For any t ∈ {2, . . . , T} and i ∈ [t]:

E∥wt −w∗
i ∥2 =

(
1− ts

d

)
E∥wt−1 −w∗

i ∥2 +
s

d

t∑
j=1

∥w∗
j −w∗

i ∥2. (38)

Proof. We can rewrite Equation (5) as follows:

wt = wt−1 + X̂t(X̂
⊤
t X̂t)

−1

( t∑
k=1

ks∑
l=(k−1)s+1

El
tsX̂

⊤
t w∗

k − X̂⊤
t wt−1

)

= (I − Pt)wt−1 +

t∑
k=1

ks∑
l=(k−1)s+1

P l
tw

∗
k.

(39)

By Equation (39), we have

E∥wt −w∗
i ∥2

=E∥(I − Pt)(wt−1 −w∗
i ) +

t∑
k=1

ks∑
l=(k−1)s+1

P l
tw

∗
k − Ptw

∗
i ∥2

=E∥(I − Pt)(wt−1 −w∗
i ) +

t∑
k=1

ks∑
l=(k−1)s+1

P l
t (w

∗
k −w∗

i )∥2

=E∥(I − Pt)(wt−1 −w∗
i )∥2︸ ︷︷ ︸

(a)

+E∥
t∑

k=1

ks∑
l=(k−1)s+1

P l
t (w

∗
k −w∗

i )∥2︸ ︷︷ ︸
(b)

+ 2

t∑
k=1

ks∑
l=(k−1)s+1

E⟨(I − Pt)(wt−1 −w∗
i ),P

l
t (w

∗
k −w∗

i )⟩︸ ︷︷ ︸
(c)

.

(1) For the term (a), we have

E∥(I − Pt)(wt−1 −w∗
i )∥2 = E∥wt−1 −w∗

i ∥2 − E∥Pt(wt−1 −w∗
i )∥2

=

(
1− ts

d

)
E∥wt−1 −w∗

i ∥2.
(40)

(2) For the term (b), based on Lemma 5 and Lemma 7, we have

E∥
t∑

k=1

ks∑
l=(k−1)s+1

P l
t (w

∗
k −w∗

i )∥2 =

t∑
k=1

ks∑
l=(k−1)s+1

E∥P l
t (w

∗
k −w∗

i )∥2

=

t∑
k=1

s

d
∥w∗

k −w∗
i ∥2.

(41)

(3) For the term (c) , by applying Equation (35), we have
(c) = 0 (42)

Combining terms (a), (b), and (c), we obtain that

E∥wt −w∗
i ∥2 =

(
1− ts

d

)
E∥wt−1 −w∗

i ∥2 +
t∑

k=1

s

d
∥w∗

k −w∗
i ∥2. (43)
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B RESERVOIR SAMPLING-BASED MEMORY BUFFER

B.1 PROOF OF THEOREM 1

By recursively applying Equation (28), we obtain that

E∥wt −w∗
i ∥2

=

(
1− Mmax + s

d

)t−1

E∥w1 −w∗
i ∥2

+

t∑
k=2

(
1− Mmax + s

d

)t−k[
Mmax

(k − 1)d

k−1∑
j=1

∥w∗
j −w∗

i ∥2 +
s

d
∥w∗

k −w∗
i ∥2

]
.

(44)

When t = 1, we train without a memory buffer, so we can’t directly apply Equation (28). However,
we can directly apply the results from Lin et al. (2023). We make the same assumption that w0 = 0,
and we obtain that

E∥wt −w∗
i ∥2

=

(
1− Mmax + s

d

)t−1[(
1− s

d

)
∥w∗

i ∥2 +
s

d
∥w∗

1 −w∗
i ∥
]

+

t∑
k=2

(
1− Mmax + s

d

)t−k[
Mmax

(k − 1)d

k−1∑
j=1

∥w∗
j −w∗

i ∥2 +
s

d
∥w∗

k −w∗
i ∥2

]
.

(45)

When t = i, we can similarly derive that

E∥wi −w∗
i ∥2

=

(
1− Mmax + s

d

)i−1[(
1− s

d

)
∥w∗

i ∥2 +
s

d
∥w∗

1 −w∗
i ∥
]

+

i∑
k=2

(
1− Mmax + s

d

)i−k[
Mmax

(k − 1)d

k−1∑
j=1

∥w∗
j −w∗

i ∥2 +
s

d
∥w∗

k −w∗
i ∥2

]
.

(46)
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Based on Equation (44) and Equation (46), we calculate the expected forgetting as follows:

E[FT ]

=
1

T − 1

T−1∑
i=1

E[∥wT −w∗
i ∥2 − ∥wi −w∗

i ∥2]

=
1

T − 1

T−1∑
i=1

{[(
1− Mmax + s

d

)T−1

−
(
1− Mmax + s

d

)i−1][(
1− s

d

)
∥w∗

i ∥2 +
s

d
∥w∗

1 −w∗
i ∥
]

+

T∑
k=2

(
1− Mmax + s

d

)T−k[
Mmax

(k − 1)d

k−1∑
j=1

∥w∗
j −w∗

i ∥2 +
s

d
∥w∗

k −w∗
i ∥2

]

−
i∑

k=2

(
1− Mmax + s

d

)i−k[
Mmax

(k − 1)d

k−1∑
j=1

∥w∗
j −w∗

i ∥2 +
s

d
∥w∗

k −w∗
i ∥2

]}

=
1

T − 1

T−1∑
i=1

{[(
1− Mmax + s

d

)T−1

−
(
1− Mmax + s

d

)i−1](
1− s

d

)
∥w∗

i ∥2 +
s

d
∥w∗

T −w∗
i ∥2

+

T−1∑
j=1

[ T∑
k=j+1

(
1− Mmax + s

d

)T−k
Mmax

(k − 1)d
+

(
1− Mmax + s

d

)T−j
s

d

]
∥w∗

j −w∗
i ∥2

−
i−1∑
j=1

[ i∑
k=j+1

(
1− Mmax + s

d

)i−k
Mmax

(k − 1)d
+

(
1− Mmax + s

d

)i−j
s

d

]
∥w∗

j −w∗
i ∥2

}

=
1

T − 1

{T−1∑
i=1

{[(
1− Mmax + s

d

)T−1

−
(
1− Mmax + s

d

)i−1](
1− s

d

)
∥w∗

i ∥2+
s

d
∥w∗

T −w∗
i ∥2

}

+

T−1∑
i<j

{( T∑
k=j+1

+

T∑
k=i+1

)(
1− Mmax + s

d

)T−k
Mmax

(k − 1)d
−

j∑
k=i+1

(
1− Mmax + s

d

)j−k
Mmax

(k − 1)d

+

[(
1− Mmax + s

d

)T−j

+

(
1− Mmax + s

d

)T−i

−
(
1− Mmax + s

d

)j−i]
s

d

}
∥w∗

j −w∗
i ∥2

}

Based on Equation (44), we calculate the expected overall generalization error as follows:

E[GT ]

=
1

T

T∑
i=1

E[∥wT −w∗
i ∥2]

=
1

T

T∑
i=1

(
1− Mmax + s

d

)T−1[(
1− s

d

)
∥w∗

i ∥2 +
s

d
∥w∗

1 −w∗
i ∥
]

+
1

T

T∑
i=1

T∑
k=2

(
1− Mmax + s

d

)T−k[
Mmax

(k − 1)d

k−1∑
j=1

∥w∗
j −w∗

i ∥2 +
s

d
∥w∗

k −w∗
i ∥2

]

=
1

T

T∑
i=1

{[(
1− Mmax + s

d

)T−1(
1− s

d

)
∥w∗

i ∥2 +
s

d
∥w∗

T −w∗
i ∥
]

+

T−1∑
j=1

[ T∑
k=j+1

(
1− Mmax + s

d

)T−k
Mmax

(k − 1)d
+

(
1− Mmax + s

d

)T−j
s

d

]
∥w∗

j −w∗
i ∥2

}
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B.2 ADDITIONAL RESULTS OF THEOREM 1

Lemma 10. For any i ∈ [T ], we have{
uT − ui > rT − ri s

d > 1
i+1

uT − ui < rT − ri M+s
d < 1

T

(47)

Proof. We first consider the case when i = T − 1:

uT − uT−1 − rT − rT−1

=uT−1Mmax+ s

d
+ rT−1 s

d

=
1

d
[srT−1 − (M + s)uT−1]

(48)

To determine the sign conditions for Equation (48), we introduce the function f(x) := x(1− x
d )

T−1.
We consider the derivative of f(x):

f
′
(x) = (1− x

d
)T−2(1− Tx

d
) (49)

Therefore, when x > d
T , f

′
(x) < 0; when x < d

T , f
′
(x) > 0. Furthermore, we have{

uT − uT−1 > rT − rT−1 s > d
T

uT − uT−1 < rT − rT−1 M + s < d
T

(50)

By reusing Equation (48), we obtain that{
ui+1 − ui > ri+1 − ri s > d

i+1

ui+1 − ui < ri+1 − ri M + s < d
i+1

(51)

Therefore, by reusing Equation 48 T − i times and summing the expressions, we have{
uT − ui > rT − ri s

d > 1
i+1

uT − ui < rT − ri M+s
d < 1

T

(52)

C FULL REHEARSAL MEMORY BUFFER

C.1 PROOF OF THEOREM 2

By recursively applying Equation (38), we obtain that

E∥wt −w∗
i ∥2

=

t∏
l=2

(
1− ls

d

)
∥w∗

1 −w∗
i ∥2 +

t∑
k=2

t∏
l=k+1

(
1− ls

d

)
s

d

k∑
j=1

∥w∗
j −w∗

i ∥2

=

t∏
l=1

(
1− ls

d

)
∥w∗

i ∥2 +
t∑

j=1

t∑
k=j

t∏
l=k+1

(
1− ls

d

)
s

d
∥w∗

j −w∗
i ∥2,

(53)

where we define the empty product as
∏n

i=m f(i) = 1 when m > n.

When t = i, we can similarly derive that

E∥wi −w∗
i ∥2 =

i∏
l=1

(
1− ls

d

)
∥w∗

i ∥2 +
i∑

j=1

i∑
k=j

i∏
l=k+1

(
1− ls

d

)
s

d
∥w∗

j −w∗
i ∥2. (54)
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Based on Equation (53) and Equation (54), we calculate the expected forgetting as follows:

E[FT ] =
1

T − 1

T−1∑
i=1

E[∥wT −w∗
i ∥2 − ∥wi −w∗

i ∥2]

=
1

T − 1

T−1∑
i=1

{[ T∏
l=1

(
1− ls

d

)
−

i∏
l=1

(
1− ls

d

)]
∥w∗

i ∥2

+

T∑
j=1

T∑
k=j

T∏
l=k+1

(
1− ls

d

)
s

d
∥w∗

j −w∗
i ∥2 −

i∑
j=1

i∑
k=j

i∏
l=k+1

(
1− ls

d

)
s

d
∥w∗

j −w∗
i ∥2

}

=
1

T − 1

{ T−1∑
i=1

[ T∏
l=1

(
1− ls

d

)
−

i∏
l=1

(
1− ls

d

)]
∥w∗

i ∥2

+
s

d

T∑
j>i

[( T∑
k=j

+

T∑
k=i

) T∏
l=k+1

(
1− ls

d

)
−

j∑
k=i

j∏
l=k+1

(
1− ls

d

)]
∥w∗

j −w∗
i ∥2

}
.

Based on Equation (53), we calculate the expected overall generalization error as follows:

E[GT ] =
1

T

T∑
i=1

E[∥wT −w∗
i ∥2]

=
1

T

T∑
i=1

{ t∏
l=1

(
1− ls

d

)
∥w∗

i ∥2 +
T∑

j=1

T∑
k=j

T∏
l=k+1

(
1− ls

d

)
s

d
∥w∗

j −w∗
i ∥2

}

C.2 ADDITIONAL RESULTS OF THEOREM 2

Lemma 11. For any i ∈ [T ], when s
d < 1

T 2 , we have

T∏
l=1

f(l)−
i∏

l=1

f(l) < f(1)T − f(1)i (55)

Proof. We first consider the case when i = T − 1:

T∏
l=1

f(l)−
T−1∏
l=1

f(l)− [f(1)T − f(1)T−1]

=

T−1∏
l=1

f(l)[f(T )− 1]− f(1)T−1[f(1)− 1]

=
s

d
f(1)T−1 − Ts

d

T−1∏
l=1

f(l)

=
s

d
[f(1)T−1 − T

T−1∏
l=1

f(l)]

=
s

d
[f(1)T−1 −

T−1∏
l=1

l + 1

l
f(l)].

(56)

For any l ∈ [T ], if s
d < 1

l2 , we have l+1
l f(l) > f(1).

Therefore, if s
d < 1

T 2 , we have that

T∏
l=1

f(l)−
T−1∏
l=1

f(l) < f(1)T − f(1)T−1 (57)
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Based on Eq.(56), we have that

T−1∏
l=1

f(l)−
T−2∏
l=1

f(l) < f(1)T−1 − f(1)T−2,

. . .

i+1∏
l=1

f(l)−
i∏

l=1

f(l) < f(1)i+1 − f(1)i.

(58)

By summing the above expressions, we obtain that

T∏
l=1

f(l)−
i∏

l=1

f(l) < f(1)T − f(1)i. (59)
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