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Abstract

With the emergence of large language models001
(LLMs) and their ability to perform a variety002
of tasks, their application in recommender sys-003
tems (RecSys) has shown promise. However,004
we are facing significant challenges when de-005
ploying LLMs into RecSys, such as limited006
prompt length, unstructured item information,007
and un-constrained generation of recommen-008
dations, leading to sub-optimal performance.009
To address these issues, we propose a novel010
method using a taxonomy dictionary. This011
method provides a systematic framework for012
categorizing and organizing items, improving013
the clarity and structure of item information.014
By incorporating the taxonomy dictionary into015
LLM prompts, we achieve efficient token uti-016
lization and controlled feature generation, lead-017
ing to more accurate and contextually relevant018
recommendations. Our Taxonomy-guided Rec-019
ommendation (TAXREC) approach features a020
two-step process: one-time taxonomy catego-021
rization and LLM-based recommendation, en-022
abling zero-shot recommendations without the023
need for domain-specific fine-tuning. Exper-024
imental results demonstrate TAXREC signifi-025
cantly enhances recommendation quality com-026
pared to traditional zero-shot approaches, show-027
casing its efficacy as personal recommender028
with LLMs. Code is available at https://029
anonymous.4open.science/r/TaxRec.030

1 Introduction031

Due to the emergent ability (Wei et al., 2022),032

large language models (LLMs) have triggered the033

purse of artificial general intelligence (Fei et al.,034

2022), where an artificial intelligence (AI) system035

can solve numerous tasks. Tasks that were previ-036

ously completed separately are now combined into037

one language modeling task by using prompt tem-038

plates to turn them into sentences. As shown in Fig-039

ure 1(a), one single LLM (Achiam et al., 2023) can040

act as our personal assistant to complete a series of041

tasks such as question answering (Tan et al., 2023), 042

machine translation (Zhang et al., 2023) and gram- 043

mar checking (Yasunaga et al., 2021). Besides, 044

LLM-based assistant can also provide reasonable 045

recommendations with its own knowledge within 046

the pre-trained parameters (Gao et al., 2023). With- 047

out the need for fine-tuning on historical user-item 048

interactions, it acts as the zero-shot recommenders, 049

which greatly extends LLMs toward a more gener- 050

alized all-task-in-one AI assistant. 051

Acting as the assistant for recommendation, 052

LLMs face several challenges when it meets the 053

requirement from recommender system (RecSys) 054

as shown in Figure 1(b). (1) Limited prompt length 055

prohibits input of all items. In RecSys, the size 056

of item pool effortlessly grows over millions with 057

each represented by tens of tokens, which easily 058

surpasses the prompt length limit (Pal et al., 2023) 059

of LLMs. Let alone the long context also causes de- 060

coding problems (Liu et al., 2024) even the whole 061

item pool is small enough to fit within the prompt. 062

(2) Vague and unstructured item title and descrip- 063

tion. The text information of items is provided at 064

the will of merchant, which is usually unstructured 065

and vague (Ni et al., 2019) to understand without 066

sufficient contexts. As shown in Figure 1(b), the 067

title "1984" can represent the year/book/movie and 068

"Emma" is able to represent people name/book. Di- 069

rect recommendation with the raw item titles can 070

suffer from the ambiguity prompt issue and leads 071

to inferior performance. (3) Un-constrained gener- 072

ation out of candidate item pools. The generation 073

process of LLMs is un-constrained, and can easily 074

be un-matchable within the item pool, especially 075

for the unstructured titles. For example, the LLMs 076

can generate an item "Punch-Out!!!" that totally 077

out of the item pool when we only provide user’s 078

historical interactions. With the direct text-based 079

generation, it is also compute intensive and mostly 080

infeasible to calculate the ranking score for all can- 081

didate items within the pool. 082
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Figure 1: (a) LLMs are zero-shot recommenders without knowing other user-item interactions when acting as
personal recommendation assistant. (b) Three challenges occur when integrating RecSys within the all-task-in-one
LLM assistant, i.e., limited prompt length, vague item title and unconstrained generation.

In this paper, we propose using taxonomy dic-083

tionary to cope with previously mentioned chal-084

lenges. Taxonomy is able to provide a systematic085

framework for identifying, organizing, and group-086

ing items. For each dataset, we first retrieve the087

taxonomy dictionary from LLM to obtain the cate-088

gorization knowledge of the domain and categorize089

all candidate items into structured item pool. It al-090

leviates the vague item title/description problem by091

providing more item context information. For ex-092

ample, the item "1984" is more clarified as "Type:093

Book, Genre: Fiction, Theme: Power, ...". When094

prompting LLM for recommendation, we add the095

taxonomy dictionary within the prompt to inform096

LLM the candidate items information.097

The taxonomy dictionary is a condensed cate-098

gorization of whole item pool. Compared with099

adding all candidate items, adding the dictionary100

can greatly save the tokens needed to inform LLM101

the candidates information, alleviating the limited102

prompt length challenge. Instead of directly gen-103

erating tokens within the item title, we propose to104

generate categorized features from the taxonomy105

dictionary. As the taxonomy dictionary can be eas-106

ily feed within the prompt, it is more controllable107

to generate features within the dictionary with our108

designed prompt template. We finally calculate the109

feature matching score within the categorized item110

pool to rank the items for recommendation.111

Our taxonomy-based approach is a two step pro-112

cess. The first is a one-time taxonomy categoriza-113

tion step, which retrieves knowledge from LLM114

to build taxonomy and categorized item pool. The115

second is LLM-based Recommendation step to in-116

ference user’s preference based on the historical in-117

teractions. This approach effectively handles large118

item pools, making it feasible to work within LLM 119

token limits, leading to a more efficient, accurate, 120

and scalable recommendation process. Our contri- 121

butions are summarized as: 122

• The development of a systematic taxonomy 123

dictionary framework to categorize and orga- 124

nize items, enhancing the structure and clarity 125

of item information. 126

• We propose TAXREC, a taxonomy-based 127

method to retrieve knowledge and enhance 128

LLM’s ability as personal recommender. 129

• Experiments show significant improvement 130

of TAXRECover current zero-shot recom- 131

menders, proving the effectiveness of our pro- 132

posed item taxonomy categorization. 133

2 Related Work 134

2.1 LLM for Recommendations 135

Recommendation systems play a critical role in 136

assisting users in finding relevant and personalized 137

items or content. With the emergence of LLMs 138

in recent years, there has been a growing inter- 139

est in harnessing the power of these models to 140

enhance recommendation systems. LLM-based 141

recommender systems can be mainly categorized 142

into two types: discriminative and generative (Wu 143

et al., 2023). The core idea of discriminative LLM- 144

based recommender systems is to utilize discrimi- 145

native LLMs to learn better representations of users 146

and items from contextual information for down- 147

stream tasks (Hou et al., 2022; Li et al., 2023; Xiao 148

et al., 2022; Zhang et al., 2022; Yuan et al., 2023; 149

Yao et al., 2022). Unlike discriminative methods, 150

generative LLM-based recommendation systems 151
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Figure 2: The proposed TAXREC for zero-shot LLM-based recommendation. (a) One-time Taxonomy Categoriza-
tion step aims to generate in-domain taxonomy and enrich/categorize item’s title into structured text information.
(b) LLM-based Recommendation step provide ranked item lists for users based on the user’s historical interactions.

leverage the generative ability of LLMs to make152

recommendations. They achieve this by translat-153

ing the traditional ranking-based recommendation154

tasks into natural language tasks. Compared with155

score computing and ranking strategies, they apply156

techniques such as prompt tuning and in-context157

learning to make LLMs able to generate the rec-158

ommendations directly. (Geng et al., 2022) is one159

of the first text-to-text generative recommendation160

methods, which used the pre-trained T5 as the back-161

bone. Recently, many methods explored the possi-162

bility of using LLMs to generate recommendations163

without fine-tuning (Dai et al., 2023; Gao et al.,164

2023; Liu et al., 2023; Lyu et al., 2023; Wang et al.,165

2023c). (Wang et al., 2023b) integrated database to166

LLMs to serve as autonomous agents for multiple167

recommendation tasks. (Wang et al., 2023a) used168

LLMs to augment the user-item interaction graph169

for recommendation. (Lyu et al., 2023) conducted a170

comprehensive investigation on how different types171

of prompts will influence the recommendation re-172

sults. While (Wang et al., 2023c) proposed a multi-173

round self-reflection framework for LLM-based174

sequential recommendation. However, previous175

works did not consider the problem that text rep-176

resentations of items are vague and unstructured,177

which will hinder LLM’s recommendation abil-178

ity. In this paper, we propose a taxonomy-guided179

framework to solve this problem.180

2.2 Zero-shot Recommendations181

Zero-shot recommendation has emerged as a sig-182

nificant area in the field of recommendation sys-183

tems. Unlike traditional systems that rely on model184

training, zero-shot recommendation systems aim to185

predict user preferences without parameter adjust- 186

ment. Various methodologies have been explored 187

to address this challenge. For instance, a content- 188

based approach leverages item attributes (Lian 189

et al., 2018). Other methods utilize pre-trained lan- 190

guage models and embeddings to capture item and 191

user characteristics from textual information (Ding 192

et al., 2022; Hou et al., 2022; Li et al., 2023). With 193

the rise of LLMs in recent years, several studies 194

have explored their potential for making zero-shot 195

recommendations (Hou et al., 2024; Wang and Lim, 196

2023; He et al., 2023; Feng et al., 2024; Wang et al., 197

2023b). However, these studies faced the issue of 198

limited context length in LLMs, which prevents the 199

input of all items. Some approaches addressed this 200

by using external tools or information (Wang et al., 201

2023b; Feng et al., 2024), while others employed 202

a plug-in recommendation model to pre-select a 203

small candidate pool (Hou et al., 2024; Wang and 204

Lim, 2023; He et al., 2023). None of these meth- 205

ods have been able to solve this problem solely 206

using the knowledge from LLMs. This paper pro- 207

poses a taxonomy-guided LLM recommender that 208

compresses the entire item pool using an LLM- 209

generated taxonomy, enabling zero-shot recommen- 210

dations without relying on external knowledge. 211

3 Methodology 212

In this paper, we aim to use LLMs as zero-shot rec- 213

ommenders. To achieve this, we propose a frame- 214

work TAXREC that uses taxonomy as an intermedi- 215

ate to retrieve the knowledge in LLMs. Specifically, 216

our TAXREC contains two phases. The first one 217

is a one-time taxonomy categorization phase, and 218
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the second one is the LLM-based recommendation219

phase. The overall framework of TAXREC is shown220

in Figure 2. Next, we will introduce the two phases221

of our proposed framework TAXREC in detail.222

3.1 Problem Formulation223

Without other user-item interactions, LLMs act as224

zero-shot recommenders when users directly seek225

recommendations. The task is to generate the Tok-226

k recommended items is from the candidate item227

pool I = {ij}|I|j=1 only based on user’s historical228

interactions H = {i1, i2, ..., i|H|} and the knowl-229

edge within LLMs. As a pure text-based approach,230

each item i is a title string as shown in Figure 2.231

The task can be then represented as designing a232

LLM-based function as:233

i1, i2, ..., ik = fLLM (H). (1)234

In TAXREC, we further propose a taxonomy235

dictionary T as an intermediate to better retrieve236

knowledge from LLMs, as well as a categorized237

item pool IC = {iCj }I
C

j=1 and categorized historical238

interactions HC = {iC1 , iC2 , ..., iCHC}.239

3.2 One-time Taxonomy Categorization240

The first step is a one-time generation, which aims241

to structure and clarify items into a categorized242

item pool. The original item text representation is243

vague and unstructured, which poses challenges244

for LLMs to understand and infer user’s inter-245

est. As the first item within the pool shown in246

Figure 2(a), "1984" can be represented as either247

year/book/movie. Without sufficient in-domain248

background knowledge, direct recommendation in249

zero-shot manner with these vague and unstruc-250

tured textual information is challenging for LLMs.251

To make LLMs better understand the key infor-252

mation in the historical interactions, we first extract253

the in-domain taxonomy dictionary from LLMs254

with a designed taxonomy generation prompt:255

T = fLLM (PTaxonomy_Gen), (2)256

where PTaxonomy_Gen is the Taxonomy Generation257

Prompt as shown in Table 1. It is designed to re-258

trieve the in-domain knowledge from LLM to better259

classify items. As shown in Figure 2, we can obtain260

the important attributes to classify books such as261

Genre, Theme, Language, etc. With a well-defined262

taxonomy dictionary T , we are able to enrich and263

categorize each item i as:264

iC = fLLM (PCategorization|i, T ), (3)265

where PCategorization is the Categorization Prompt as 266

shown in Table 1 to obtain i’s categorized feature 267

list as iC = [f1, f2, ..., f|iC |]. We can structure and 268

enrich item textual descriptions with knowledge 269

from LLMs. For example, as shown in the cate- 270

gorized item pool in Figure 2(a), the book "1984" 271

is enriched with "fiction" as genre and "power" as 272

theme. Compared with the origional vague book 273

title, the enriched texts provide more detailed in- 274

formation to assist LLMs inference user’s interests. 275

The categorized item pool IC is obtained by cate- 276

gorizing items in I with Equation 3. 277

Though we infer LLMs two times in this step, 278

this is a one-time operation for the current domain, 279

and the results could be stored for next step usage. 280

Table 1: Examples of the three prompts in our proposed
TAXREC for book recommendations.

Prompts

Taxonomy
Generation

Prompt

You are an expert in book rec-
ommendations. I have a book
dataset. Generate a taxonomy for
this book dataset in JSON for-
mat. This taxonomy includes
some features, each with several
values. It is used for a book rec-
ommendation system.

Categorization
Prompt

You are a book classifier. Given a
book, please classify it following
the format of the given taxonomy.
<Taxonomy T > <Book i>

Recommendation
Prompt

You are a book recommender sys-
tem. Given a list of books the
user has read before, please rec-
ommend k books in a list of fea-
tures following the format of the
given taxonomy. <Taxonomy T >
<Categorized historical interac-
tions HC>

3.3 LLM-based Recommendation 281

In the second step, we take the advantage of IC 282

and T generated in Section 3.2, and build an LLM- 283

based recommender for the user. The process is 284

shown in Figure 2(b). We first process each user’s 285

historical interactions H to categorized historical 286

interactions HC by mapping item from IC . In this 287

way, the item representation will be structured and 288

enriched based on the taxonomy. We then combine 289

HC with taxonomy T to form a prompt to obtain 290

the categorized recommendation as: 291

s = fLLM (PRecommendation|HC , T ), (4) 292
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where s is the categorized recommendation, which293

is a text sequence of key-value pairs representing294

item’s features within T . PRecommendation is the rec-295

ommendation prompt given HC and T as shown296

in Table 1. Using T instead of the item pool can297

greatly decrease the prompt length and fits the in-298

domain item’s information within the limited con-299

text requirement from LLMs. PRecommendation also300

regularizes LLM’s generation format as a list of301

features based on T . s is further parsed as the302

feature list F = [f1, f2, ..., f|F |] representing rec-303

ommended features. Then the ranking score of304

each item i is calculated as:305

Scorei = |iC ∩ F | (5)306

Then items with Top-k highest ranking scores are307

retrieved from item pool and recommended to users.308

In summary, we designed a framework TAXREC,309

which uses a taxonomy as the intermediate, to unify310

the representation of items throughout the recom-311

mendation pipeline. TAXREC can retrieve LLM’s312

knowledge for zero-shot recommendations without313

any training and other users’ interactions with item.314

4 Experiments315

This section empirically evaluates TAXREC by an-316

swering the following research questions (RQs):317

• RQ1: How does TAXREC perform compared318

with current LLM-based zero-shot recommenda-319

tion models?320

• RQ2: How do the different components in321

TAXREC influence its effectiveness?322

• RQ3: How do the key parameters affect the per-323

formance of TAXREC?324

4.1 Experimental Setup325

4.1.1 Datasets326

We evaluate TAXREC on two widely used datasets327

for recommender systems:328

• Movie1: This is a movie recommenda-329

tion dataset processed from MovieLens-330

100k (Harper and Konstan, 2015), which is331

a widely utilized benchmark in the field of332

recommender systems. We follow (Bao et al.,333

2023) to set the 10 interactions before the tar-334

get item as historical interactions. As we con-335

duct experiments in a zero-shot setting which336

only infers LLMs, we don’t need to split the337

1https://www.kaggle.com/competitions/jigsaw-
unintended-bias-in-toxicity-classification/data

dataset and randomly sample 2,000 instances 338

from the original dataset for testing. For this 339

dataset, the total number of items is 1,682. 340

• Book2: This is a book recommendation 341

dataset processed from BookCrossing (Ziegler 342

et al., 2005). The BookCrossing dataset con- 343

tains some textual information about books, 344

such as titles, authors, and publishers. Since 345

this dataset lacks interaction timestamps, we 346

can only construct historical interaction by 347

random sampling. Therefore, we follow (Bao 348

et al., 2023) to randomly select an item inter- 349

acted by a user as the target item, and sample 350

10 items as the historical interactions. Sim- 351

ilar to the movie dataset, we randomly sam- 352

ple 2,000 sequences for evaluation. The total 353

number of items in this dataset is 4,389. 354

4.1.2 Baselines 355

To demonstrate the effectiveness of our model, we 356

compare TAXREC against several state-of-the-art 357

zero-shot recommenders: 358

RecFormer (Li et al., 2023): RecFormer encodes 359

items as sentences and treats user histories as se- 360

quences of these sentences. We adopt the pre- 361

trained model provided by the authors to make the 362

recommendation as we aim at zero-shot scenarios. 363

UniSRec (Hou et al., 2022): UniSRec uses textual 364

item representations from a pre-trained language 365

model and adapts to a new domain using an MoE- 366

enhance adaptor. Since we investigate the zero- 367

shot scenario, we don’t fine-tune the model and 368

initialize the model with the pre-trained parameters 369

provided by the authors. 370

ZESRec (Ding et al., 2022): It encodes item texts 371

with a pre-trained language model as item features. 372

Since we investigate the zero-shot scenario, for 373

a fair comparison, we use the pre-trained BERT 374

embeddings and do not fine-tune the model. 375

Popularity: This baseline recommends items 376

based on their global popularity. It’s a common 377

baseline in recommender systems as it works well 378

in cases where users prefer popular items. It’s sim- 379

ple but can be strong in some domains. 380

AverageEmb: This baseline recommends the most 381

similar items to a user based on the inner product 382

between the user embedding and item embedding. 383

The item embedding is obtained from pre-trained 384

2https://github.com/ashwanidv100/Recommendation-
System—Book-Crossing-Dataset/tree/master/BX-CSV-
Dump
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Table 2: Performance comparison between different zero-shot recommendation baselines and TAXREC. We report
Recall and NDCG @(1, 5, 10) results multiplied by 10. The boldface indicates the best result and the underlined
indicates the second best. All TAXREC results are significantly better than the baselines with t-test p < 0.05.

Datasets Methods Recall@1 Recall@5 Recall@10 NDCG@1 NDCG@5 NDCG@10

Movie

Popularity 0.005 0.035 0.160 0.005 0.020 0.061
AvgEmb 0.000 0.040 0.100 0.000 0.020 0.039
ZESRec 0.032 0.095 0.222 0.032 0.059 0.099
UniSRec 0.032 0.063 0.143 0.032 0.048 0.074
RecFormer 0.016 0.141 0.219 0.016 0.077 0.103

DirectRec 0.045 0.100 0.180 0.045 0.074 0.099
TAXREC 0.060 0.175 0.300 0.060 0.117 0.157

Book

Popularity 0.030 0.070 0.155 0.030 0.046 0.073
AvgEmb 0.005 0.075 0.115 0.005 0.038 0.051
ZESRec 0.005 0.070 0.115 0.005 0.037 0.051
UniSRec 0.000 0.050 0.085 0.000 0.025 0.035
RecFormer 0.010 0.060 0.125 0.010 0.033 0.054

DirectRec 0.000 0.015 0.025 0.000 0.006 0.010
TAXREC 0.070 0.150 0.240 0.070 0.109 0.138

BERT, and the user embedding is the average of385

the user’s historical items.386

DirectLLMRec: This is a variant of our proposed387

TAXREC. In this method, we feed the user’s his-388

torical items to LLM and ask LLM to generate the389

recommended items directly. This baseline tests390

the ability of LLM as a recommender without our391

proposed taxonomy framework.392

4.1.3 Evaluation Metrics393

Since TAXREC aims to generate the items that align394

with user preference, we adopt two popular evalua-395

tion metrics used in recommendation: Recall and396

Normalized Discounted Cumulative Gain (NDCG).397

We evaluate models’ Top-K performance when k398

is selected as (1, 5, 10), separately.399

4.1.4 Implementation Details400

To ensure uniform sequence lengths, we use the401

user’s last interacted item to pad the historical inter-402

action sequences with lengths < the threshold, 10.403

Because we are studying the ability to use LLM as404

a personal recommendation assistant, we focused405

on close-source and API-based LLMs in the evalu-406

ation to fit our scenario. Specifically, we evaluate407

the widely used GPT-4 by OpenAI’s API, and con-408

duct each experiment three times and present the409

average results.410

4.2 Overall Performance (RQ1)411

In this section, we aim to investigate the recom-412

mendation performance of various methods under413

the zero-shot setting, which enables us to evaluate 414

how LLMs can be used as recommenders with- 415

out tuning parameters or any historical user-item 416

interactions. The evaluation results are presented 417

in Table 2. We compare our proposed TAXREC 418

with two types of models: traditional pre-trained 419

zero-shot recommendation models and LLM-based 420

zero-shot models, as above the line and under the 421

line respectively. 422

From the table, we can draw the following obser- 423

vations: (1) Our proposed TAXREC significantly 424

outperforms both traditional and LLM-based meth- 425

ods, demonstrating the superiority of prompting 426

LLM with our proposed taxonomy framework to 427

make recommendations in the zero-shot scenario. 428

TAXREC successfully retrieves LLM’s knowledge 429

to facilitate the generation ability for recommenda- 430

tion task without any knowledge outside of LLMs. 431

In this way, TAXREC successfully unifies the rec- 432

ommendation task to the NLP task. (2) LLM- 433

based zero-shot method, i.e., DirectRec, has lim- 434

ited recommendation ability. For example, in the 435

Movie dataset, DirectRec achieves comparable per- 436

formance compared with traditional methods, how- 437

ever, in the Book dataset, it can hardly make correct 438

recommendations. We can infer that in some do- 439

mains that LLMs have seen before, such as Movie, 440

their performance can be similar to traditional pre- 441

trained models. While in some domains that LLMs 442

have not seen before, such as Book, their recom- 443

mendation capability is impeded. Nevertheless, 444
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Table 3: Ablation Study of TAXREC

Variant Movie Book

R@10 N@10 R@10 N@10

w/o Tax 0.112 0.078 0.025 0.010
w/o Match 0.254 0.127 0.165 0.100
TAXREC 0.300 0.157 0.265 0.132

after applying our proposed taxonomy method,445

LLMs can achieve significantly better performance,446

almost 10 times greater than DirectRec in Book447

dataset. These results show that there is still a gap448

between language task and recommendation task449

when using LLMs, which indicates the importance450

of our study. Additionally, it demonstrates that our451

taxonomy approach unlocks the potential of LLMs452

on recommendation tasks. (3) Some traditional453

pre-trained recommendation models can achieve454

a fair performance. For example, RecFormer and455

ZESRec perform well in Movie dataset, and Pop-456

ularity performs the second best in Book dataset.457

This implies that each domain may have different458

characteristics and thus be suitable for different459

methods. However, our proposed TAXREC per-460

forms best for both datasets, showing that it has461

fully tapped into LLM’s profound knowledge.462

4.3 Ablation and Effectiveness Analysis (RQ2)463

This section conducts ablation experiments on464

TAXRECby removing taxonomy regularization and465

the feature-based matching separately. The results466

are shown in Table 3. "w/o Tax" uses LLMs to467

make recommendations given user’s original his-468

torical interactions without taxonomy. "w/o Match"469

is TAXREC without taxonomy-instructed matching470

mechanism, which directly maps LLM’s generated471

text to the original item pool.472

To investigate how taxonomy can help retrieve473

LLM’s knowledge, we conduct an experiment on474

TAXREC’s variant "w/o Tax", which uses LLMs to475

make recommendations without taxonomy (only476

with user’s original historical interactions). From477

this table, we can observe that the performance of478

"w/o Tax" is significantly lower than TAXREC. In479

the Movie dataset, "w/o Tax" can just achieve half480

of the ability of TAXREC, while in the Book dataset481

which LLMs may not have good knowledge of,482

we can see a 10-times drop in the performance of483

"w/o Tax" compared with TAXREC. These results484

show that our designed taxonomy method plays485

an essential role in LLM recommendation. With486
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Figure 3: Recommendation performance by changing
the number of features in taxonomy on both datasets.

the help of taxonomy, LLM-embedded knowledge 487

can be better retrieved, which makes great use of 488

LLM’s capability for recommendation tasks. 489

Though taxonomy can help us retrieve LLM’s 490

knowledge, the outputs of LLMs are still plain text. 491

From Table 3, we can find that without our pars- 492

ing and matching mechanism, i.e., "w/o Match", 493

the recommendation performance will decrease for 494

both datasets. Because the generated text is unstruc- 495

tured strings, directly calculating the similarity and 496

mapping it to the candidate items will make LLMs 497

confused and lose some information. However, af- 498

ter parsing the outputs to the taxonomy’s format 499

and matching them with the categorized item pool 500

in the same format, the recommendation perfor- 501

mance is better. These results demonstrate that 502

when paired with the taxonomy-instructed match- 503

ing, TAXREC will have better performance, imply- 504

ing the effectiveness of the matching. 505

4.4 Hyperarameter Analysis (RQ3) 506

In our proposed TAXREC, there are two hyperpa- 507

rameters that make important impacts on recom- 508

mendation performance: 1) the number of features 509

in the taxonomy, and 2) the methods for calculating 510

the matching score. 511

Number of Features in Taxonomy. Since our pro- 512

posed TAXREC improves LLM recommendation 513

by using an intermediate taxonomy, where the tax- 514

onomy is a list of features, the number of features is 515
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Figure 4: Recommendation performance by changing
the methods for calculating the matching score on both
Movie and Book datasets.

key to performance. As the taxonomy is generated516

by LLMs, the total number of features may differ517

per domain (dataset). To investigate this hyperpa-518

rameter’s impact, we vary the number of features519

for each dataset and present the results in Figure 3.520

We find that: (1) Generally, more features lead to521

better recommendation performance. For exam-522

ple, TAXREC with a 5-feature taxonomy yields523

the lowest results across both metrics, as more fea-524

tures enrich item representation and retrieve more525

domain knowledge from LLMs, enhancing recom-526

mendations. (2) However, more features do not al-527

ways equate to better performance. In Figure 3(a),528

Recall@5 and Recall@10 slightly decrease when529

using 20 features compared to 10. Similarly, in530

Figure 3(b), NDCGs drop when using 15 features531

instead of 10. We infer that exceeding the LLMs’532

domain knowledge leads to some features being533

assigned random values, introducing noise and re-534

ducing recommendation quality compared to using535

fewer, more relevant features.536

Methods for Matching Score. The matching com-537

ponent is essential in our TAXREC, in which the538

method that calculates the matching score is the539

key. To investigate the effect of it, we examine540

two different types of methods, the learning-based541

method and the rule-based method. BERT embed-542

ding is a representative learning-based method that543

can be used to calculate the matching score. It lever- 544

ages the contextual understanding of pre-trained 545

models and can capture semantic similarities be- 546

tween texts. While BLUE score, ROUGE score, 547

and our proposed taxonomy-instructed matching 548

mechanism are rule-based methods. They rely on 549

predefined rules and algorithms to evaluate the 550

similarity, each with a different focus. Figure 4 551

shows the results of using these methods. From 552

the figure, we can have the following findings: (1) 553

The learning-based method, i.e., BERT embedding, 554

does not perform well on both datasets. This is 555

because the model is not pre-trained on our dataset, 556

and the semantic information is not our focus. The 557

learning-based method can perform well if they are 558

well pre-trained or fine-tuned on a specific dataset, 559

however, the training will cost some time and re- 560

sources. (2) Instead, rule-based methods are more 561

suitable for TAXREC. The reason is that TAXREC 562

uses a taxonomy to structure both LLM’s outputs 563

and the candidate item pool, thus the representa- 564

tions for them are mixed with fragmented informa- 565

tion rather than semantic information. (3) Among 566

the rule-based methods, our proposed matching 567

mechanism performs best. This is because this 568

mechanism is instructed by the taxonomy which 569

specifically aligns with our task. While instructed 570

by taxonomy, the outputs generated by LLMs can 571

be easily parsed and the similarity can be easily 572

calculated by word-wised text matching without 573

other sophisticated rules. 574

5 Conclusions 575

In conclusion, our proposed method utilizing a 576

taxonomy dictionary to enhance large language 577

models (LLMs) for recommender systems demon- 578

strates substantial improvements in recommenda- 579

tion quality and efficiency. By systematically cate- 580

gorizing and organizing items through a taxonomy 581

framework, we address the key challenges faced by 582

LLM-based recommendation systems, such as lim- 583

ited prompt length, unstructured item information, 584

and uncontrolled generation. The incorporation 585

of a taxonomy dictionary into the LLM prompts 586

enables efficient token utilization and controlled 587

feature generation, ensuring more accurate and con- 588

textually relevant recommendations. Experimental 589

results show significant improvements over tradi- 590

tional zero-shot methods, demonstrating the effi- 591

cacy of our approach and paving the way for further 592

advancements in LLM-based recommendations. 593
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6 Limitations594

Despite the promising results of our taxonomy-595

based approach, several limitations should be ac-596

knowledged. First, there may be more effective597

methods to derive taxonomies beyond prompting598

LLMs, potentially capturing more detailed item599

nuances. Second, the LLMs’ domain knowledge600

might be insufficient in some areas, affecting the601

quality of the taxonomy and recommendations.602

Lastly, the taxonomy generated via LLM prompts603

may lack completeness and scientific rigor, neces-604

sitating more scientifically grounded and systemat-605

ically developed classification standards for greater606

accuracy and reliability.607
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