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ABSTRACT

Real-world graphs demonstrate region-specific heterophily, where some regions
are smooth and suitable for low-pass averaging and others are sharp and necessi-
tate high-pass contrast. However, spectral GNNs that utilize a global eigenbasis
or high-order polynomial surrogates for filtering rely upon dense, non-orthogonal,
non-local bases that blend signals from distant, semantically unrelated regions.
This results in small clusters connected to large homogeneous hubs becoming
indistinguishable and overshadowed by continuous global mixing, exacerbating
oversmoothing. To address these limitations, this paper presents Hierarchical
Spectral Learning (HSL), a locality-first, multiresolution framework for learning
frequency signal regions by region. HSL estimates diffusion neighborhoods and
constructs a diffusion barrier to identify incompatible neighbors that are weakly
connected under diffusion (i.e., connected by long, low-weight paths), prevent-
ing incompatible clusters from being merged together. A lightweight MLP layer
is applied on the bottom-K eigenspace of a multi-view Laplacian (which com-
bines topology and feature affinity), generating soft node scores for coarsening the
graph into a hierarchy. Rather than a full graph-wide eigen decomposition, at each
level, we create a strictly local, degree-aware block-sparse orthonormal Haar ba-
sis that consists of a low-pass scaling wavelets and a high-pass inter-/intra-cluster
wavelets. The model has linear complexity operations per layer while preserving
strict locality. The multi-scale unpooling layer combines coarse and fine signals
to preserve small, high-contrast local structures while maintaining global context.
The hierarchy reduces effective path lengths for message passing, preventing over-
squashing. Empirically, HSL attains state-of-the-art performance with linear scal-
ability, enhancing node classification by up to 3% on heterophilous benchmarks
and up to 7% on graph classification tasks.

1 INTRODUCTION

Real-world graphs showcase regional heterogeneous properties, where some regions exhibit varying
intensities of similar graph topology and node feature similarity. In graph learning, low-variation
regions (higher similarity in features and topology) benefit from averaging (low-pass filtering) the
signals, whereas boundaries between semantically distinct (lower similarity in features and topol-
ogy) communities require contrast amplification (high-pass filtering) (Chien et al.| [2020). Main-
stream spectral approaches implement this filtering by projecting features onto a global eigenbasis
or its polynomial approximation (Zhu & Koniusz, 202 1)). Many “heterophily-aware” spatial methods
similarly learn propagation operators that eventually induce a global basis (Chien et al.l 2020). This
suboptimal global basis exhibits several fundamental limitations, as discussed by He et al.| (2022)
and its high-order global polynomial approximation by |[Huang et al.[|(2024): (i) Non-locality — the
frequency energy of a node spreads across multiple hop distances, disregarding locality; (ii) Non-
orthogonality — substantial inter-basis correlations cause energy associated with one frequency
band to leak into others, thereby reducing local signal preservation; and (iii) Density of the basis,
which increases computation and memory requirements, thus limiting scalability on large graphs.

Moreover, the construction of the global basis relies solely on topology and remains oblivious to
the feature similarity across different regions of the graph (Zheng et al., 2024). As a result, these
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methods blend information from distant, semantically unrelated areas of the graph without know-
ing the comprehensive characteristics, degrading the ability to preserve fine-grained local structure
(L1 et al.| 2023). Further, this global signal mixing is magnified in graphs dominated by large ho-
mogeneous clusters (hubs), where small homogeneous clusters (spokes) are densely connected to
hubs. Repeated propagation of the global mixing algorithm enables the hub signals to dominate
the spoke signals, thereby mitigating the well-known challenge of oversmoothing (Fesser & Weber,
2024). Additionally, increased depth of message propagation hinders information from reaching the
farthest semantically aligned neighbors, causing oversquashing (Fesser & Weber} 2024)). To address
these challenges, a related work (Anonymous| [2025) proposed a hierarchical pooling method that
utilizes sparse Haar bases with GNN Encoder-guided clustering. However, its reliance only on graph
topology and potentially noisy encoder signals results in suboptimal clustering outcomes.

Motivated by the above limitations, we propose a locality-first, multiresolution framework named
Hierarchical Spectral Learning (HSL) that builds a robust multiscale spectral filter. HSL first esti-
mates diffusion neighborhoods and constructs a diffusion barrier that enforces short-path locality by
marking pairs that are diffusion-distant as incompatible. Using this barrier, we compute the bottom
K eigenspace as a spectral embedding and feed it to an MLP head to predict soft cluster indicators.
Under mild diffusion node cohesion and eigen energy gap conditions, this eigenspace coincides
with the ground-truth cluster indicator subspace. Repeating this coarsening algorithm, we obtain a
multiresolution hierarchy tree. Then, at each level of the tree, we construct a strictly local, sparse, or-
thogonal, and degree-aware Haar basis comprising (i) a scaling vector (local mean), (ii) inter-cluster
contrasts, and (iii) in-cluster contrasts. Each level’s Haar matrix basis is block-sparse with O(|V#))
nonzero entries where V¢ is the number of nodes at level £. The construction of the hierarchy and its
sparse basis incurs only linear computational cost, while preserving locality and preventing global
signal mixing. We then apply diagonal spectral filtering in this basis, with learned band gains that
amplify high-frequency content at heterophilous boundaries and apply low-pass smoothing in ho-
mogeneous regions. Finally, we fuse features across coarse and fine levels to retain global context
while preserving small, high-contrast structures. By separating hubs and spokes during coarsening,
HSL learns their contrast rather than smoothing spokes into hubs, thereby mitigating hub domina-
tion and oversmoothing. The coarsening hierarchy reduces effective path lengths logarithmically,
allowing gradients and information to propagate without the exponential decay, which alleviates
oversquashing (D1 Giovanni et al., 2023)).

Our main contributions are as follows: (I) We introduce a novel framework, HSL, that constructs a
locality-aware, orthonormal, multi-scale, and sparse basis from a multi-view Laplacian (topology +
feature affinity), enabling linear construction and filtering on large graphs. HSL learns graph sig-
nals across multiple resolutions while explicitly preventing global signal mixing. (II) We rigorously
prove and empirically confirm that conventional GNNSs suffer from hub domination, oversmoothing,
and oversquashing, whereas our hierarchical local Haar construction and adaptive learning of low-
pass and high-pass filtering gains avoid all the pathologies. (III) We demonstrate that HSL achieves
state-of-the-art accuracy on both node and graph classification tasks while maintaining linear scala-
bility.

2 RELATED WORKS

Spectral Filtering: Early models, like ChebNet (He et al., [2021), used truncated Chebyshev
polynomials to approximate the eigenbasis. Conversely, Generalized Page Rank GNN (GPR-GNN)
(Chien et al, 2020) utilizes generalized PageRank weights with monomial bases for approxima-
tions. In contrast, BernNet (He et al., |2021) and JacobiConv (Wang & Zhang| 2022)) provide
Bernstein and Jacobi polynomials, respectively, to enhance the interpretability and adaptability of
the bases. ChebNetll (He et al., 2022)) addressed the issue of Chebyshev polynomials overfitting
by employing interpolation, whereas OptBasisGNN (Guo & Wei, |2023) aimed to make basis
polynomials orthogonal to accelerate convergence. Despite these developments, many of these
methodologies continue to employ dense, fixed graph-wide bases that prevent global mixing of
messages.

Hierarchical Graph Learning: Learnable pooling methods, such as DiffPool (Ying et al.
2018), SAGPool (Lee et al., [2019), TopKPool (Diehl, 2019), and gpool (Gao & Ji, 2019)), utilize
node-scoring or soft assignments to coarsen homophilous graphs at a singular resolution. These
methods incur an O(n?) computational cost (Li et al.,[2024). EigenPool (Ma et al.,2019) and Haar-
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based pooling employ an expensive eigendecomposition to coarsen the graph, incurring an O(n?)
computational cost, which constrains scalability and overlooks local heterophily (Wang et al.,{2020).

2.1 PRELIMINARIES

Let G = (V, E) be a simple, undirected graph, where V' denotes the set of vertices and F denotes the
set of edges. Its adjacency matrix A € R™>™ has entries A;; = 1if ¢, j € E and 0 otherwise, and
D = diag(A1) is the degree matrix, where 1 is the all-ones vector. Given node features X € R™*4
and normalized Laplacian L = UAU T, a spectral layer rescales graph Fourier components by
g(L)X = Ug(A)UT X, and in ploynomial spectral methods implements g with a polynomial,
g(L) = Zf:o 0, L", where R € N is the polynomial order. With k layer message—passing, a GNN
learns the graph signal as a polynomial in a symmetric propagation operator P, which essentially
induces the global eigenbasis of the propagation operator P given by

k
H® ~>"0,P" X =gp(P)X =Upgp(Ap)ULX, (1)
r=0

where UpApU} is the eigendecomposition of P and ©,. are learnable linear maps.

Real-world graphs often exhibit different levels of homophily in different regions of the graph. We
quantify homophily as Hy,, = ﬁ Z(u’v)e glWu = Yo], where y is the node label. To address
the discrepancy between nodes homophily, the sign- based message passing (SMP) (Liang et al.,
2024 (Chien et al.| |2020) algorithms introduced signed adjacency S matrix defined as Sy, = +1 if
(u,v) € Fand Yy, = Yo, Sup = —1if (u,v) € F and y,, # ¥, . So the feature of each layer is
updated as, H*+1) = O'(S H®W®)  HO) = X where S works as a propagation operator and
W is weight matrix. Using equation (I}, the k-layer SMP can be expressed as a spectral filter in the
global basis of S. To solve the sign flipping of SMP, chunked multi-track aggregation (CMA )-based
methods (Pe1 et al.| [2024) propose to split each node’s neighbors into ¢ tracks (e.g., homo/hetero)
with learned attention s;; ; and aggregate messages m; ; per track ¢ given as,

C
My = Z Sijit (H;('k)Wt)» g = 0((1 ~ B)HOWy + ﬁzmi,t). (2)
JEN(3) t=1

where o denotes sigmoid function and § > 0. The existing methods incur these two fundamental
limitations. (i) Oversmoothing occurs as the number of layers grows and all node embeddings
converge to their class means (Epping et al.,[2024). (ii) Oversquashing (Topping et al.,|2021)), which
occurs when gradients (or messages) from distant nodes decay exponentially with graph distance,
preventing long-range information flow.

3 LIMITATIONS OF EXISTING MODELS

The SMP (Liang et al., 2024) and CMA (Pei et al., 2024) methods, discussed above, have the fol-
lowing fundamental limitations: (I) Hub Dominiatoin: In many real-world graphs, it is often seen
that two small clusters A and B, with sizes |A| = a and |B| = b respectively, are each tightly inter-
connected with a large, homophilous hub H of size |H| = M (where a, b < M). Although nodes in
A and B are categorized differently, both SMP and CMA/M2M require passing messages primarily
through the same hub signals, as illustrated in Figure[T] The hub dominates the spokes’ messages,
leading to their final attributes of all the nodes blending into an indistinguishable embedding space.

(ITI) Suboptimal Basis Spectral approaches
rely on fixed eigendocpositions or polynomial
bases (e.g., Bernoulli, Chebyshev), which
have three major limitations. First, they cre-
ate dense, globally supported vectors with
nonzero weights distributed over almost all
nodes. Therefore, perturbing the signal of a
single node affects the basis functions across
the whole graph. Second, these polynomial

Cluster A Cluster B

Figure 1: Hub domination in cluster (A, B, H')
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bases are non-orthogonal across the nodes

and have a strong inter-basis correlation, allowing filtering in one frequency band to leak into others,
which exacerbates hub domination effects. Finally, the dense basis renders the model unscalable for
larger graphs due to higher computation. Theorem ] formalizes the claim L.

Theorem 1 [Exponential collapse under global-basis models] For architectures based on SMP,
CMA, or spectral filters defined in a fixed global basis, the representational distance between any
node in A and any node in B decays exponentially with depth. Consequently, after a sufficiently
large number of layers, the two become indistinguishable. (Proof in Appendix[A.)

In addition to analytical results in Theorem [I} using synthetic heterophillous graph datasets, we
empirically validated the hub domination phenomenon, as shown in Figure 4]

4 METHODOLOGY

In this section, we describe the formulation of the diffusion heat kernel-guided hierarchical tree, fol-
lowed by the basis formulation for each of the three levels. We then describe the filtering process and
provide a rigorous theoretical guarantee that the proposed HSL effectively solves hub domination,
oversmoothing, and oversquashing.
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Figure 2: Overview of the proposed HSL framework. The process begins with hierarchical graph
coarsening guided by Topology and Feature similarity. At each level, orthogonal, local bases are
constructed, followed by diagonal spectral filtering. Finally, multi-scale fusion aggregates trans-
formed messages from all levels.

4.1 MULTI VIEW LAPLACIAN AND DIFFUSION DISTANCE BALLS

Since feature similarity between nodes or regions in the graph carries profound information about
the graph characteristics, we need to take the feature similarity into account (Zheng, 2024). So,
instead of relying exclusively on the graph topology to construct the Laplacian, we have in-
corporated feature affinity as an additional insight. The feature affinity Laplacian is defined as
L® =7 - Df;alt/ Qerath;;t/ 2, where Dy, = diag(Wiey). To ensure scalability for a larger graph,
the feature-affinity weight matrix Wi, is computed from a k-nearest neighbor (k-NN) using FAISS
(Danopoulos et al., 2019) algorithm, given by

HM*%‘HQ) ; :
exp (— - , J € Ng(1),
(”ij)feat:{ 207 ()

0, otherwise,
where Ny (i) denotes the k nearest neighbors of node 7. At each hierarchy level ¢, for an active
cluster C' (or the full graph at the root), we form a data-adapted mixture of two Laplacian views as
follows

3)

2
Lmine — Zagf)L(k), ac = softmax(ge(¢c)), 4)
k=1
where gy is a lightweight network fed with cluster statistics ¢¢ (e.g., conductance, and local ho-
mophily ratio). Conductance measures the proportion of a cluster’s total edges that go to nodes
outside the cluster. The L™*¢ ensures that both topology structure features and affinity between
nodes influence the clustering process.
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To avoid clustering nodes that are structurally dissimilar and superficially related, we determine lo-
cality within each cluster C' with the heat kernel H; ¢ = exp( — thix,C)7 where ¢ controls the
locality scale (Thanou et al.,[2017). It averages information along many short paths while suppress-
ing weak, long-range connections. The diffusion distance between nodes ¢ and j is measured as
de(i,j) = |lef He,c — e Hy c||,- where e; € RIC! denote the i-th standard basis vector (1 at index
i, 0 elsewhere). For each node i, the diffusion ball at scale t is B;(i,¢) = {j € C : d(i,5) <e},
and nodes outside B;(i,¢) are treated as diffusion-distant relative to i. We encode these diffusion
distant nodes in a sparse, symmetric incompatibility matrix as

1{.7 ¢ Bt(i? E) }
Meg)ij = ————————.
( C) J DlD]
where D denotes the degree. We approximate the heat kernel using polynomials (details are provided

in Appendix [B.I). In the next section, we describe how both L,,;, and M guide the construction
of a hierarchical tree.

®)

4.2 FORMULATING HIERARCHICAL TREE AND ORTHOGONAL BASIS

We build a hierarchical tree by recursively partitioning each cluster into balanced subclusters. For
each cluster C', we combine Lyix,c and (MC)i, ;7 in a single positive semi-definite (PSD) operator,

Lo = L™C £ A\Me, A > 0. (6)
We seek a K-dimensional spectral embedding by solving the balanced relaxation as
min  Tr(UTLoU) st UTU =1Ix, UTs9 =0, (7)
UERICIxK
(0) Dl/*1 N . L
where s’ = ERETH and D¢ is diagonal matrix of the cluster. The solution is given by the K
c 2

bottom nontrivial eigenvectors of Lo, which we obtain via power iteration (Panju, [2011). Min-
imizing Tr(U " LoU) drives the minimizer U into an embedding space that is smooth under the
mixed geometry, while the penalty term A on M discourages clustering nodes that are diffusion-

distant, countering hub dominations. The balance constraint U TS(CO) = 0 enforces degree-balanced
partitions, ruling out trivial solutions that concentrate all degree mass on one side. This process
encourages nodes that are similar in mixed geometry to lie near each other in U-space, while het-
erophilous or diffusion-distant pairs are pushed far apart. Theorem 2]below guarantees that a choice
of A ensures no diffusion-distant pairs are co-clustered.

Theorem 2 Let S* = {S1,...,Sk} be a degree-balanced ground-truth partition on C, and let
Y* € RICIXK denote its degree-normalized indicator matrix. Assume: (i) diffusion cohesion: if
i,j € Sk then j € By(i,¢e); (ii) diffusion margin: if i € Sy, j € Sy, k # £, then j ¢ By(i,¢); and
(iii) geometry gap: for any degree-balanced merge S across parts, ®ix(S) — Pmix (S*) > Amix >
0, where ®,ix(S) = Tr(YTLmiX,CY) for the indicator Y of S. Let ¥, = Tr(YTMCY) >
0 over the same family of balanced merges S. If X\ > Apnix/Wmin the bottom-K eigenspace of
Liix,c + AM¢ equals span(Y™). Consequently, balanced rounding (or a linear/MLP head applied
to U) recovers S* exactly; no diffusion-distant pairs are co-clustered.(Proof in Appendix[A.2)

Given U at level ¢, the 7 th row Ni(e) = U,. serves as as the node coordinate of ¢. To resolve the
rotational ambiguity of U, we score cluster affinities with a linear head as

az(g) _ W(@)NZ(K) + p® ¢ RKZ, a%) = (QEZ))k' ®)

Margin adjustment and Soft assignments. To capture uncertainty near decision boundaries, we
(

i

% between the top two scores as
(0) O]

0 @ max — Y 2nd

/u’i - 1A i 9
@l el + 10Dl + ¢

compute a normalized margin

=103 (8)

7,max

A small ugz) indicates ambiguity (node lies near a boundary), while a large ,LLE-Z) indicates confident

separation. We obtain probabilistic memberships of the cluster, denoted as soft-assignment matrix
Ag), by applying a margin-scaled softmax as

(Ag@)ik = softmaxk(,u(e) agﬁ)), Ag) e RIVYIxKe, 9

%
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Feature and edge aggregation. Let X(*) € RIV“Ixde and A® ¢ RIVPIXIVPI genote features
and adjacency at level £. We coarsen by probability-weighted aggregation given by

x e+ (Age))TX(z) € REexde AW+ (Agz))TA(E)AgE) c REexK: (10)

Nonzero entries of Ag), ie., (Agz))ik > 0, establish parent—child relationships, resulting in the
hierarchical framework employed in the subsequent Haar construction. So, the feature of each
coarse node is the sum of the features of its children, weighted by their probabilities. The coarse
adjacency is the sum of all the fine-level connections between the child sets. The coarsening loop
continues until the size of the coarse graph meets the configurable limit A: [V (%)| < h. Then, the
tree is used to determine the class-aware multiway Haar basis U(“) at each level.

Basis Formulation. Since the coarsest (last) layer collapses all nodes into a single cluster, we use
a bottom-up scheme. We compute the Haar basis at the coarsest layer and then recursively lift it to
obtain bases for all finer (upper) levels. The details are given below.

A. Coarsest level. At the coarsest level L let a graph/cluster consist of K = |V (¥)| supernodes,
The basis U(F) € REL*KL s calculated in two steps:

(i) Global Scaling Vector (degree-aware). The first basis vector is the degree-weighted constant

uECL ) = %, which captures the low-frequency (average) component across all K, nodes.

2
(ii) Orthonormal Wavelets (degree-aware). Index the supernodes by ¢ = 1,2,..., K, and let
v; = dl(-L) be their degree masses. For each wavelet ¢ = 1,2,..., K; — 1, define prefix/suffix
degree masses Va(q) = Y&, v;,Vg(q) = Zfiﬁﬁl v;. Define the g-th Haar wavelet w((zL) € RE:
by

Ve(9) < i<
wi) (i) = \/VA(q>(vA<q)+vB(q)) , lsise (an

Va(q) .
_\/ B(2)(Va(a)+Vs(q)) ’ g+1<i< Ky .

Now it is easily realizable that 3% wi? (i) = 0, w2 = 1, and (WS, W) = 0 for p # q.

B. Finer levels. Next, for each finer level { = L — 1, L — 2, ...,0, we build the basis U®) in three
steps:

(i) Propagate the Scaling Vector. Given the coarser scaling vector u( e RV and the
soft-assignment matrix ALY e RIVOIXIVERY] (e Tift the constant component as follows:

u® = A D e RV (0 o T (12)

(ii) Intra-Cluster Wavelets (between clusters). At level ¢, let the graph be partitioned into K,

clusters Cfé), 02(13)7 . C’(i). Let the cluster degree masses be v(é) = >, d([) 52 Wavelets

between these nodes in one cluster are calculated according to equation (TT).

(iii) In-Cluster Wavelets (inside a cluster). Let C,(f) be a cluster at level ¢ with membership vector
(e) (A(Z)) € R‘V(m. Label its ny nodes by i 1,...,% n,. Foreachsplitr =1,...,n; — 1,

deﬁne the degree-weighted masses avg » = > d( (Z) oo B = D0k d9 s (Z) .- Then

J=1 ik sz, J=r+1 Vg, zk

. ©] .
the in-cluster wavelet w'". € RIVI is

Br,r ) ‘
_ \ < r
in ko J=T,
w® (i) = { Qo T By M+
RN Q. r ()
_ Gkr (O
Qg r + Bk,r g k7

andwi (i) =0fori ¢ C7.  (13)
J>,

Each such wavelet has zero mean on its cluster, unit norm, and is orthogonal.
Stacking the scaling vector and all in-cluster wavelets gives the orthonormal basis

U — [ug? || W(z) W@) c R|v(2)‘><|v(l)|. (14)

inter || intra ]
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Figure 3: (a) Signed Haar Basis. On a 28-node synthetic graph, each column represents a sparse,
highly localized wavelet with coefficients concentrated on a small node cluster; blue represents
positive, red represents negative, and saturation represents magnitude. (b) Eigenvector Basis In
contrast, eigenvectors are global (low sparsity), distributing mass evenly over the graph. (c) Haar
locallty (hop-energy): For every Haar vector hy, set the per-node energy e;(hi) = hy(i)?/||he|3.

Let ¢* = argmax; [hx(i)|, and for hop shells s € {0,...,4}, compute >, 4o (; i) €i(x). The
heatmap shows that more than 85% of the energy is inside two hops, which shows that it is tightly
confined within one hop neighborhood. (d) Eigenvector Basis: Eigenvectors distribute energy more
uniformly across hops 0-4, signifying inadequate localization and demonstrating the merging of
distant cluster signals (hub aliasing). For comparisons of polynomial bases, see App. F.1.

We then filter the node features of every hierarchy graph as, H(") = U A U®OT X where
A is a learnable diagonal matrix of low- and high-pass gains. This ensures full coverage of every

node and cluster with no redundancy. This operation is diagonal in the Haar basis (no cross-mixing).

(6) )

The low-frequency gain gs.* and wavelet gains ; * are learned.

4.3 PREDICTION TASK

For node-level tasks, we compute each node’s final embedding by additive unpooling H ;=H ](.0) +
25:1 Zi:j cc® H i(é) , so that every node carries its base feature plus the pooled summaries of all

clusters across different scales it belongs to. For graph-level tasks, we coarsen until the number of
nodes is |V (%)| = 1. We then use the embedding of this final supernode for graph classification.
The total loss is defined as Liota) = Lcog + Adiv Ldiv, Where Leg is the standard cross-entropy,

V@)‘ K,

Laiv = Z Z ZA(f?k IOgAmkv

i=1 k=1

maximizes the entropy of each node’s (Ag) );:-Adiv balance the auxiliary terms.

4.4 THEORETICAL PERSPECTIVE

Because U[Wscating, Winters Wintra] € RY*¥is orthonormal, projecting any signal onto these
subspaces separates its energy into global average, inter-cluster contrast, and intra-cluster varia-
tion without leakage. The basis has both low-frequency and high-frequency directions. The scaling
wavelets Wq1ing capture degree-weighted low-frequency directions of the cluster. The inter-cluster
wavelets Wy, capture the differences (high frequency content) across neighbouring clusters by
separating differences at the boundaries. In Fig. [3] we showed how Haar basis energy is only
found within a two-hop, closely linked neighbor. Spectral convolution employing the Haar basis
enhances or preserves high-frequency signals for small spokes without expanding or mixing signals
with the rest of the graph nodes or cluster, thereby preventing hub domination and oversmoothing.
Finally, the hierarchical coarsening shortens communication pathways (logarithmically in depth),
which keeps Jacobian norms from getting too close to zero and prevents oversquashing. The subse-
quent theorems formalize the aforementioned claims.

Theorem 3 A spectral filter based on orthonormal and local basis holds any region-specific signal
pattern confined under filtering. (proof in Appendix[A.3)
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Theorem 4 Let A, B, H post-filter centroids are pia, up, pig and set Aap = ||pa — pBl|, Aag =

lea — pr|l, then ﬁﬁ > ,/aj\—_&(l — \/LM) > 1. Thus HSL model avoids hub domination

regardless of the hub size M. ( proof is in Appendix[A.4)

Theorem 5 Regardless of the number of layers in the proposed HMH layer, it overcomes the over-
smoothing and oversquashing problem. (Proof is in Appendix[A.3))

Table 1: Graph-classification accuracy (%) comparison on TU datasets. Mean is £95% CI and ’-’
means no result found

Method PROTEINS NCII1 NCI109 MUTAG D&D IMDB-M REDDIT-12K Mutagenicity
GCN 75.17£3.63 76.29£1.79 7591+£1.84 69.50+1.78 73.26+£4.46 50.391+0.41 443£1.6  79.81£1.58
GraphSAGE 74.01+£4.27 74.73+1.34 74.17+£2.89 71.39+1.53 75.78+£3.91 48.13+1.36 453£0.6 78.75£1.18
GAT 74.72+£4.01 7490%1.72 75.81+£2.68 70.814+1.68 77.30£3.68 45.671+2.70 439+1.8 77.89£2.05
DGCNN 79.99+0.44 74.084+2.19 78.23+1.31 76.3£1.6 70.06+1.21 81.34+2.68 - 80.4141.02
DiffPool 68.90+2.95 77.73+0.83 77.13+£1.49 79.224+1.02 78.61£1.32 51.314+0.72 448+15 80.78%1.12
EigenPool 70.84+£1.06 77.244+0.96 75.99+1.42 — 78.63£1.36 49.811+0.48 4423£13  80.11£0.73
gPool 71.71£1.75 76254139 76.61£1.39 67.85+1.38 77.02£1.32 483£1.6  44.35+0.76 80.30+1.54
SAGPool(G) 71.72+£2.19 77.88+1.59 75.74+£1.47 76.78+2.12 78.70£2.29 49.471+0.56 423£1.6  79.72£0.79
GMT 75.09+0.59 76.3542.62 — 84.44£1.33 78.72+0.59 50.66+0.82 43.63£2.6 81.32+2.32
TopKPool 70.48£1.01 67.61£3.36 73.63£0.55 77.61£3.36 73.63+£0.55 48.59+0.72 45.3+1.43 82.45+1.32
SEP (Wu et al.||2022) 75.2240.63 74.83£1.49 76.58+1.04 85.83+£1.49 78.58+1.04 50.78+0.75 453£1.6 79.1£1.2
HMH (ours) 75.8+2.1 78.9+2.5 80.7£2.0 94.50+1.8 79.7+1.8 52.5+2.2 43.1£1.2 81.7+1.8

5 EXPERIMENT AND RESULT

Setup. We evaluate HSL on standard graph-classification and node-classification benchmarks. All
results are reported as mean = 95% confidence intervals over 10 random splits. Baselines are run
from authors’ public implementations with hyperparameters tuned on validation sets. The details of
the complete protocol are presented in Appendix

Synthetic Datatsets: In addition to the theoretical guarantee provided in theorem we
construct a synthetic dataset and measure the cluster separation ratio r(L) for L =
0,...,10 message propagation layers. ~ As shown in Figure {] baseline models exhibit
rapid (approximately exponential) decay in r(L), indicating collapse, whereas HSL pre-
serves the separability between clusters A and B even in the presence of a large hub H’.

Graph Classification. We evaluate on TU graph- —o— swe
classification benchmarks: PROTEINS, NCI1, NCI109, 081 e el
Mutagenicity, IMDB, and REDDIT-12K. Dataset char- ey
acteristics and hyperparameter choices are provided in )
Appendix We choose well-regarded Hierarchical

pooling and strong graph-classification models as the

baseline, such as DiffPool (Ying et al.l 2018), SAGPool 021
(Lee et al.l 2019), TopKPool (Diehl, 2019), Graph U-

Separation Ratio r(L)

Net (Gao & Ji 2019), ASAP (Ranjan et al., 2020), and v e
graph ClaSSIﬁeI'S DGCNN (Phan et al., 2018), SEP (Wu Figure 4: Hub Separation ratio
et al., [2022)

Graph Classification Results. HSL yields consistent gains over all baselines (Table [I)), improv-
ing test accuracy by +7% on MUTAG and +2% on PROTEINS. On molecular benchmarks (EN-
ZYMES, PROTEINS), our method matches or exceeds diffusion-based pooling approaches (Diff-
Pool, EigenPool) while requiring no dense, expensive eigendecomposition. Ablations study on the
diffusion barrier, basis components, and gain parameterization are provided in Appendix [6]

Node Classification. Various benchmark datasets spanning homophilous (Cora, Citeseer, Pubmed,
etc.) and heterophilous (Chameleon, Squirrel, Texas etc.) graphs are used for performing the node
classification task. In Appendix [B] the attributes of the datasets, Preprocessing, and hyperparameter
settings are presented. As suggested by Platonov et al.[ (2023), we use the filtered variants (with
duplicate edges removed) for the Chhamelon and Squirrel datasets.

Node Classification Result. We choose well-regarded, leading spectral/polynomial-filter methods
as Baseline, such as SIGN (Frasca et al.,|2020), GPR-GNN (Chien et al.,[2020), EvenNet (Lei et al.}
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Table 2: Node Classification accuracy (%) comparison with baseline models across all datasets.

Method Cora Citeseer Actor Chameleon Squirrel Texas Wisconsin Cornell

FAGCN 87.42 4+ 2.10 76.35 + 1.70 35.67 £ 0.90 36.98 £ 2.30 42.20 £ 1.80 77.00 & 7.70 86.55 + 2.36 84.41 £ 3.80
ACM-GCN  87.91 £0.90 77.32 £ 1.70 36.28 £ 1.00 38.93 &+ 1.80 44.40 4+ 1.80 87.84 £+ 4.40 74.19 £ 3.15 88.14 £ 6.00
ASGC 85.35 + 0.98 76.52 + 0.36 35.41 £ 0.80 37.38 £ 1.06 46.91 £ 0.89 75.34 £ 2.30 87.25 £+ 1.63 87.32 £ 2.30

GPR-GNN  82.82 + 1.30 70.28 £ 1.40 31.47 £ 1.60 39.27 £ 2.30 46.09 £ 1.30 87.91 4 1.32 91.08 4 1.79 90.57 + 1.96
ChebNet 79.72 +£1.10 70.48 £ 1.00 27.42 £ 2.30 41.20 £ 1.20 39.82 £ 0.80 86.28 +2.62 91.71 £ 1.62 83.91 £ 2.17
ChebNet I 83.95 £+ 0.80 71.76 £ 1.20 33.48 £ 1.20 42.50 + 3.10 46.40 4= 1.10 88.28 £ 1.47 90.45 £ 1.22 88.30 £ 1.48
BernNet 82.96 + 1.10 73.25 4+ 1.00 37.92 £ 0.80 39.80 +£ 3.40 44.68 £ 1.50 86.62 + 1.37 91.72 4+ 1.27 92.13 £+ 1.64
JacobiConv ~ 84.12 £ 0.70 72.59 £ 1.40 36.61 = 0.70 42.90 £+ 1.90 48.65 + 0.80 93.44 £ 2.13 92.98 + 1.84 92.95 + 2.46
OptBasisGNN 81.97 £ 1.20 76.46 £ 1.60 38.84 £ 1.30 39.70 &+ 2.40 45.66 4+ 1.10 87.32 £ 0.80 91.55 £ 1.68 89.43 £ 4.50
Specformer  82.27 £ 0.70 73.45 £ 1.40 40.12 £ 0.60 41.10 &+ 1.20 48.24 4+ 0.90 91.34 £ 3.40 91.33 £ 1.95 93.43 & 3.50

HSL (ours) 88.9 + 0.6 79.2 +0.8 43.3 + 0.7 419+1.2 50.9 + 0.9 91.5+10 9226+185 93.7+£09

2022), ChebNet IT (He et al.,|2022)), BernNet (He et al., [2021}), JacobiConv (Wang & Zhang} |[2022),
and UniFilter (Huang et al.| 2024). Across most of the dataset, our model consistently outperforms
(Table[2) all baselines with gains up to 2% on citation networks and up to 3% on highly heterophilous
graphs squirrel, demonstrating that multi-scale Haar filtering yields more discriminative embeddings
than fixed, local polynomial spectral filters.

Ablation Study. We ablate four components of HSL. (i) Topology-only mixing: Excluding
Lteny from equation @]) reduces the accuracy on feature-informative datasets, such as Muta-
genicity by ~2.1% and Chameleon by ~ 2.3 %. (ii) No diffusion barrier: By Substituting
(A = 0 in equation () we drop Mc constraints, which then allows unrelated nodes to clus-
ter together reducing the accuraccy of Chameleon by ~5.2 % and Squirrel by ~4.8 % (iii) No
degree-aware basis: Substituting a degree-aware basis of equation by a eigendecompo-
sition of L, incurs additional (n?) computation cost and reduces the accuracy of the graph

learning task; reducing accuracy for Actor by ~1.6pp and Squirrel ~1.9pp (v) Without bal-

anced relaxation: We omit projection U s£°> = 0 in equation lb during subspace iteration,
which may allow the eigenvector to carry a constant/near-constant direction impairing cluster bal-

ance. The accuracy of a highly heterogeneous graph, such as Chameleon, dropped by ~6 %.

Scalability. HSL scales linearly with  Taple 3: Ablation study on HSL variants (mean=std over 5

graph size. For n = [V nodes, geeds).

m = |E| edges, and feature dimen-

sion Cg’o eai? for&vm?lﬂbackward pass Variant Mutagenicity Actor Chameleon Squirrel
COsts m na). € memory cost

) (md + ) y Full HSL (ours) 944 + 48433 £ 0.741.8 £ 1.250.9 + 1.4
is O(n + m), storing only sparse ad-

. : Topology-only 89.8 £ 0.7 41.1 £ 1.0 39.5 £ 1.5 49.2 + 1.4
jacencies and wavelets. In contrast, % CO 88.1 + 0.6 38.9 + 1.2 36.6 = 1.7 46.1 + 1.6

almost every graph pooling baselines  wjo degree-aware Haar 89.0 + 0.6 41.7 & 0.9 40.1 + 1.3 49.0 & 1.5
incur O(nz) time complexity Lietal. w/o balanced relaxation 88.4 + 0.5 37.8 £ 1.3 37.4 + 1.8 45.0 £ 1.7

(2024).

6 CONCLUSION

We introduced HSL, a locality-first, multi-view, multiresolution framework for learning on het-
erophilous graphs. HSL estimates diffusion neighborhoods and enforces a diffusion barrier to pre-
vent spurious co-clustering, then solves a balanced spectral relaxation to obtain soft assignments for
hierarchical coarsening. At each level, it builds a strictly local, degree-aware, orthonormal Haar
basis—whose energy is confined to small neighborhoods—and applies diagonal spectral filtering
with learned gains, amplifying boundary-aligned (high-frequency) contrasts while smoothing ho-
mogeneous (low-frequency) regions. This design avoids dense global mixing and expensive full
eigendecompositions, operates in near-linear time, and directly mitigates hub dominations and over-
squashing. Theoretically, we establish the effectiveness of multiresolution learning with respect
to the basis that can adapt and respect the locality of graph regions. Empirically, HSL matches
prior state-of-the-art on node classification and delivers strong improvements on graph classifica-
tion, while retaining linear scalability. Future research will extend HSL to dynamic graphs and
temporal graphs.
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REPRODUCIBILITY STATEMENT

The algorithm is comprehensively described in our Methodology section, enabling readers to easily
understand and reimplement it. We’ve also uploaded our entire code as supplemental information.
Each section of the code has been clearly marked to correspond to the related theory in the Methodol-
ogy, allowing for easy cross-referencing. In the Appendix, we include a table of all hyperparameters
used in the study. The supplementary code includes a Jupyter notebook for graph classification,
where we train and test our model on the MUTAG datasets, demonstrating that it achieves 95% test
accuracy and outperforms a well-known state-of-the-art method by at least 7 percentage points. We
provide a Jupyter notebook for node classification on the heterophilous Cornell dataset, in which
we train and test both our approach and the strong baseline GPRGNN, and present a side-by-side
comparison of the findings.
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A APPENDIX

A.1 PROOF OF THEOREM 1

Case I: Hub Domination in SMP: Consider three clusters A, B, and H’'. The tiny clusters or
spokes A and B of size a = |A| and b = |B| are attached to a common hub H' of size M = |H’|
with M >> a,b. Let the cluster mean features for A, B, and H' is iy € R%, ug € R%, upr € R?,
respectively. To proceed further, we need the following two assumptions:

Assumption (i) The spoke—spoke expected representation gap is small compared to the spoke—hub
expected representation gap, reflecting that the hub’s expected representation is well separated from
that of the spokes. We can define the base spoke—spoke and spoke—hub expected gaps as

50 = EuGA,UEB HhSJ,O) - hq()O) H27 A0 = EuEA,hEH Hh7(1,0) - hzo) H2 (15)
So the ultimate spoke-spoke and spoke-hub gaps can be written as
8= [lpa — ppll2; and A = ||, — pp][,- (16)
(ii) The hub’s size M is sufficiently larger than the combined size with the weighed geometric factor
(A/d),ie, M > % (1+¢) forsomee > 0.

Let the signed adjacency is S, = +1 if (u,v) € E and y,, = y,, and Sy, = —1 if y,, # y,. The
SMP update is given by

HED — sgFw® - wk|, =1, HO =X. (17)
Taking the norm in equation (I7), we can write
s HOW®, < |50,

In addition, two consecutive steps of the SMP can be expressed as

H+2) S(S H(k)W(k))W(k+1) ~ S2 k)

Since there are no edges between A and B, a walk from a node in A to another region of the graph
must pass through H’. Similarly, a walk from a node in B to another region must pass through H’.
Hence for u € A, v € B, and any h € H' the second layer embedding can be expressed as

WP =(8*X)u=> > X

weEH zeN(w)N A

(18)
+ ) > Xu ~ Mpg+(a—1)pa,
zEN(u)NAwEN(z)NH
Similarly, for node v and h the following can be written as follows,
WP ~ Ml + (b= 1) pp, (19)

12
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WD~ M ply + (a— 1) pa+ (b— 1) . (20)
By subtracting equation (I8) and equation (I9), taking the norm, and applying the definition in
equation (T6), we obtain

R = P2 < 1@ = 1) pa — (b= 1) 2

(21)
<(a+0b)||pa—pBll2 = (a+0b)d.

By subtracting equation (I8) and equation (20), taking the norm, and applying the definition in
equation (T6), we obtain

th(f) _ h22)||2 > ||M,uH — ((a —Dpa+ (b— 1)#3)”2 —(a+b)6 22)
> MA—(a+b)é
Dividing equation by equation gives
(2) _ (2
hi’ — by ||2 < (a+Db)o < r 7 r:a+b. 23)
||h1(¢2)*h§2)”2 MA—(a+b)d 1+4¢€ M
So that after L = 2k layers equation becomes,
hE — i k [L/2]
e (o) ()
1+e€ 1+e€

L L —
1R — Bl

Since r < 1, we can write 7 < 1. Therefore, spoke-spoke separation diminishes exponentially in

relation to the spoke-hub separation across the layer of SMP.

Case II: CMA Setup: Each node i at layer ¢ has embedding hz(-@ € R4, with fixed base features
hz(-o). A linear projection of the embedding can be expressed as

2 =Whi" e RY. (25)

Before proceeding further, we need the following standard assumptions:
Assumption 1: Uniform bound. There exists ' > 0 such that

|zl <F  foralljeV. (26)

Remarks. This is a mild boundedness condition on the projected representations at the working

layer ¢. If ||W{]s < C and ||h§-e) || < B satisfy uniformly in j, in which case one can write F' = C'B.
Thus, the bound is trivially satisfied.

Assumption 2: The spoke—spoke expected representation gap is small compared to the spoke—hub
expected representation gap, reflecting that the hub’s expected representation is well separated from
that of the spokes. We can define the base spoke—spoke and spoke—hub expected gaps as

S0 = Euea,ven [0 — ||, and Ag = Euea, nen |1 — hELO) (27)

I
given the hub dominance, we can assume 6y < kA where 0 < k << 1.
Assumption 3: Hub dominance. Let 7y is a probability vector based on the hub set H' (for
instance, degree-weighted: 75 (h) = deg(h)/ >,y deg(h’)). For each node i € V/, the attention
distribution 7; across its message sources decomposes as

7 = (1= pi)mr + pits, 0<p <p<l, (28)

where ¢; is an arbitrary probability distribution supported on N (7). A (1— p;) portion of i’s attention
mass is pooled from the hub via the fixed hub mixture 77/, while the other p; fraction is shared
among its local neighbors according to ¢;. The global constant p < 1 sets the maximum value for
all p; and measures the “strength of hub dominance”- the smaller p, the stronger the dominance of
hub messages.

The aggregated message is for node 7 in the graph G is

m; = Zm(j)zj. (29)
J

13
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According to the CMA algorithm, the single-layer update is defined as

P = (1= p)n” + Bms, B e (0,1]. (30)
We can define the hub means in the projected space by using the probability vector 7wy as
Wiy = Z wr(h)zp. 31
heH'

From equation (28)) and equation (29), we can expand the updated mesage m; for node i as follows,
mi = [(U= pi)mae () + pigi(i)] 2 = (L= pi)uiys + piriv, (32)

J

where 7; =3~ ¢i(§)z;.

Since ¢; and 7y are probability vectors and by equation (Z6) in the Assumption, we can rewrite
following expression

17l <> @@zl < F, el < mae(h)llznll < F. (33)
J heH

Using the bounds in equation (33)), the equation (32) can be rewritten as follows,
mi = pg + pi(mi — pip).- (34)
For any u € A and v € B, using equation (34),
My = My = pu(ha — W) = po(e — ). (35)
Taking norms and applying the triangle inequality to [35] we get,
M —moll < pulliw — i |l + pollmw — pipll- (36)
For a node u € A using equation (33), we can wrtie
0 = pip |l < llmull + G || < 2F. (37)
Similarly, we can prove the following for node v € B:

7720 = g || < Al + [l | < 2F (38)

Combinining equation and equation (38) and given p,, p, < p, equation (36) can be written as
|, — my|| < 4pF. (L1)
Substituting ¢ = w and ¢ = h into equation (34)) and substracting them follows,
My —Mmp = pu(mu - ,Uj—l/) - ph(mh - ﬂ;—l’)'
The same bound as in equation (36), equation (37), and equation (38) applies, yields,
[l — my|| < 4pF. (L2)
For u € A, v € B, using equation (30), we can write
WD — R = (1= B)(h = b)) + B(mu —ms). (39)
Taking norms, using equation , and recalling Eyc 4 ven tho) O || = do the equation ||
can be written as
1S = RV < (1~ B)do + 4BpF, (40)
Similarly for u € A and h € H we can write using equation (30)

PEED =1 = (1= ) = 1) + Bl — ). (40

14
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Using reverse triangle inequality, using equation 1' and recalling E,c A nen ||th) — h;lo) | =24
yields
|hD =By = (1= B)A0 — 4BpF., “2)

Now define the per-layer separation ratio

1 1
0 _ Bucaes [ —hi')|

= . (43)
Eueanern [0 = 1|
Using the bound in equation and equation we can rewrite equation as follows,
P41 o (1 —B)do +4BpF R®1)

(1 - B)Ag —4BpF
The denominator in equation (R1) is (1 — 8)A¢ — 48pF. For fixed 8 € (0,1) and F > 0 it is
positive whenever

1
1—B)Ao > 48pF —— Ao.
(1= D0 > 48pF = p< Ao

Thus, decreasing p (stronger hub dominance) or increasing A (clearer hub—spoke margin) ensures
the denominator is positive. Employing Assumption 2, we get 7 < 1. So the[RT|can be writtens as

IhS — Y|

L @y =" (44)
I =

where 17 < 1. For the L layer, we can write,
L) (L)

L L —
1R — ni|

We can state that the spoke—spoke separation decays geometrically relative to the spoke—hub sepa-
ration as depth increases, so CMA concentrates information toward the hub.

Case III: Global Basis. Let G = (V, E, w) be an undirected weighted graph with a symmetric
Laplacian L € R™*" Its eigendecomposition is

L=UAU", U=uy - u,], U'U=1I A=diag(\y,...,\), (46)

where {uy }}._, are orthonormal eigenvectors with eigenvalues { A }7_,. According to the figure[l]
there are no edges between A and B. We can define the global spectral filtering f : R — R as

d=f(L)=UfNU". (47)

A global spectral filter is any matrix function

© = f(L) = UFMU',  f(A) =diag(f (M), .-, f(A))-
T. TCI).

Fori € V let e; € R™ be the coordinate vector and set the ith row of ® as ;' :=¢;

Assumption: Hub Dominance. For each eigenvector uj, we can define the degree-weighted hub

mean as
(i) = 2nen Do)
> nen dn
Then, there exist nonnegative numbers {dy }7'_; such that
) — < =1,...,n
max |ur (i) — i (H)| < 6 forallk=1,...,n (48)

Remark 1 Hub dominance ensures that dy, is small. At any spoke node i € AU B, the eigenvector
equation (Luy) (i) = Apug (i) forces ug (i) to be a weighted average of neighbor values. When most
of i’s neighbors lie in the hub H, uy, (i) must be close to the hub average 1,(H ), resulting in a small
0. Larger and denser hubs shrink dy, further. This hub-dominance condition informally states that
each eigenvector is nearly flat on the spoke sets and tied to the hub average.
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%| The i-th row of ® can be written as,

ri =e] ®=e]UFMNUT =) f(h)unli (49)
k=1

For a € A,b € B using the equation , we can write as follows,
I 7Zf () (un(a) — ug (b)) uy . (50)
Since {uy } forms an orthonormal basis, Parseval’s identity [Poulin (2020) gives

lra =7y IIZ—Zf (M) (wn(a) — ur(v))”. (51)

From the hub-dominance condition equation (@8],
ur(a) — uk(b)] < lur(a) — p(H)| + [ur(b) — px(H)| < 20y.. (52)
Plugging equation into equation (51)) and taking square roots yields

n 1/2
leq ® — ey @2 < 2<Zf<m2 62) , (53)

k=1
where 7; = e;¢. Aso plugging equation into equation gives
Ira =ll, < 2[|£(A) ][, (54)

Since (P XW); = r; XW, we have

H(@XW)a — (BXW)llz = [[(rg =1 )XW Iz < [lrg =7y |2 [ XW ]2z, (55)
Using equation (54), we can rewrite the equation (35) as
" 1/2
[(@XTV)o — (@XW)llz < [ XW ]2 -2<wa>26%> . (56)
k=1

Multi-hop message passing. Take the random-walk Laplacian L, = [ — P where P = D~1A. A
pure k-hop propagation equals

(I)k - Pk (I Lrw) fk(Lrw)7 fk‘()‘) = (1 - )‘)k (57)
Now given the k-hop filtering is fi and L = L., gives, for any a € A,b € B. we obtain

. 1/2
le) P* — e P¥|, < 2(2(1 -\ 5J> : (58)

J=1

For L.y, the trivial eigenpair is A\; = 0 with u; « 1, so §; = 0. Given that the graph is aperiodic,
we can define

pi= r§1§§<|1—/\j| < 1. (59)
Then. it holds that
n 1/2
leq P* — ey P2 < 2p’“<26§-> : (60)
j=2

Thus, the difference contracts exponentially in hop count k. The same reasoning applies to any
polynomial-in-P (or L) message-passing kernel. So using the fact that r_e, P* we can write

n 1/2
[rq P* =1y P¥lls < 2p" (Zé?) : (61)
j=2
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Substituting equation (61)) into equation (53)) gives

n 1/2
[(@XW)a — (PXW)sll2 < IIXW||2-2<ZP'“5(2“)> : (62)
k=1

Defining

n 1/2
C=|XW|s- 2(255) <1,

j=1
‘We obtain the concise rate bound

J@XW), — (@XW)yll < C-p".

Assume the feature head is normalized, || XW||a—2 < 1. Now Given the ; << land 0 < p < 1,
the geometric factor p* dominates the decay. So the embeddings contract at the strict geometric rate
p € (0,1). Hence, as k — oo, the right-hand side decays to zero exponentially, and the embeddings
of a and b become indistinguishable.

A.2 THEOREM 2
For U € RICE with UTU = I and U s{Y = 0, define
E\(U) := Tr(UT (Lmix,c + AMc)U). (63)

Since Y* € RICIXK denote its degree-normalized indicator matrix according to diffusion, cohesion,
and diffusion margin we can write Tr(Y*" McY™) = 0. Hence we can write,

E\(Y™) = ®pix(S™). (64)

(Discrete exactness). Let S be any other balanced partition that merges node across parts of S™,
and let Y be its degree-normalized indicator. By the mixed-geometry gap and incompatibility mass,
we can write, U(S) := Tr(Y T M¢cY),

E)\(Y) = (I)mix(S) + )\\I](S) > (I)mix(S*) + Amix + )\\I/min-
Thus, if
A > )\* = Amix/\:[/min» (3)

then E(Y) > E(Y™*) with strict inequality whenever S merges across parts. Hence, Y* is the
unique minimizer among balanced indicator matrices.

(Spectral relaxation). Consider any feasible U that is orthonormal and balanced. Then, we have
(@ If Tr(UT McU) > 0, then U mixes across ground truth nodes. Given the diffusion margin

Te(UTMcU) > Ui, 4

using equation (63)), equation (64), and equation (A.2)), we get
EA(U) Z A\IJmin > q)IIliX(S*) + Amix > E)\ (Y*)

Hence no minimizer can have positive barrier.

(b) Let U* minimize E). Since M is strictly positive on cross—part pairs (i.e., (MC>ij > 0
whenever i € S, j € Sy, k # {), the only way for the cross—part node mass (M¢, P*) to be zero is
that P* := U*(U*)" has no off-block entries. Equivalently, P* is block-diagonal with respect to
the ground-truth partition S*. So from (a), we can write Tr(U* " McU*) = 0. So given (M¢);; > 0
foralli € S;, j € Sy, k # £ (diffusion margin), Tr(U* " McU*) = 0 forces

(U*U*T)ij =0 forallic S}, jeS;, k#L, (S6)
i.e., the projector U*U* " is block—diagonal w.r.t. S*. After an orthogonal change of basis in the
columns, each column of U* can be taken to be supported on a single part .S};.

17



Under review as a conference paper at ICLR 2026

(c) Within-part optimal directions. Inside any fixed part S}, the mixed Laplacian Rayleigh quo-
tient is minimized (uniquely, under the balance constraint) by the degree-normalized constant on that
part (the corresponding column of Y*). Any vector orthogonal to that constant has strictly larger
Rayleigh energy. So let’s fix a part S}. Over vectors v supported on .S} and orthogonal to sg)), the
Rayleigh quotient
T

Lpix

R(v) = %
[oll3

is minimized uniquely by the degree—normalized constant y;; on S};. Because we must pick exactly
K orthonormal directions overall and each lives in a distinct part by (b), the optimal choice is one
constant per part. So given any v L yj has R(v) > R(yy). Therefore, among all K—column
block—supported U, the minimal trace

K
Tr(UT Liix.cU) = Y Rl(um)

m=1
is attained by choosing exactly one constant per part, so

span(U*) = span(Y™). (65)

(d) Bottom-K eigenspace. Let Ay := Lyix.c + AM¢. Any orthonormal basis of span(Y ™) min-
imizes the relaxed objective, hence the optimal relaxed subspace equals the bottom—K eigenspace
of A on the balanced subspace. If Ax1(Ay) — A (Ax) > 0, this subspace is unique up to rota-
tion, and standard balanced rounding (e.g., K—means on rows or a lineart/MLP head) recovers S*.
Conclusion. For A > )\, every minimizer of the spectral relaxation spans the degree-normalized in-
dicator subspace of S*. Equivalently, the bottom- K eigenspace of Lyix,c +AM¢ equals span(Y™),
so balanced rounding (or a simple MLP head) recovers S* exactly.

A.3 PROOF OF THEOREM 3

Set up two distinct, non-overlapping small clusters A, B C V, next to a significant hub region
H' C V,ensuringthat ANB =@, ANH =@, BNH =&.Letxy and zpg be unit-norm
normalized indicator signal vectors that exist only in clusters A and B. This means that (z4); = 0
for every node i ¢ A.

Let F : RIVI — RIVI be a single linear filter. A stack of L layers of a filter is defined as F(%) =
Fr -+ F1, where each F is a linear filter. The separation ratio of two cluster signals after L filtering
layers for pre-filtering embeddings is given by

F s Pl

lza — 28,

r(L) = |

The filter used on region A takes the form F(%)z 4, and the filter used on region B is referred to
asFD) g B. The filter I’ (L) is diagonal in the localized orthonormal basis, which means that it shifts
the scale of each coordinate by the gains gi. We will show that (F’ L) g 4, F Ly B) = 0, which
means that there is no cross-region leakage. We will also show that the difference between the two
signals after filtering stays the same within a scaling factor, precisely, gmin < 7(L) < gmax. This
suggests that the filter restricts regional patterns and preserves their contrast, modifying only their
magnitude through diagonal gains.

Let T = [t1,...,t,] € R™ ™ be an orthonormal, spatially localized basis (T'T = TTT = I)
whose bases have disjoint supports across the regions A, B, H, where every column ¢, is supported
fully inside exactly one of A, B, or H. We can define the index sets as ,

Qa4 :={k:supp(ty) C A}, Qp:={k:supp(tx) C B}, Qm:={1,...,n}\ (Q4aUQB).
Assume each layer Fy ({ = 1,..., L) is diagonal in the T-coordinates:

F, = Tdiag k)17, h eR.

18



Under review as a conference paper at ICLR 2026

Then the L-layer stack equals

L
FO = Fp- P = Tdiag(g)TT,  gr:=[[ 1.
=1

Now, any signal = € RIV| can be expanded as = = T'c, where ¢ = T'" 2. Localization means that an
A-supported component has coefficients supported only on 4. So we can write,

l‘AZTCA, (CA)kZOfOI'kI¢QA, .%‘BZTCB, (CB)k:OforkgéQB.
Since 7T is orthonormal, (x4, 25) = cjcg = 0, and ||z|]2 = | T " z||2.
No cross-region leakage. Using F(') = T'diag(g)T"",
. T/
(FHay, FPp) = (diag(g)ca) (diag(g)es) = > gi (ca)i(cn)e =0,
K

because the supports of ¢4 and cp are disjoint.
Separation bounds. From orthogonality and disjoint supports,

lza = 2513 = lleall3 + lleall3. (66)
Applying F) gives

IF P2y — FPap|3 = |diag(g)ealls + ldiag(9)enls = Y gi((ca)i + (cn)i)-
k

Let gmin = ming |gx| and gmax = maxy, |gx|. Then
Gmin (leall3 + llesl3) < IFPza — FPap|3 < ghax(leall? +llesl?).
Combining with equation (66) and taking square roots yields the separation ratio
- |FEzy — FEzg|,

lza — zBl2

satisfies  gmin < 7(L) < gmax-

Under diagonal, region-localized filtering, A and B maintain orthogonality regardless of how many
layers there are. The only thing that affects their separation is the coordinate-wise gains {gy}: the
ratio r(L) is squeezed between the smallest and largest magnitudes of those gains.

A.4 PROOF OF THEOREM 4

At Level 2 of the hierarchy, we are applying the HSL algorithm. Let’s denote the clusters as A,
B, and H, where A = |a|, B = |b|, H = |M|, and a,b << M. Now we assume their means by
W, A, b With g # pp. Also, since we assumed the encoder output X is constant within each
cluster, its inner product with any such wavelet (inter-class wavelets) vanishes due to the orthogonal

property.

Define the global scaling and cluster-contrast basis vectors as

1
M+a+b 1’

WA H = \/WIA - \/Wlm (67)
- /b(]\]4w+b) 1y — /M(AbIer) 1.

where 14, 15 and 1y are indicator vectors for clusters A B, and H respectively. These are the only
basis vectors with nonzero projection on constant-per-cluster signals.

s =

Now define the projector of this basis as
P:=ss', W = wA7HwXH+wB7Hw;H.
The Haar filter is defined as
D = Ao P + Awav W, 0 < Ase < Awav- (68)
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According to the encoder design, it follows that P + W = I on that subspace; every such vector
decomposes uniquely as x = Px 4+ Wz, where Pz is the hub-dominated mean component and W x
encodes the spoke—hub contrasts. The filter then suppresses the former and amplifies the latter as,

)\Wav
Pxr = Ao Px 4+ A Wa, \ = Again > 1.

Let’s denote the post-filter value of the node is h. For any cluster T’ € {A, B, H}, denote hy =
ITll > _icr hi as the mean of embedding h over T'. The mean embeddings for A,B and H can be

defined as - c
hA = )\scj + >\an7‘47
a

hB = )\scx'i_)\wav?u (69)
_ M M
hH = )\sc:E - )\wav <CA + CB) .
a b
whereiz%andcf;:%(uf‘—uy), 03:%(;13—#@).

To assess the separation between clusters A and B after filtering, subtract their means and square
the means using equation (69), we get

- - M
ha —hp|l? = Xoav— lta — ugl. 70
ha = he "= Neav — 7 l1a = ps] (70)
Similarly, for the difference between cluster A and the hub H using equation (69), we get
BA - BH = (ASC T+ )\wav ci) - </\scx - )\wav QA_FCB)
a M
CA ca+cp
=Awav | —+———— . 71
(242 an
Then, we have
- = a
1 =Pal® S Naw g7 llra = pa |1, (72)
Let’s define the two key distances after filtering as
Aap = |lha —hgl, Aag:=|ha—hgl, (73)

where h 4, h, and hyy are the cluster means of the filtered features on A, B, and H respectively.

Substituting equation into equation we get
M
2 2 2
AAB = )‘wava ¥ bHMA - /’LB” ) (74)
and again substituting equation into equation (72)), we have

a
A%y < Noao i lla — p | (75)

Dividing equation by equation (75), we obtain

Aup - \/A?}vav#bllm*uBII2

Aar ™ Rav i lia — e[

_VIT@ED) | lpa s -
Va/M  lpa = pa|

M gl o8

a+b |pa—pu

Now, before applying the basis, we applied the heterophyllous encoder, which gave us the mean
embeddings of the cluster.

(76)
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Work in the k-dimensional spectral embedding X whose rows are the top-k eigenvectors (optionally
row-normalized). In the ideal block-constant case

pa (i€ A),
Ty = N HUB (Z € B)7
pua (h € H),

where 114, 15, e € RF are the spoke and hub means. Normalize the cluster means to have equal
norm (standard in spectral clustering; if not, apply layer normalization):

lpall = llpsll = llpwe |l = 1.

Spoke-spoke margin. Assume a spectral margin between A and B: there exists £gpec > 0 such
that

</J/A7MB> S —KRspec- (79)

That is, the spoke means point in sufficiently different directions in spectral space. Then the
spoke—spoke mean gap is

dap = |lna — usll = lnall® + lesl® = 2(ua, n5) > 201+ Fpec)- (A)

Spoke-hub gap. By unit normalization, the spoke—hub mean gap satisfies
Aag = |pa — pmll =2 = 2(pa, par) < 2, (B1)

since (pa,pp) > —1. In practice, if ppg is a mixture or centroid influenced by both spokes,
then [(pa, g )| is not near —1, so Agg < Cgy < 2 for some constant C';. To be maximally
conservative, one may take C'y = 2.

Ratio bound in spectral space. Combining equation (A]) and equation yields

0AB > 2(1+ﬁspec)
Aaig — 2

= 14 Kgpec =: co > 0. ©

If a tighter constant C'y is used in equation (B1)), replace the denominator 2 by C'y to obtain an even
larger cg.

Plugging into HMH post-filter formula. From the HSL mean-level derivation in equation (78)),
we have
Aap M daB M
= . - Co.
Aag  a+b Aag = a+b °
Because M > a, b, the right-hand side is strictly greater than 1 (and actually increases with MM).
Therefore,

Aap > Aap.

So we can say that HSL avoids hub aliasing: the spoke—spoke separation remains larger than
spoke—hub overlap, and the ratio improves with scale.

A.5 THEORM 5

Case I: Oversquashing: Oversquashing develops when gradients (or messages) from far nodes
shrink exponentially with graph distance, preventing long-range flow of data (Giraldo et al., [2023).
The J acobian of the L-layer embedding of node u with respect to the input of node v can be defined

as J&%) = a where dx, be a perturbation at node v € G and 6h ) the change in the output at

node u € G. Given the shortest- -path distance d¢ (u, v), oversquashing occurs if there exist constants
0 < o < 1and D* > 1 such that

HJ L)H2 (u,v)’ VL, Yu, v with dg(u, 1}) > D*.
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Let the fine-level input features be h(?) = z € RNoxdo with h§°> = 2,1 € VO, For each

macro-layer £ = 0, ..., L — 1 of the hiearachy we can define the follwing ,
Coarsen: RUAD — pUD) p(0) ¢ RNey1xde
Haar filter: R — O] (+1)
Unpool: R+ = pOpE+1),

where P(+1) € RNe+1XNe coarsens the graph, @0 = U®) diag()\gﬁ), ASQLV)U“)T is the (degree-
aware) Haar filter, and P(®) € RNoxNet1 yp_samples back to the original nodes. Composing them

gives h(tt1) = PO pUl+D () So we define the linear macro-layer map of messages as
M© = pO)@® ptl) where MO : RNexde _y RNoxdeyr

With each macro-layer linear,

RUED = pp@ p@ (=0,....L—1, B =g, (80)
So by unrolling the equation (80) we can write,
R = MOz p® =y OOy RE) = pED Oy, (81)
Using the chain rule, we can find the change of the message at layer L in terms of feature X,
L
ont) = ML= a0
Ox ’
hence
L-1
I =11 m],,,. (82
=0 ’
After ¢ layers of coarsenings, the u — v effective path has length k(¢) < [d/r] for some con-
traction 7 > 1. Assume u and v map to super-nodes connected by a path iy,... 45 C Vv,
Define the path—tube subspace T = span{eil,...,eik(l)} C RM: and its pooled image
SO .= pl+DTE) < RNet1 By the restricted operator norm we can write (Horn & Johnson,
2012),
MOy 7oy = sup [|[POBEOPED | > sup [|[POBO ] (83)
' xeT([) ZES(Z)
llzll=1 llzl1=1

(i) Pool/Unpool stability. Along the tube, assume the pooling and unpooling are tube-preserving.
So, there exist constants ¢,, ¢, € (0, 1] ( e.g., minimal soft-assignment mass on the tube) such that

HP(ZH)ng > ¢p||lz]|2 Vo € T(E)7 ||P(O)z\|2 > ey lzll2 V2 € SO, (A3)

(ii) Haar-filter passband. The Haar filter has a scale-local passband floor on .S OF

[0z 2 collzllz V25U, g = infmin{AL, NGy min)} >0 B4)

where /\Efa)w’ min 15 the smallest wavelet gain at level £. The model allows the cross-entropy loss to
determine how much the Haar diagonal filter gain should be. If themmodel choose to )\ifiv’ min > 1
then we will have ¢y > inf, ,\éfi) )
Combining equation (83)—equation (84) gives a per-layer tube lower bound
MOy 0y > cucge, =t ¢ > 0. (A5)
Therefore, from equation @]),
L-1
17512 = TT 1Ml 20 > (00 (85)

£=0
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After ¢ rounds of coarsening, k(¢) < [d/r*], so choosing depth
L = [logr dw
is sufficient to compress the path to O(1). Substituting into equation yields

[T |2 > (c) Mosrdl = glose/losm . ()0 = g=. ()91, o= = > 0. (86)

The bound of equation is, at worst, a polynomial lower bound in the graph distance d. But the
oversquashing phenomenon would require a uniform exponential upper bound HJﬁ)Jg < o with
some o € (0,1), for all L. A polynomial lower bound cannot be dominated by ¢% as d — oo.
Hence, HSL is able to avoid oversquashing.

Case II: Oversmoothing: Oversmoothing means different class means collapse for distinct classes

(e.g., spokes) A, B, /,LE4L) — ,uEBL) || = 0 as depth L grows. In theorem 4 1) we have proved,

el =5l a1 2 )1 &7
oLy (L), = A )
Iy = il VM

o) Hu%) — ,ug)H > ||uE4L) - u%)H. Thus, any decay of the spoke—spoke gap forces at least as

fast (indeed faster) decay of the spoke—hub gap. Now, we can assume the spoke consists of nodes
of the same class, and hubs are the neighbors of the spokes. Equation equation still holds for
the assumption. So we can say if over any class means it is separated from the other class, node

means irrespective of the neighbor node influence. This ensures that limy,_, || u(AL) - MSgL) I # 0,
avoiding over-smoothing. This completes the proof.

DATA SOURCE

The PyTorch Geometric TUDataset wrapper provided us with access to all the graph-classification
datasets used in this work. The TU collection comprises more than 120 datasets, encompassing
bioinformatics, chemistry, and social networks. We used the regular versions that come with PyG,
unless otherwise specified. We didn’t do any additional cleaning of the data.

A.6 DATASET DESCRIPTIONS

* PROTEINS. A biomolecular dataset of 1,113 graphs, with nodes representing protein sec-
ondary structure elements (SSEs) and edges indicating proximity in the 3D structure. The
graphs are labeled as either enzyme or non-enzyme class. The average graph contains 39.06
nodes and 72.82 edges. The task at hand is binary classification.

* MUTAG. A chemical compound dataset consisting of 188 graphs, with nodes representing
atoms and edges representing chemical bonds. Graph labels show if a certain bacterium can
cause mutations. On average, graphs contain 17.93 nodes and 19.79 edges. Task: binary
classification.

* D&D. A protein structure dataset consisting of 1,178 graphs, each representing a protein
with amino acid nodes and spatially near edges. The label determines if the protein is
an enzyme. Graphs are large on average (284.32 nodes and 715.66 edges), which makes
scaling this dataset challenging. Task: binary categorization.

* NCI1 and NCI109.The National Cancer Institute provides two significant molecular graph
databases, each including over 4,000 graphs. Nodes represent atoms, whereas edges corre-
spond to bonds. Labels indicate a compound’s activity against non-small cell lung cancer
(NCI1) or ovarian cancer (NCI109). Average graph size is ~30 nodes with ~32 edges.
Task: binary classification.

e Mutagenicity. A large extension of MUTAG with 4,337 molecular graphs. The label
indicates a mutagenic effect on a bacterial strain. Average graph size: 30.32 nodes and
30.77 edges. Task: binary classification.

» IMDB-MULTI. A dataset of 1,500 ego-networks from the IMDB actor collaboration graph
that shows how people work together. Each graph illustrates the connections between per-
formers in the same movie. One of three movie genres is represented by each label. The
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average number of nodes in a graph is 13.0, while the average number of edges is 65.94.
Task: Classifying into three categories.

* REDDIT-12K. A social network dataset with 11,929 graphs representing discussion
threads on Reddit. Nodes represent users, edges indicate interaction, and graph labels cor-
respond to the subreddit. The average graph size is large (~233 nodes and 4,700+ edges),
making it a standard benchmark for scalability. Task: multi-class classification.

In Table[d] we described the number of edges, classes, average degree, and average number of edges.
We also measured the feature homophily ratio of the datasets using cosine similarity between fea-
tures. In Figure 5] we showcase the structure homophily of the TU datasets. The cosine homophily
is calculated as follows.

Cosine Homophily. We compute the cosine-based homophily as:
1
Heoso1 = T3] Z max (0, cos(x;, X;))
(i,j)€E
where cos(x;, x;) is the cosine similarity between node feature vectors x; and x;, and E denotes
the edge set of the graph. This measure captures the degree of alignment between the features of
connected nodes.
The binary threshold homophily is calculated as follows,
Binary Threshold Homophily. We also compute a thresholded binary version:

1
Hyin(7) = 3] Z I[cos(xi,x;) > 7]
(i,9)€E

where I[] is the indicator function and 7 = 0.5 by default. This measure reflects the fraction of
edges connecting nodes that are sufficiently similar.
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Figure 5: Cosine Feature similarity score for different graph classification datasets

A.3 DATASET STATISTICS

The hyperparameter search is described in detail.

A.7 HYPERPARAMETER SETTINGS
Shared settings (all datasets). The following is the description of the hypermeter settings.

* Optimization. We trained all models using the Adam optimizer with a learning rate of
3 x 1073 and weight decay of 10~ for 100 epochs, reporting test accuracy at the epoch
with the best validation performance, while logging training, validation, and test losses and
accuracies at each epoch.

* Geometry. Lix = o1 Liopo + ®2Lseas With @ = (0.5,0.5); diffusion barrier M¢ with
strength A = 0.1 and final operator Lo = Lyix + AM¢. Liopo from the undirected input
graph (no added self-loops); Lge,t from FAISS kNN (IndexFlatL2), Gaussian weights with
median—distance bandwidth, symmetrized by max(W, W ).
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Table 4: Benchmark datasets from the TU collection. |G|: number of graphs; Avg. |N|: average
number of nodes; Avg. | E|: average number of edges.

Dataset |G| Classes Avg. |N| Avg.|E| Domain
PROTEINS 1,113 2 39.06 72.82  Biomolecular
MUTAG 188 2 17.93 19.79  Chemical
D&D 1,178 2 284.32 715.66 Biomolecular
NCI1 4,110 2 29.87 32.30 Chemical
NCI109 4,127 2 29.68 32.13  Chemical
Mutagenicity 4,337 2 30.32 30.77 Chemical
IMDB-MULTI 1,500 3 13.00 65.94  Social Network
REDDIT-12K 11,929 11 232.96* 4,700*  Social Network

« Diffusion. Heat kernel H; ~ e~ tImix with 0, =0.6; Chebyshev order 25; diffusion kNN
via FAISS on the diffusion embedding. Dataset-specific ke, kaisr (See table).

* Balanced relaxation. We estimate the bottom—K nontrivial eigenspace of the augmented
operator by solving ming cgicixx Tr(UTLoU) s.t. UTU = ITand UTs = 0, where s
D'/21. The orthogonality U "s = 0 removes the degree-weighted constant mode and
enforces degree-balanced partitions (mitigates hub magnetism). In practice we run block
poweron B = I — A1 Lc (12 iters): per step Q < BQ, project Q < Q — s(s " Q) to keep
Qs = 0, then thin QR to re-orthonormalize; the final U (columns of ()) approximates the
desired bottom—K eigenvectors.

» Assignments. Margin-scaled Sinkhorn (temperature 7=0.9, 10 iters) with “cover-all”
hardening; switch to margin—softmax by assign.method="softmax".

* Coarsening. X' = ST X, A’ = ST AS; build to the target depth; the classifier uses levels
0..L—2 (top 1-node level omitted).

* Haar basis. Class-aware Haar vectors are propagated down the tree with degree normal-
ization (degree-weighted lifting); the uniform variant is used only in ablations.

* Classifier. Per level: linear projection to 32 dims, ReLU, dropout 0.3, learnable diagonal
spectral filter; per-level outputs unpooled to level O and concatenated; final linear layer
outputs logits. Spectral block caps to max_K if Ky exceeds the cap.

* Batching / features. PyG DatalLoader (dataset-specific batch size); shuffle for train
only. If a graph lacks node features, a constant 1-d feature is used.

* Loss. L = 0.8 Lcg + Adgiv Laiv With Agiy=0.1; Ly is monitored but not weighted in
main runs (Ae.=0).

¢ Compute / reproducibility. Tree construction on CPU in float64; classifier on GPU if
available. Seed = 42 for splits and internal randomness.

Table 5: Per-dataset hyperparameters.

Dataset Levels L  Ratio  Kkfa  Kair max-K  Batchsize Split

PROTEINS 5 0.5 4 4 64 60 80/10/10
MUTAG 4 0.8 4 4 8 60 80/10/10
D&D 5 0.3 8 8 128 16 80/10/10
NCI1 5 0.4 6 6 64 64 80/10/10
NCI109 5 0.4 6 6 64 64 80/10/10
Mutagenicity 4 0.8 4 4 8 60 80/10/10
IMDB-MULTI 4 0.5 4 4 32 128 80/10/10
REDDIT-12K 5 0.3 8 8 128 8 80/10/10

B NODE CLASSIFICATIONS DATASETS AND EXPERIMENTAL SETUP

Cora & Citeseer (citation networks). Nodes represent publications, and edges represent citation
links; features are bag-of-words vectors, and labels are subject areas (7 classes for Cora, 6 for
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Table 6: Ablation across TU graph classification datasets Mean std over 5 seeds

Variant PROTEINS MUTAG D&D NCI1 NCI109 Mutagenicity IMDB-MULTI
Full HSL (ours) 78.5+0.7 89.54+0.8 782£0.6 80.1+0.5 79.8+0.6 88.9+05 5244+1.0
Topology-only 76.8+09 873409 76.1£0.8 785+0.6 78.1+0.7 86.8+0.7 50.1+1.2
w/o barrier M ¢ 77.0+0.8 88.74+0.7 76.8+£0.7 783+0.7 78.0+0.6 88.1+0.6 49.0+1.3

w/o degree-aware Haar 77.54+0.7 88.6+0.8 77.1+0.7 79.0+£0.6 78.8+0.7 88.0+0.6 51.0£ 1.1
w/o balanced relaxation 76.1+£0.9 88.9+0.7 75.64+0.8 77.2+0.7 77.0+0.8 884+0.5 483+1.2

Citeseer). We follow the common semi-supervised splits: for Cora, 140 training nodes (20 per
class), 500 validation, and 1000 test; for Citeseer, 120 training (20 per class), 500 validation, and
1000 test.

Actor (co-occurrence network). Nodes are actors from Wikipedia; an edge connects two actors
that co-appear on a page. Features are keyword counts; labels denote actor categories (5 classes).
We use the standard split with 100 training nodes (20 per class), 500 validation nodes, and 1000 test
nodes.

Chameleon & Squirrel (Wikipedia page networks). Nodes are pages; undirected edges reflect
mutual hyperlinks. Features are keyword indicators; labels partition pages by traffic (5 classes each).
We use the “filtered” graphs and the dense splits: 60% train, 20% validation, 20% test.

WebKB: Texas, Wisconsin, Cornell. Nodes represent computer science department webpages,
and edges represent hyperlinks. Features are bag-of-words; labels indicate page type (5 classes).
We adopt the standard semi-supervised protocol: 20 labeled nodes per class for training, 30 per
class for validation, and the remainder for testing.

Table 7: Edge homophily ratio i (fraction of same-label edges). Higher means more homophily.
Values from a unified benchmark summary.

Dataset Cora Citeseer Pubmed Chameleon Squirrel Actor Cornell Wisconsin  Texas

h 0.81 0.74 0.80 0.23 0.22 0.22 0.30 0.21 0.11

Definition. We use edge homophily h(G) = IT%J\ > .jyer Hyi = y;}, following prior work. Values
in Table[7|are taken from a single source for consistency/']

Table 8: Tree & assignment hyperparameters (per dataset). L: hierarchy depth; Ratio: target
cluster ratio per level; kg,: FAISS kNN in feature space; kqir: FAISS kNN in diffusion space; ¢:
heat diffusion scale; Cheb: Chebyshev order; a: blend in Lyix = o1 Ltopo + @2 Lseat; A: barrier
strength in Lo = Lyix + AM¢; Assign: Sinkhorn parameters; max_K: spectral cap per level.

Dataset L Ratio ke kaitr t  Cheb « A Assign (7/iters) max-K Split
Cora 5 050 8 8 0.6 25 (0.5,0.5) 0.10 Sinkhorn (0.9/10) 64 20/500/1000
Citeseer 5 050 8 8 0.6 25 (0.5,0.5) 0.10 Sinkhorn (0.9/10) 64 20/500/1000
Actor 5 050 8 10 0.6 25 (0.5,0.5) 0.10 Sinkhorn (0.9/10) 96 100/500/1000
Chameleon 5 0.50 12 12 06 25 (0.5,0.5) 0.10 Sinkhorn (0.9/10) 128 60%/20%/20%
Squirrel 5 050 12 15 0.6 25 (0.5,0.5) 0.10 Sinkhorn (0.9/10) 128 60%/20%/20%
Texas 4 0.80 4 4 0.6 25 (0.5,0.5) 0.10 Sinkhorn (0.9/10) 32 20/30/rest
Wisconsin 4 0.80 4 4 0.6 25 (0.5,0.5) 0.10 Sinkhorn (0.9/10) 32 20/30/rest
Cornell 4 0.80 4 4 0.6 25 (0.5,0.5) 0.10 Sinkhorn (0.9/10) 32 20/30/rest

B.1 HEAT KERNEL APPROXIMATION.

To efficiently approximate the heat diffusion operator exp(—¢L) on graphs, we use a truncated
Chebyshev expansion, which avoids the need for costly eigendecompositions. Given a normalized

"Homophily ratios and dataset statistics are from the ICLR’22 study “Is Homophily a Necessity for Graph
Neural Networks?”, Table 8.
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Table 9: Training & model hyperparameters (per dataset).

Dataset Hidden Drop  Epochs Opt (Ir/wd) Loss Batch
Cora 48 0.50 100 Adam (3x1073/107%) 0.8 Lcg + 0.1 Ly 1
Citeseer 64 0.60 100 Adam (3%x1073/107%) 0.8 Lcg + 0.1 Lgy 1
Actor 64 0.40 100 Adam (3x1073/10™%) 0.8 Lcg + 0.1 Laiy 1
Chameleon 96 0.40 150 Adam (3x1072/107%) 0.8 Lcg + 0.1 Ly 1
Squirrel 128 0.35 140 Adam (3%x1073/107%) 0.8 Lcg + 0.1 Lgiy 1
Texas 32 0.40 100 Adam (3%x1073/107%) 0.8 L¢g + 0.1 Ly 1
Wisconsin 32 0.35 150 Adam (3x1073/107%) 0.8 Lcg + 0.1 Ly 1
Cornell 24 0.40 140 Adam (3%x1073/107%) 0.8 Lcg + 0.1 Lgiy 1

graph Laplacian L (with spectrum in [0, 2]), we shift it to L = L — I, so its spectrum lies within

[—1, 1], the domain of Chebyshev polynomials.

The heat kernel is then approximated as:

K
exp(—tL) ~ e " | Io()To(L) + 2D (=) () Tu(L) |,
k=1

where I (t) are modified Bessel functions of the first kind, and T%(-) denotes the k-th Chebyshev
polynomial. This expression is applied to a probe matrix € R™*", yielding an efficient approx-
imation of exp(—tL)2 without explicitly forming the exponential. In practice, this approximation
converges rapidly with a modest number of terms (e.g., K =30), and is particularly useful in large-

scale graph learning.
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