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ABSTRACT

Model merging, such as model souping, is the practice of combining different
models with the same architecture together without further training. In this work,
we present a model merging methodology that addresses the difficulty of fine-
tuning Large Language Models (LLMs) for target tasks in non-English languages,
where task-specific data is often unavailable. We focus on mathematical reasoning
and without in-language math data, facilitate cross-lingual transfer by composing
language and math capabilities. Starting from the same pretrained model, we fine-
tune separate “experts” on math instruction data in English and on generic instruc-
tion data in the target language. We then replace the top and bottom transformer
layers of the math expert directly with layers from the language expert, which
consequently enhances math performance in the target language. The resulting
merged models outperform the individual experts and other merging methods on
the math benchmark, MGSM, by 10% across four major languages where math
instruction data is scarce. In addition, this layer swapping is simple, inexpensive,
and intuitive, as it is based on an interpretative analysis of the most important
parameter changes during the fine-tuning of each expert. The ability to success-
fully re-compose LLMs for cross-lingual transfer in this manner opens up future
possibilities to combine model expertise, create modular solutions, and transfer
reasoning capabilities across languages all post hoc.

1 INTRODUCTION

Instruction fine-tuning Large Language Models (LLMs) is necessary to customize pre-trained mod-
els for real-world applications. This fine-tuning is especially critical in multilingual settings because
most popular open-source LLMs have been pretrained on highly English-centric data (Jiang et al.,
2023; Llama et al., 2024; Yang et al., 2024a). Although recent LLMs such as LLAMA 3 and QWEN2
have seen more than a trillion non-English tokens due to the sheer scale of their pretraining datasets,
these tokens are still heavily concentrated in just a few languages, resulting in limited capabili-
ties for most other non-English languages (Llama et al., 2024; Yang et al., 2024a). Furthermore,
the scarcity of high-quality labeled data available for post-training in non-English languages and the
tremendous cost of procuring it further exacerbates the inequality. Even machine-translating English
post-training data into target languages—a typical solution—has significant computational overhead
and often leads to datasets of unreliable quality (Khanuja et al., 2024). Numerous efforts have set out
to annotate or assemble high-quality datasets for lower-resource languages (Khan et al., 2024; Singh
et al., 2024b; Tonja et al., 2024), but a massive gap still exists in many tasks and domains, such as
math. As a result, developers are forced to largely rely on cross-lingual transfer—the generalization
of learned capacities from high-resource languages to lower ones—but the rate of such transfer is
low for most languages (Philippy et al., 2023).

In this paper, we present a novel solution that merges two LLMs together in order to transfer math
reasoning capabilities to lower-resource languages during supervised fine-tuning (SFT). In the ab-
sence of in-language math data, we fine-tune two variants of the same pretrained model: one with
English math samples and the other with generic instruction data in the target language. Provided
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Figure 1: Our merging method which swaps in top and bottom transformer layers from a language
expert into a math expert, buffered by a transition zone.

these variants, which we refer to as “experts”, we combine their learned language and task ca-
pabilities by re-composing an LLM with a mix of parameters from each while avoiding negative
interference. Notably, the top and bottom few transformer layers are selected from the language
expert, and the middle transformer layers are selected from the math expert. The intuition behind
this simple, yet strategic, method is informed by our analysis of the SFT updates that led to the ex-
perts. We find that the learned math capabilities are concentrated in the middle transformer layers,
especially in the second half of the model. Meanwhile, we find the enhanced language skills to have
come from parameters closest to the input and output, in line with previous literature stating that this
is where the most language-specific representations are concentrated (Wendler et al., 2024; Alabi
et al., 2024; Tang et al., 2024). Therefore, our methodology takes the most important layers from
each expert and transfers math capabilities to the target language.

The resulting layer-swapped models deliver strong performance across numerous target languages
(Swahili, Telugu, Bengali, Japanese) on MGSM (Shi et al., 2023), the manually-translated version
of the Grade School Math benchmark (Cobbe et al., 2021). In all these major languages, where math
SFT data is not readily available, layer swapping outperforms baselines, the individual experts, and
model souping (Wortsman et al., 2022)) by 10% on average. For Swahili, layer swapping exceeds
MGSM performance of models fine-tuned on a mixed Swahili and math SFT dataset when evaluated.
Therefore, this methodology provides a simple and effective way to improve the capabilities of
LLMs without the need for any task-specific data in the target language. In addition, it is inexpensive
and fully post hoc, meaning that it has the potential to be practical in many settings. Fundamentally,
the success of this method also provides empirical evidence for cross-lingual patterns in the latent
structures of LLMs that can be further interpreted and exploited.

We discuss relevant literature in the following section. We then explain the analysis that led to our
methodology and present layer swapping in detail in Sections 3 and 4. Next, we show empirical
results and discuss findings in Sections 5 and 6. Finally, we propose future work prompted by the
success of this methodology in Section 7.

2 RELATED WORK

2.1 MODEL MERGING

While the use of weight averaging to reduce noise in training well predates instability challenges
in deep neural networks (Breiman, 1996), the use of model merging to combine trained model
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checkpoints is an emerging research space in deep learning. Similar to ensembling model outputs
(Dietterich, 2000), aggregating model weights also improves model robustness and generalization
(Izmailov et al., 2018), even if trained on the same data (Ramé et al., 2022). Numerous studies
seek to improve the pre-merging conditions, either via linearizing fine-tuning (Ortiz-Jimenez et al.,
2023) or aligning weights (Ainsworth et al., 2023). Wortsman et al. (2022) develops an empirical
method to average, or soup, model variants together to increase the search space during hyperparam-
eter tuning. However, simple weight averaging, is vulnerable to negative transfer, or interference,
between variants. To address this, methods have been proposed to selectively combine models at the
individual weight level, using either the magnitude and direction of the fine-tuning deltas (Ilharco
et al., 2023; Yadav et al., 2023; Davari & Belilovsky, 2024; Yu et al., 2024) or leveraging informa-
tion theory (Matena & Raffel, 2022). In parallel, sparse fine-tuning methods have been developed to
create fine-tuned models with a small proportion of weights changed (Guo et al., 2021; Sung et al.,
2021; Xu et al., 2021), which then allows adding together fine-tuning updates with less overlap.
Overall, model merging, especially inexpensive model souping, is very common in practice because
it improves training stability, model robustness and generalization, and performance by increasing
the search space or combining expertise in multi-task settings (Yang et al., 2024b).

2.2 LLM MULTILINGUALITY

The inability for a language model to learn more languages without undermining other capabili-
ties—the curse of multilinguality (Conneau et al., 2020; Pfeiffer et al., 2022)—was a heavily studied
problem in encoder models. Beyond increasing vocabulary capacity (Zheng et al., 2021; Liang
et al., 2023), numerous works attempt to understand the quantity and location of language-specific
parameters (Wang et al., 2020; Muller et al., 2021; Choenni et al., 2023) in multilingual encoders.
While higher rates of language-specific parameters were found in the top and bottom layers (Chang
et al., 2022; Choenni et al., 2024), language specialization occurs throughout the model. And while
recently model scaling has mitigated the limitation from parameter quantity, the massive amount of
labeled data needed to train LLMs presents a new challenge. In encoder models, cross-lingual trans-
fer was enhanced by aligning cross-lingual representations (Ouyang et al., 2021; Patra et al., 2023;
Gaschi et al., 2023), but this is difficult in decoder-only models (Jain et al., 2023). To boost transfer
in post-training, several data augmentation solutions have been proposed, both for SFT (Qin et al.,
2023; Chai et al., 2024) or reinforcement learning from human feedback (RLHF) (Dang et al., 2024;
She et al., 2024; Lai et al., 2024). Recent work finds that English-centric LLMs process multilingual
text by mapping them to and from English representations in the first and last transformer layers to
take advantage of English-based capabilities (Kojima et al., 2024; Wendler et al., 2024; Tang et al.,
2024; Alabi et al., 2024). This leads to benefits from prompting such LLMs to “think in English”,
thereby promoting this internal mapping (Shi et al., 2023; Zhang et al., 2024b).

2.3 MODEL MERGING FOR CROSS-LINGUAL TRANSFER

To address the limited representational capacity of multilingual models, many solutions have been
proposed to strategically share or split parts of the model. This could be major blocks, as in mixture-
of-experts (Fedus et al., 2022; NLLB et al., 2022), or a few parameters in each layer, as in cross-
lingual adapters (Pfeiffer et al., 2020; 2022). Ansell et al. (2022) combines modular and sparse
fine-tuning approaches in a two-stage SFT, where first task and language experts are fine-tuned and
all weights that did not change more than a threshold are masked. Next, the experts are fine-tuned
again from the pretrained model with this mask, creating sparse task vectors that can be composed
together with lower rates of parameter overlap. This composable sparse fine-tuning was also adapted
for larger decoder-only LLMs (Ansell et al., 2024). In this work, we develop a simpler and more
flexible merging method for cross-lingual transfer that does not require fine-tuning more than once.

3 PRELIMINARY ANALYSIS

3.1 SETUP

We start by training numerous math and language “experts” by fine-tuning LLAMA 3.1 8B (Llama
et al., 2024). We perform SFT runs using next token prediction with 30-40k labeled samples with
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varying hyperparameters1 and for each type of expert, select the three best checkpoints. The math
experts were fine-tuned on English math word problems from the Orca-Math synthetic dataset (Mi-
tra et al., 2024). In order to select the three experts, we use results on the English splits of MGSM,
as well as the average across languages. For the language experts, we select Swahili, Bengali,
Telugu, and Japanese as the target languages. These are languages present in MGSM and other
benchmarks discussed below, but where LLAMA 3.1’s performance lags behind the top languages
like Spanish. In addition, the lack of in-language math instruction data in these languages moti-
vates the need for effective methods for zero-shot cross-lingual transfer. For each, we mix together
samples from available instruction datasets in that language to create experts with enhanced general
language and instruction-following capabilities. The resulting datasets contain many different types
of tasks—such as translation, NER, and question-answering—but no math2. After numerous SFT
runs on these “generic” multi-task datasets, the three checkpoints for each language are primarily
selected based off their performance on the target language splits on BELEBELE (Bandarkar et al.,
2024) and FLORES (NLLB et al., 2022). These simple tasks, reading comprehension and trans-
lation, are strong indicators of basic language understanding and generation capabilities. We also
ensure slight improvement on MBPP (Austin et al., 2021), MMLU (Hendrycks et al., 2021), and
MGSM as secondary measures of language improvement 3.

3.2 PARAMETER ANALYSIS OF SFT

(2A) Japanese expert #1 (2B) Math expert #1

Figure 2: This visualization displays the location with more significant magnitude of change dur-
ing SFT for two representative experts across transformer layers and parameter types. In detail,
this shows the percentage of rows for each 2-dimensional parameter in the 32 transformer layers of
LLAMA 3.1 8B where the mean absolute value is above a threshold (1.9× 10−5 and 1.0× 10−5, re-
spectively). Darker green shading represents parameters changing more significantly, relative to the
others. Larger versions of these images, as well as for more experts, can be found in Appendix A.5

For these experts, we first investigate where the parameters are being updated the most and where
they remain unchanged during fine-tuning. Using similar notation to Ilharco et al. (2023), let
θpre, θft be the set of weights for the pretrained model and fine-tuned expert, respectively. We
generalize the delta of fine-tuning as W∆ = Wft −Wpre for all one- or two-dimensional param-
eters W ∈ θ. To compare deltas across parameter tensors with different shapes, we represent the

1Training specifics such as hyperparameters are provided in Appendix A.2
2Dataset details are provided in Appendix A.1
3See results of chosen experts in Appendix A.3
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magnitude of change at the row level using the mean absolute value (MAV) of the difference W∆

(for one-dimensional parameters, this is simply the MAV across the vector).

We observe highly consistent patterns in the W∆ magnitudes among math experts and, separately,
among language experts. The latter is particularly notable given the varying mixtures of tasks and
data samples for each language. In Figure 2, we show a visualization for a representative language
expert and a representative math expert. For the language expert, we find that the attention param-
eters (left four columns in the visualization, referring to WQ,WK ,WV , and WO, respectively) are
getting updated most significantly, notably in the first couple layers (bottom) and the last couple lay-
ers (top). The feed-forward layers (right three columns, referring to W1,W3, and W2, respectively)
do not change at all until the last few layers. In comparison, the math experts follow a different pat-
tern. In these runs, the first half (bottom 16 layers) remain largely unchanged. In this second half,
the attention parameters are being updated significantly, similar to language experts, yet the feed-
forward layers are also getting changed quite a bit. To demonstrate the consistency across training
runs and languages, we show the same visualization for more experts in Appendix A.5.

3.3 SPARSIFYING UPDATES

We then attempt to create sparse model updates for increased composability similar to Ansell et al.
(2022), but without retraining. We attempt to utilize the magnitude of the deltas to selectively up-
date the model without undermining performance gains. Concretely, we use thresholds to determine
whether to apply the update or revert the value to the original value in the pretrained LLAMA 3.1.
This is done at row-level granularity in order to not partially modify linear transformations. How-
ever, in our analysis across the math experts, we find that more than 70-80% of model parameters
are required to be updated for the increase in performance to remain equivalent. Such a small rate of
sparsification would not significantly reduce interference between the math and language experts.

We next attempt location-based sparsification. This means leveraging our intuition of what patterns
occur during fine-tuning to select specific parameter tensors to merge or not. A breakthrough was
made when we revert the first five and last two transformer layers of our math experts to their original
values. Despite undoing the SFT updates, the math experts maintain their increased performance.
This is significant when considered alongside our intuition that the first few and last few transformer
layers contain the most important language-specific parameters. This is based on our above analysis
and is supported by previous multilingual interpretability research on both encoder-decoder models
(Chang et al., 2022; Choenni et al., 2024) and decoder-only models (Tang et al., 2024; Zhang et al.,
2024c). Our discovery that SFT updates to these same layers are not critical for mathematical
reasoning led us to experiment with swapping them in from the language expert.

4 METHODOLOGY

4.1 LAYER SWAPPING

The layer swapping methodology takes two experts, one fine-tuned on the target language and the
other on the target task in English, and re-composes a single model with the top and bottom trans-
former layers from the language expert and the middle from the math expert.

As displayed in Figure 1, we additionally design a transition zone in between the off-the-shelf layers
from each expert. These buffer layers are weighted averages of the respective layers from each expert
that ensure that the output of one layer does not directly input into a layer fine-tuned separately.
While intuitively these transition zones seem necessary, we do not find empirical evidence that they
provide statistically significant benefit over replacing them with the math expert’s layers. However,
as discussed in Section 3.1, our experts were not fine-tuned for very long and therefore the latent
representation spaces after each layer would not have diverged very much from each other. This
explains, in theory, why transition zones were not helpful in our setting. We conjecture that if the
experts had been trained further (or simply with higher learning rates), such a buffer zone would be
necessary. We therefore still present it as a central component of our layer swapping methodology.

The implementation of layer swapping is as simple as iterating through the state dictionary of the
math expert and for each parameter, either: (1) keeping it as is, (2) replacing its value with that of
the language expert, or (3) averaging that of the math and language expert (see Algorithm 1).
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Algorithm 1 Layer Swapping

Input: task expert θtask, language expert θlang, lower layers to swap b, upper layers to swap u,
lower transition layers tb, upper transition layers tu, weight of each expert αtask, αlang, number
of model layers L

Output: Merged model θmerged

1: for parameter name n in models parameters do
2: l← layer number of n, N/A if n not attention or feedforward parameters
3: if l < b or l > L− 1− u then
4: θmerged{n} ← θlang{n} # top & bottom layers from language expert
5: else if l > b− 1 + tb or l < L− u− tu then
6: θmerged{n} ← θtask{n} # middle layers from task expert
7: else
8: θmerged{n} ← (αtask ∗ θtask{n}+ αlang ∗ θlang{n})/(αtask + αlang) # transition zone
9: end if

10: end for
11: Return θmerged

4.2 CONFIGURATION

Layer swapping has several components that can be configured in various ways. Most notably, the
number of layers to swap at the top and bottom and the number of layers to include in the respective
transition zones. We tested how to configure these swapped layers and transition zones to most
effectively merge these models, empirically. We find, however, that there is a wide range of possible
configurations in which this methodology is still very effective. Note that all these experiments
were conducted on a 32-layer LLAMA 3.1 transformer model. For a model of this size, we find that
the desired configuration of each component is in the ranges listed below, with our default values
underlined:

1. The number of bottom layers to swap b ∈ {3, 4, 5}
2. The number of top layers to swap u ∈ {0, 1, 2}
3. The number of layers in the lower transition zone tb ∈ {0, 1, 2}
4. The number of layers in the upper transition zone tu ∈ {0, 1, 2}
5. The transition zones are averages of the layers from both (i.e. soups) that can be unweighted

or magnitude-adjusted weighted averages (αtask, αlang).
6. The non-transformer parameters (input token embeddings, output layers, etc.) work best if

they are also averages of the two experts, as opposed to simply from the language expert.

(3A) Possible config. with more layers swapped in. (3B) Possible config. with less layers swapped in.

Figure 3: The comparison of the maximum (left) and minimum (right) swapping setups that we find
effective empirically. Note on the right, there are no upper layers directly from the language expert.

Although the results were largely equivalent within this range, some patterns did exist. We find that
for languages where performance was lower (e.g. Telugu), the higher performing configurations typ-
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ically had more layers from the language expert. This is perhaps because the boost from improving
the language capabilities was more important relative to languages LLAMA 3.1 was already better
at. For example for languages such as Japanese, the best configuration has close to the minimum
layers from language expert, similar to the minimum swap illustrated in Figure 3. The math expert
where the most cross-lingual transfer occurred naturally during SFT (that is, with the highest scores
on all four target languages), named “math expert #2”, performed understandably better with fewer
layers from the language expert swapped in. Generally, we conjecture that lower-resource languages
tend to require more layers from the language expert.

5 EMPIRICAL RESULTS

5.1 EXPERIMENTS ON SWAHILI, TELUGU, JAPANESE, AND BENGALI

As discussed in Section 3.1, we launched SFT runs with different hyperparameters and on five dif-
ferent datasets: math data in English and generic instruction data in Bengali, Swahili, Telugu, and
Japanese. For each dataset, we selected three checkpoints, striking a balance between top perfor-
mance and sufficient diversity to ensure robust experimental results. For each language, the three
language experts could pair with any of the three math experts, which gives nine merged models to
evaluate. To understand the effectiveness of layer swapping, we present the MGSM scores of the
individual experts and the base model, LLAMA 3.1, to determine whether layer swapping construc-
tively combines the learned task and capabilities. In addition, we present results from the classic
model soup (Wortsman et al., 2022). Model souping is the most common model merging method in
practice, used in pre- and post-training for purposes such as boosting model robustness and gener-
alization, but also to combine capabilities of experts (Yu et al., 2024). In vanilla model souping, the
merged parameters are simple averages of the parameters of the input experts. For each language,
we additionally evaluate adjusting for the magnitude of change from the base model to the expert
using a weighted average. Using notation from Section 3.2, the resulting weight of each expert is
the inverse of the average MAV for all rows in all W∆ for that expert. For all model soup results
presented, we select the highest MGSM score amongst these possible configurations. Given the
number of experts and merged pairs in our evaluations, we present two aggregate metrics: the mean
and maximum of evaluations. While the mean demonstrates the consistency of each method, the
maximum demonstrates the ceiling of the method, which is often more desirable given the ability to
iterate through numerous settings during model training.

Table 1: MGSM 8-shot results of layer swapping across four languages compared to the indi-
vidual experts and model souping. Note that for aggregate statistics of the individual SFT runs, we
select the 3 best checkpoints from numerous training runs with periodic checkpointing. The merging
methods are aggregated over the 9 pairs (3 language experts × 3 math experts), which means the
min, avg, and max measures are not perfectly comparable.

Setting LLAMA
3.1 8B

language
expert

math expert model soup layer swap layer swap

Details top 3 training
runs

top 3 training
runs

best config, 9
pairs

default config,
9 pairs

best config, 9
pairs

Swahili avg 24.8 24.7 29.5 29.3 32.4 32.8
Swahili max 24.8 25.6 32.8 32.0 36.4 37.2
Telugu avg 12.0 20.0 20.1 20.9 22.7 23.0
Telugu max 12.0 22.4 24.0 26.4 27.6 27.6
Bengali avg 29.2 33.5 38.3 36.8 37.1 38.7
Bengali max 29.2 35.2 44.4 38.4 40.4 45.2
Japanese avg 33.6 35.9 42.7 38.7 38.5 40.1
Japanese max 33.6 36.8 44.8 40.0 40.8 43.2

As displayed in Table 1, we find that layer swapping consistently outperforms these baselines on
MGSM. For Swahili and Telugu, the default layer swapping configuration scores higher than both
the individual experts across all 9 pairs. This provides tremendous evidence that this merging method
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prevents negative interference. For Bengali, where the math expert already performs significantly
better than for Swahili and Telugu, numerous layer-swapping configurations consistently surpass the
math expert’s average score. In addition, the best layer swapped model performs higher than the best
math expert on its own. For Japanese, here we find a lower average performance compared to the
individual math experts. However, we note that our Japanese experts were perhaps the weakest; the
increases in performance across BELEBELE, FLORES, MBPP, and MMLU after SFT were minimal
and with the data and hyperparameters tested, we were unable to do better. Furthermore, MGSM
performance of both the base LLAMA 3.1 and the math experts was already decent in Japanese,
prior to merging. Compared to model souping, layer swapping consistently outperforms it in terms
of both maximum and average performance in all languages. The model soup results typically lie
between the individual results of the experts.

We further evaluated these layer-swapped models on BELEBELE, FLORES, MBPP, and MMLU to
ensure no over-optimization to the MGSM benchmark and find that the results are on par, usually
even higher, than the base model and the individual experts. In addition, we manually checked a
sample of text generations to further ensure the quality of the resulting model. Given that there are
several language and math experts, we evaluate combining layer swapping with model souping. We
do so by souping the three experts for each of the languages before layer swapping with a soup of the
three math experts and present results in Table 6 in the Appendix. We find that these language and
math soups perform on par with the individual pairs when layer swapped together. The feasibility in
these settings shows that layer swapping can further extend the search space for fine-tuned models.

Given these results, we conjecture that perhaps layer swapping provides the biggest benefit for
lower-resource languages (e.g. Swahili, Telugu), although such a conclusion would require evalu-
ating more than four languages. This conjecture would be explained by the difficulty of improving
language capabilities with low-data SFT when LLAMA 3.1 was already pretrained on more tokens
in that language. Additionally, for higher-resource languages, cross-lingual transfer occurs more
naturally when fine-tuning on English math data.

5.2 FURTHER EVALUATIONS ON SWAHILI

Given that here, model souping appears to be susceptible to negative interference when merging, we
additionally evaluate TIES-merging (Yadav et al., 2023) for Swahili. This merging method resolves
interference between experts by sequentially trimming conflicting values, determining the sign of
each weight, and then merging the resulting weights. In addition, we present an alternative for
Swahili where, instead of post hoc model merging, we mix the language and math datasets and do
a single fine-tuning run with samples from both. Instead of training two experts, each on 30-40k
samples, the joint SFT is over the union (80k samples). Identical to the training of experts, we
launch many SFT runs with different hyperparameters and select the best three checkpoints.

Table 2: MGSM 8-shot results of layer swapping for Swahili in more detail and with two additional
comparisons, TIES-merging and dataset merging. We display the minimum performance in Swahili,
as well as the average across all 9 languages in MGSM and in English.

Setting LLAMA
3.1 8B

Swahili
expert

math
expert

swh&math
joint SFT

model
soup

TIES-
merging

layer swap layer swap

Details top 3 train-
ing runs

top 3 train-
ing runs

top 3 training
runs

best config,
9 pairs

best config,
9 pairs

default
config, 9 pairs

best config,
9 pairs

Swahili min 24.8 23.6 27.2 31.6 25.6 25.2 29.6 29.2
Swahili avg 24.8 24.7 29.5 32.1 29.3 29.5 32.4 32.8
Swahili max 24.8 25.6 32.8 32.8 32.0 32.4 36.4 37.2
English avg 56.0 55.7 66.2 64.3 62.0 60.1 64.7 64.4
All langs avg 37.7 37.5 45.4 46.0 43.0 41.8 44.1 44.4

Table 2 displays these more detailed results for Swahili. We find that TIES-merging, similar to
model souping, consistently underperforms compared to layer swapping. For mixing the Swahili
and math data prior to fine-tuning, we are able to achieve results comparable to layer swapping on
average, with the average MGSM score for this joint SFT being less than one point lower. How-
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ever, the maximum performance of these checkpoints lagged the best layer-swapped pairs by 4.4
percentage points. This means that the ceiling for cross-lingual transfer is significantly higher with
this methodology than simply mixing datasets together. This is significant because our method of
merging two variants fine-tuned on separate datasets proves to be more effective than an extended
fine-tuning on the combined datasets, consistent with Aakanksha et al. (2024).

We note that by swapping in layers from the Swahili expert, MGSM performance in English and
other non-Swahili languages decreases from the math expert. This is expected given that we opti-
mize for a different language, yet the decrease is relatively small nevertheless. For comparison, we
see that performance drops much more for the other merging methods on these non-target languages.

6 DISCUSSION

Layer swapping is a simple, yet effective method for merging models for cross-lingual transfer. The
success of this post hoc method prompts numerous key insights.

In settings where in-language task data is unavailable or rare, such as labeled math samples in Tel-
ugu, layer swapping provides a very effective way to create a capable model with simply English
task data and general target language data. For lower-resource languages, such a constrained sce-
nario is extremely common in practice, especially when it comes to instruction fine-tuning data.
All other baselines that we evaluate in such a scenario are not able to combine language and math
capabilities as consistently and effectively, as discussed in Section 5.

The surprising effectiveness of this method can be explained by the observation that English-centric
LLMs do most of their internal thinking in English, which aligns with recent literature (Wendler
et al., 2024; Zhang et al., 2024b; Tang et al., 2024; Kojima et al., 2024). Therefore, our method
exploits the finding that the most important language-specific parameters are those in the top and
bottom transformer layers that map multilingual input to and from English representations. Po-
tentially, we can reinterpret the functionality of these transformer layers as, to a certain degree,
natural language interfaces to broader model intelligence. Our method preserves the updates to the
middle layers, as we hypothesize that this is where most of the improvements to the LLM’s mathe-
matical reasoning are concentrated. Consequently, this separability of multilingual parameters from
other model capabilities could motivate a new generation of modular solutions for multilingualism in
decoder-only LLMs—akin to MoE or adapter-based approaches designed for encoder models (Pfeif-
fer et al., 2020; 2022; Liu et al., 2023). Regardless, this work suggests that further interpretability
research into LLM multilinguality could lead to more cost-effective solutions to boost non-English
capabilities.

Model souping is popular because of its flexibility, convenience, and ability to expand the model
search space. In this regard, layer swapping provides a more effective alternative for the multilingual
setting with the same advantages. This method can be implemented fully post hoc between any
number of checkpoints using simple parameter arithmetic, with no further fine-tuning. Because of
how inexpensive it is to implement, it enables the ability to quickly iterate through and test many
configurations (e.g. the number of swapped transformer layers). Similarly to souping, the simplicity
of this method means that it has the potential to work at any stage of training (pretraining, fine-
tuning, preference tuning, etc.). In multi-task fine-tuning scenarios, this could allow for non-English
capabilities being boosted on the side, separately from other reasoning capabilities—such as math,
multi-hop reasoning, coding, safety, etc.—and then models are merged back together post hoc to
combine the learned skills.

In terms of model merging, our analysis indicates that weight-level techniques are perhaps not as
effective in reducing interference when merging parameters together, as compared to parameter-level
or even layer-level merges. A possible explanation is that modifying individual weight values may
disrupt the linear dependence within the transformations defined by the weight tensors. Conversely,
the recent success of self-speculative decoding in LLMs (Zhang et al., 2024a; Elhoushi et al., 2024)
suggests that the token representation spaces of most layers across the model are very similar. If
so, keeping entire layers in tact may alleviate the risk of undermining newfound learning. Another
reason could be that using very granular magnitude measures may be too noisy to properly indicate
which weight updates are important and which are not.
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7 LIMITATIONS AND FUTURE WORK

The positive results of this layer swapping methodology largely raise many questions about the
extent to which it is effective and in what settings. We propose here many further investigations that
will build a broader understanding of the method’s practical scope.

Freezing parameters before training experts: Instead of re-composing a model with layers from
separate models, a logical next evaluation would be to freeze model layers from the beginning.
Intuitively, this would only be more effective from a performance standpoint, as there is no ad hoc
merging of experts from disparate training jobs. However, a significant benefit of our solution is that
it is all post hoc and flexible. Parameter freezing would require knowing which configuration would
work prior to training or require numerous training runs to find the best configuration.

LLMs with different pretraining: An explanation for why this method works so well is that English-
centric LLMs “think in English”, which is shown in more than Llama 3.1. It must be studied whether
LLMs with balanced multilingual pretraining have similarly consolidated representations, and if not,
whether layer swapping breaks.

Different model sizes: LLMs with more parameters, either from more transformer layers or from
larger hidden dimensions, would clearly require new merging configurations. In addition, it remains
to be seen how related attributes such as sparsity, redundancy, and the quantity of cross-lingual
shared parameters, would influence the performance of layer swapping.

Lower-resource langs: Among the limited languages evaluated, the lower-resource ones benefited
most from layer swapping. However, the model needs minimum capabilities in the target language
for zero-shot cross-lingual transfer. It is unclear how well the LLM needs to understand the target
language for this to be effective.

Other reasoning tasks: This work only tackles mathematical reasoning, but it is conceivable that
other complex reasoning capabilities are concentrated in parameters separate from language capa-
bilities in a similar manner. That being said, the configuration required for layer swapping may be
completely different and may require a preliminary analysis as in Section 3.

Parameter-efficient fine-tuning: Since layer swapping treats transformer layers as unified blocks,
it would be equivalent if the model were fine-tuned using parameter-efficient SFT methods such as
LoRA, which consists of inserting adapter weights into the transformer layer (Hu et al., 2022). Mod-
ifying other model merging methods for such adapters is simple (Zhang et al., 2023), and therefore
layer swapping has the potential to be effective in parameter-efficient fine-tuning settings.

Different training stage: We limit the focus of this work on low-data SFT. Model souping, itself, is
implemented in practice at all stages (e.g. pretraining, CPT), and layer swapping has the potential to
be effective there as well. Similarly, model souping is effective even when the checkpoints have been
fine-tuned significantly. It is unclear what would be the point for our methodology where the experts
have diverged too significantly that they would no longer recombine well. Either way, it could
still enable a multi-step training where experts are iteratively fine-tuned and merged successively,
analogous to gradient aggregation in data-distributed training.

8 CONCLUSION

In this paper, we address the difficulty of training LLMs to perform tasks in languages where labeled
task-specific data does not exist. We first trained separate experts on English math data and generic
instruction data in numerous target languages. An analysis of the importance of different parameter
updates during fine-tuning led to the development of the layer swapping method which swaps in
the top and bottom layers from language experts into the math expert. Surprisingly, this simple
model merging provides one of the highest performing methods to fine-tune an LLM for math in
a target language without the presence of target language data. The strong intuition behind this
solution and its flexibility, simplicity, and effectiveness provide vast potential to be practical in
many other settings. This method can be potentially adapted for new pretrained models, target tasks,
target languages, training stages, training setups, and more. In addition, this method indicates better
model interpretability of multilinguality can lead to more efficient methods for transferring English
capabilities to lower resource languages.
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REPRODUCIBILITY

To reproduce the fine-tuning of our “expert” models, we describe the process in Section 3.1 and pro-
vide further details on the data and fine-tuning hyperparameters in Appendix A.1 and A.2. Further
details for our analysis described in Section 3.2 can be found in Appendix A.5. We provide pseu-
docode of the layer swapping algorithm defined in Section 4 in Algorithm 1. All of our experiments
for which results are presented are thoroughly explained in Section 5.
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Hooker. Aya dataset: An open-access collection for multilingual instruction tuning, 2024b.

Yi-Lin Sung, Varun Nair, and Colin Raffel. Training neural networks with fixed sparse masks.
In A. Beygelzimer, Y. Dauphin, P. Liang, and J. Wortman Vaughan (eds.), Advances in Neu-
ral Information Processing Systems, 2021. URL https://openreview.net/forum?id=
Uwh-v1HSw-x.

Tianyi Tang, Wenyang Luo, Haoyang Huang, Dongdong Zhang, Xiaolei Wang, Xin Zhao, Furu
Wei, and Ji-Rong Wen. Language-specific neurons: The key to multilingual capabilities in large
language models. In Lun-Wei Ku, Andre Martins, and Vivek Srikumar (eds.), Proceedings of the
62nd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers),
pp. 5701–5715, Bangkok, Thailand, August 2024. Association for Computational Linguistics.
URL https://aclanthology.org/2024.acl-long.309.

Atnafu Lambebo Tonja, Bonaventure FP Dossou, Jessica Ojo, Jenalea Rajab, Fadel Thior, Eric Pe-
ter Wairagala, Aremu Anuoluwapo, Pelonomi Moiloa, Jade Abbott, Vukosi Marivate, et al.
Inkubalm: A small language model for low-resource african languages. arXiv preprint
arXiv:2408.17024, 2024.

Zirui Wang, Zachary C. Lipton, and Yulia Tsvetkov. On negative interference in multilingual mod-
els: Findings and a meta-learning treatment. In Bonnie Webber, Trevor Cohn, Yulan He, and
Yang Liu (eds.), Proceedings of the 2020 Conference on Empirical Methods in Natural Language
Processing (EMNLP), pp. 4438–4450, Online, November 2020. Association for Computational
Linguistics. doi: 10.18653/v1/2020.emnlp-main.359. URL https://aclanthology.org/
2020.emnlp-main.359.

Chris Wendler, Veniamin Veselovsky, Giovanni Monea, and Robert West. Do llamas work in En-
glish? on the latent language of multilingual transformers. In Lun-Wei Ku, Andre Martins, and
Vivek Srikumar (eds.), Proceedings of the 62nd Annual Meeting of the Association for Computa-
tional Linguistics (Volume 1: Long Papers), pp. 15366–15394, Bangkok, Thailand, August 2024.
Association for Computational Linguistics. URL https://aclanthology.org/2024.
acl-long.820.

Mitchell Wortsman, Gabriel Ilharco, Samir Ya Gadre, Rebecca Roelofs, Raphael Gontijo-Lopes,
Ari S Morcos, Hongseok Namkoong, Ali Farhadi, Yair Carmon, Simon Kornblith, and Ludwig
Schmidt. Model soups: averaging weights of multiple fine-tuned models improves accuracy
without increasing inference time. In Kamalika Chaudhuri, Stefanie Jegelka, Le Song, Csaba
Szepesvari, Gang Niu, and Sivan Sabato (eds.), Proceedings of the 39th International Confer-
ence on Machine Learning, volume 162, pp. 23965–23998. PMLR, 9 2022. URL https:
//proceedings.mlr.press/v162/wortsman22a.html.

Runxin Xu, Fuli Luo, Zhiyuan Zhang, Chuanqi Tan, Baobao Chang, Songfang Huang, and Fei
Huang. Raise a child in large language model: Towards effective and generalizable fine-
tuning. In Marie-Francine Moens, Xuanjing Huang, Lucia Specia, and Scott Wen-tau Yih

16

https://aclanthology.org/2024.acl-long.620
https://aclanthology.org/2024.acl-long.620
https://openreview.net/forum?id=Uwh-v1HSw-x
https://openreview.net/forum?id=Uwh-v1HSw-x
https://aclanthology.org/2024.acl-long.309
https://aclanthology.org/2020.emnlp-main.359
https://aclanthology.org/2020.emnlp-main.359
https://aclanthology.org/2024.acl-long.820
https://aclanthology.org/2024.acl-long.820
https://proceedings.mlr.press/v162/wortsman22a.html
https://proceedings.mlr.press/v162/wortsman22a.html


Published as a conference paper at ICLR 2025

(eds.), Proceedings of the 2021 Conference on Empirical Methods in Natural Language Pro-
cessing, pp. 9514–9528, Online and Punta Cana, Dominican Republic, November 2021. Asso-
ciation for Computational Linguistics. doi: 10.18653/v1/2021.emnlp-main.749. URL https:
//aclanthology.org/2021.emnlp-main.749.

Prateek Yadav, Derek Tam, Leshem Choshen, Colin Raffel, and Mohit Bansal. Ties-merging: Re-
solving interference when merging models. In Thirty-seventh Conference on Neural Information
Processing Systems, 2023. URL https://openreview.net/forum?id=xtaX3WyCj1.

An Yang, Baosong Yang, Binyuan Hui, Bo Zheng, Bowen Yu, Chang Zhou, Chengpeng Li,
Chengyuan Li, Dayiheng Liu, Fei Huang, Guanting Dong, Haoran Wei, Huan Lin, Jialong Tang,
Jialin Wang, Jian Yang, Jianhong Tu, Jianwei Zhang, Jianxin Ma, Jin Xu, Jingren Zhou, Jinze Bai,
Jinzheng He, Junyang Lin, Kai Dang, Keming Lu, Keqin Chen, Kexin Yang, Mei Li, Mingfeng
Xue, Na Ni, Pei Zhang, Peng Wang, Ru Peng, Rui Men, Ruize Gao, Runji Lin, Shijie Wang, Shuai
Bai, Sinan Tan, Tianhang Zhu, Tianhao Li, Tianyu Liu, Wenbin Ge, Xiaodong Deng, Xiaohuan
Zhou, Xingzhang Ren, Xinyu Zhang, Xipin Wei, Xuancheng Ren, Yang Fan, Yang Yao, Yichang
Zhang, Yu Wan, Yunfei Chu, Yuqiong Liu, Zeyu Cui, Zhenru Zhang, and Zhihao Fan. Qwen2
technical report. arXiv preprint arXiv:2407.10671, 2024a.

Enneng Yang, Li Shen, Guibing Guo, Xingwei Wang, Xiaochun Cao, Jie Zhang, and Dacheng Tao.
Model merging in llms, mllms, and beyond: Methods, theories, applications and opportunities,
2024b. URL https://arxiv.org/abs/2408.07666.

Le Yu, Bowen Yu, Haiyang Yu, Fei Huang, and Yongbin Li. Language models are super mario:
Absorbing abilities from homologous models as a free lunch. In International Conference on
Machine Learning. PMLR, 2024.

Jinghan Zhang, Shiqi Chen, Junteng Liu, and Junxian He. Composing parameter-efficient mod-
ules with arithmetic operation. In Thirty-seventh Conference on Neural Information Processing
Systems, 2023. URL https://openreview.net/forum?id=5r3e27I9Gy.

Jun Zhang, Jue Wang, Huan Li, Lidan Shou, Ke Chen, Gang Chen, and Sharad Mehrotra. Draft&
verify: Lossless large language model acceleration via self-speculative decoding. In Lun-
Wei Ku, Andre Martins, and Vivek Srikumar (eds.), Proceedings of the 62nd Annual Meet-
ing of the Association for Computational Linguistics (Volume 1: Long Papers), pp. 11263–
11282, Bangkok, Thailand, August 2024a. Association for Computational Linguistics. URL
https://aclanthology.org/2024.acl-long.607.

Zhihan Zhang, Dong-Ho Lee, Yuwei Fang, Wenhao Yu, Mengzhao Jia, Meng Jiang, and Francesco
Barbieri. PLUG: Leveraging pivot language in cross-lingual instruction tuning. In Lun-
Wei Ku, Andre Martins, and Vivek Srikumar (eds.), Proceedings of the 62nd Annual Meet-
ing of the Association for Computational Linguistics (Volume 1: Long Papers), pp. 7025–
7046, Bangkok, Thailand, August 2024b. Association for Computational Linguistics. URL
https://aclanthology.org/2024.acl-long.379.

Zhihao Zhang, Jun Zhao, Qi Zhang, Tao Gui, and Xuanjing Huang. Unveiling linguistic regions
in large language models. In Lun-Wei Ku, Andre Martins, and Vivek Srikumar (eds.), Proceed-
ings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 1:
Long Papers), pp. 6228–6247, Bangkok, Thailand, August 2024c. Association for Computational
Linguistics. URL https://aclanthology.org/2024.acl-long.338.

Bo Zheng, Li Dong, Shaohan Huang, Saksham Singhal, Wanxiang Che, Ting Liu, Xia Song,
and Furu Wei. Allocating large vocabulary capacity for cross-lingual language model pre-
training. In Marie-Francine Moens, Xuanjing Huang, Lucia Specia, and Scott Wen-tau Yih
(eds.), Proceedings of the 2021 Conference on Empirical Methods in Natural Language Pro-
cessing, pp. 3203–3215, Online and Punta Cana, Dominican Republic, November 2021. Asso-
ciation for Computational Linguistics. doi: 10.18653/v1/2021.emnlp-main.257. URL https:
//aclanthology.org/2021.emnlp-main.257.

17

https://aclanthology.org/2021.emnlp-main.749
https://aclanthology.org/2021.emnlp-main.749
https://openreview.net/forum?id=xtaX3WyCj1
https://arxiv.org/abs/2408.07666
https://openreview.net/forum?id=5r3e27I9Gy
https://aclanthology.org/2024.acl-long.607
https://aclanthology.org/2024.acl-long.379
https://aclanthology.org/2024.acl-long.338
https://aclanthology.org/2021.emnlp-main.257
https://aclanthology.org/2021.emnlp-main.257


Published as a conference paper at ICLR 2025

A APPENDIX

A.1 FINE-TUNING DATASETS

Table 3: Datasets used for supervised-fine-tuning (SFT) in this project

Category Datasets URL
Math Orca Math word problems dataset from

Microsoft (Mitra et al., 2024)
https://huggingface.
co/datasets/microsoft/
orca-math-word-problems-200k

Telugu

Aya Dataset from Cohere for AI (Singh
et al., 2024a)

https://huggingface.co/datasets/
CohereForAI/aya_dataset

NLLB English-Telugu translation data
from FAIR (NLLB et al., 2022)

https://huggingface.co/datasets/
allenai/nllb

English instruction dataset, machine trans-
lated to Telugu

Bengali

Aya Dataset by Cohere for AI (Singh et al.,
2024a)

https://huggingface.co/datasets/
CohereForAI/aya_dataset

English-Bengali translation data from
NLLB (NLLB et al., 2022)

https://huggingface.co/datasets/
allenai/nllb

IndicShareLlama dataset from AI4Bharat
(Khan et al., 2024)

https://huggingface.co/datasets/
ai4bharat/indic-align

BongChat dataset from Lumatic AI https://huggingface.co/datasets/
lumatic-ai/BongChat-v1-253k

Swahili

Aya Dataset by Cohere for AI (Singh et al.,
2024a)

https://huggingface.co/datasets/
CohereForAI/aya_dataset

English-Swahili translation data from
NLLB (NLLB et al., 2022)

https://huggingface.co/datasets/
allenai/nllb

Inkuba dataset from Lelapa (Tonja et al.,
2024)

https://huggingface.co/datasets/
lelapa/Inkuba-instruct

xP3 MT dataset from BigScience, with
FLORES samples removed (Muennighoff
et al., 2022)

https://huggingface.co/datasets/
bigscience/xP3mt

Japanese

Aya Dataset by Cohere for AI (Singh et al.,
2024a)

https://huggingface.co/datasets/
CohereForAI/aya_dataset

English-Japanese translation data from
NLLB (NLLB et al., 2022)

https://huggingface.co/datasets/
allenai/nllb

LLM-Japanese dataset from Izumi Lab
(Hirano et al., 2023)

https://huggingface.co/datasets/
izumi-lab/llm-japanese-dataset

Ichikara dataset from RIKEN AIP https://huggingface.co/datasets/
p1atdev/ichikara-instruction

Dolly dataset from Databricks, machine
translated to Japanese

https://huggingface.co/datasets/
kunishou/databricks-dolly-15k-ja
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A.2 SUPERVISED FINE-TUNING DETAILS

While many hyperparameters were tried, below is listed the hyperparameter configurations that led
to the three best checkpoints (the “experts”) for each category. Note that in all runs, we do check-
pointing every 5000 samples and use a different random seed for data sampling.

Table 4: Hyperparameters for the training runs that led to each of our “experts”

Expert Learn
Rate

Batch
Size

Seq.
Length

weight
decay

clip,
max
norm

sched. warmup
steps

β2

math #1 2.0 ×
10−8

4 2048 0.1 1.0 Linear 1000 0.99

math #2 1.0 ×
10−7

4 2048 0.01 0.5 Linear 1000 0.99

math #3 4.0 ×
10−8

4 2048 0.1 1.0 Linear 500 0.999

jpn #1 1.0 ×
10−7

8 1024 0.1 0.5 WSD 1000 0.995

jpn #2 1.0 ×
10−7

8 1024 0.1 0.5 WSD 1000 0.99

jpn #3 2.0 ×
10−7

8 1024 0.01 0.5 WSD 1000 0.99

swh #1 7.0 ×
10−8

8 1024 0.1 0.5 WSD 1000 0.99

swh #2 2.0 ×
10−7

8 1024 0.05 0.5 WSD 1000 0.99

swh #3 1.0 ×
10−7

8 1024 0.1 1.0 WSD 1000 0.999

tel #1 7.0 ×
10−8

8 1024 0.1 0.5 WSD 1000 0.99

tel #2 5.0 ×
10−8

8 1024 0.05 0.5 WSD 300 0.99

tel #3 1.0 ×
10−7

4 2048 0.1 0.5 WSD 1000 0.99

ben #1 7.0 ×
10−8

8 1024 0.1 0.5 WSD 1000 0.99

ben #2 5.0 ×
10−8

8 1024 0.05 0.5 WSD 300 0.99

ben #3 1.0 ×
10−7

4 2048 0.1 0.5 WSD 1000 0.99
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A.3 PERFORMANCE OF INDIVIDUAL EXPERTS

Table 5: Comprehensive results for each of the set of experts on tasks in the target language. Each
number represents an average over the 3 selected experts. The “10-lang avg” column presents the re-
sults across 10 languages (English, German, French, simplified Chinese, Russian, Spanish, Japanese,
Bengali, Swahili, Telugu).

Task Language LLAMA 3.1 8b
Average across 3-experts

Math Japanese Bengali Swahili Telugu

MGSM English 0.560 0.663 0.561 0.563 0.557 0.561

em@maj1, 8-shot Japanese 0.336 0.427 0.359

Bengali 0.292 0.383 0.335

Swahili 0.248 0.295 0.247

Telugu 0.120 0.201 0.200

10-lang avg 0.311 0.454

BELEBELE results English 0.871 0.877

accuracy, 5-shot Japanese 0.760 0.754 0.766

Bengali 0.649 0.654 0.683

Swahili 0.553 0.557 0.584

Telugu 0.546 0.557 0.602

FLORES results Eng-Jpn 20.6 20.5 20.5

BLEU, 0-shot Jpn-Eng 28.5 28.5 28.9

Eng-Ben 18.8 18.8 17.9

Ben-Eng 30.5 29.7 29.0

Eng-Swh 12.5 12.9 13.0

Swh-Eng 31.5 31.5 30.2

Eng-Tel 15.7 15.2 16.5

Tel-Eng 29.2 29.0 27.6

MBPP result Japanese 0.464 0.470 0.462

pass @ 1, 0-shot Bengali 0.438 0.436 0.462

Swahili 0.402 0.407 0.407

Telugu 0.410 0.412 0.437

MMLU result Japanese 0.520 0.518 0.518

accuracy, 5-shot Bengali 0.422 0.420 0.436

Swahili 0.419 0.420 0.425

Telugu 0.415 0.412 0.427
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A.4 RESULTS FROM COMBINING WITH SOUPING

Table 6: MGSM 8-shot results when combining layer swapping with model souping of the 3 experts
for each category. ”Multilingual soup” refers to the uniform soup of all 12 language experts.

Setting model soup,
pairwise

layer swap,
pairwise

layer swap,
language soup w/
math soup

layer swap,
multilingual soup
w/ math soup

Details default config,
avg of 9 pairs

default config,
avg of 9 pairs

default config, 1
version

default config, 1
version

Swahili 29.3 32.4 32.8 29.6
Telugu 20.9 22.7 22.0 21.2
Bengali 36.8 37.1 40.4 36.0
Japanese 38.7 38.5 39.2 41.6

A.5 PARAMETER-LEVEL VISUALIZATIONS OF THE EXPERT VECTORS

Larger parameter-level visualizations for a number of the experts, each visualization is the same as
described in Figure 2

Figure 4: Visualization of the magnitude of change during SFT for “math expert #1”
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Figure 5: Visualization of the magnitude of change during SFT for “math expert #2”

Figure 6: Visualization of the magnitude of change during SFT for “Swahili expert #1”
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Figure 7: Visualization of the magnitude of change during SFT for “Japanese expert #1”

Figure 8: Visualization of the magnitude of change during SFT for “Telugu expert #1”
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Figure 9: Visualization of the magnitude of change during SFT for “Bengali expert #1”
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