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ABSTRACT

The linear Markov Decision Process (MDP) provides a principled basis for rein-
forcement learning (RL) but assumes that both transitions and rewards are linear
in the same feature space. This severely limits its applicability when rewards are
nonlinear or discrete. We introduce the Generalized Linear MDP (GLMDP), which
retains linear transitions while modeling rewards with generalized linear models un-
der potentially different feature maps. This separation is crucial: transitions may
admit rich representations learned from large unlabeled trajectories, while rewards
can be modeled with limited labeled data. We show that GLMDPs are Bellman
complete with respect to a new function class, enabling efficient value iteration.
Based on this, we develop algorithms with provable guarantees in both offline and
online settings. For offline RL, we design pessimistic and semi-supervised value
iteration methods that achieve policy suboptimality bounds and demonstrate sig-
nificant label-efficiency gains. For online RL, we propose an optimistic algorithm
with a near-optimal regret bound. Together, these results broaden the scope of
structured and sample-efficient RL to applications with complex reward structures,
such as healthcare and e-commerce.

1 INTRODUCTION

Reinforcement learning (RL) has achieved impressive success in domains such as gaming and robotics
(Silver et al., 2016; Berner et al., 2019), where abundant online interaction is feasible. However, real-
world applications from precision medicine to e-commerce often involve costly, ethically constrained,
or risky data collection. In such settings, algorithms must be both sample-efficient and capable of
learning from limited offline datasets (Levine et al., 2020). Classical deep RL methods, which rely
on highly expressive neural networks, can overfit and fail under data scarcity, motivating the study of
structured RL frameworks.

Among these, the linear Markov Decision Processes (MDP) framework (Jin et al., 2020) provides
strong theoretical guarantees and tractable algorithms, and has been applied to healthcare and
recommendation systems (Cai et al., 2018; Gao et al., 2024; Trella et al., 2025). Yet linear MDPs
assume that both transition dynamics and reward functions are linear in the same feature space. This
assumption breaks down in practice: outcomes are often binary or count-valued (e.g., treatment
adherence, purchase events), while transitions may admit far more complex structure. Consequently,
linear MDPs cannot fully capture real-world settings where reward and transition require distinct
feature representations.

The GLMDP framework. We propose the Generalized Linear MDP (GLMDP), which relaxes
this assumption by allowing distinct feature maps for rewards and transitions. Formally, at each step
h ∈ {1, . . . ,H} in an episodic MDP, the reward and transition satisfy

E[rh(xh, ah) | xh = x, ah = a] = g(⟨ϕr(x, a), θ
⋆
h⟩) , (1)

Ph(xh+1 | xh, ah) = ⟨ϕp(xh, ah), µh(xh+1)⟩, (2)

where g(·) is a known link function, ϕr ∈ Rdr and ϕp ∈ Rdp are (possibly different) feature maps,
θ⋆h ∈ Rdr is an unknown parameter, and µh is a measure over next-state distributions. Unlike linear
MDPs, GLMDPs capture nonlinear or discrete reward structures while supporting complex transition
dynamics, and crucially allow transitions to be learned from large amounts of unlabeled data. When
g(x) = x and ϕr = ϕp, the GLMDP reduces to the standard linear MDP. At first glance, this
extension may appear simple—merely introducing a link function for rewards—yet ensuring that the
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resulting model class is Bellman complete is highly non-trivial. Many natural generalizations of linear
MDPs fail to admit any closed Bellman class, making value iteration intractable. Our key contribution
is to identify a function family under which GLMDPs are Bellman complete, and to design algorithms
that exploit the decoupling between reward and transition estimation. This structural separation is
particularly powerful in the semi-supervised setting, where abundant unlabeled trajectories improve
transition estimation while only a small fraction require costly reward labels.

Our algorithms and results. Building on this framework, we design algorithms for both offline
and online RL. In the offline setting, we introduce Generalized Pessimistic Value Iteration (GPEVI)
and a semi-supervised variant (SS-GPEVI) that leverages unlabeled trajectories to improve label
efficiency. We provide suboptimality bounds showing that SS-GPEVI can substantially outperform
fully supervised methods when the transition model is high-dimensional. In the online setting, we
propose an optimistic algorithm (GLSVI-UCB) and establish a near-optimal regret bound.

Contributions. Our main contributions are:

• We introduce the GLMDP framework, which generalizes linear MDPs by allowing GLM
rewards and distinct feature maps for rewards and transitions.

• We prove Bellman completeness for a new function class, ensuring tractability under
GLMDPs.

• We develop offline algorithms (GPEVI, SS-GPEVI) with suboptimality guarantees, showing
that unlabeled trajectories can provably accelerate learning when dp ≫ dr.

• We design an online algorithm (GLSVI-UCB) with a near-optimal regret bound, extending
optimistic exploration to the GLMDP setting.

These results broaden the scope of structured and provably efficient RL, making it applicable to
domains with complex reward structures and limited labels.

The remainder of our paper is structured as follows: We explain our GLMDP framework in Sec-
tion 2, followed by our proposed algorithms in Section 3. Section 4 provides theoretical guarantees
that validate our approach’s effectiveness. We offer conclusions and future research directions in
Section 5. Additional materials are included in the appendices: a comprehensive literature review
(Appendix A), algorithm pseudocode (Appendix B), simulation studies (Appendix C), simulation
environment studies (Appendix D), discussion about unbounded reward function (Appendix E) and
proofs (Appendices F-M).

2 GENERALIZED LINEAR MDP FRAMEWORK

We begin by formally defining the Generalized Linear MDP (GLMDP) framework. In our framework,
we consider an episodic MDP with finite horizon length H . At each time step h ∈ {1, 2, . . . ,H}, the
reward functions {rh}Hh=1 and transition kernels {Ph}Hh=1 satisfy equation 1 and equation 2.

Given any policy π = {πh}Hh=1, we denote S as the state space and A as the action space and define
the state-value function V π

h : S → R and the action-value function (Q-function) Qπ
h : S ×A → R at

time step h ∈ [H] as follows:

V π
h (x) = Eπ

[ H∑
t=h

rt(xt, at) | xh = x
]
, (3)

Qπ
h(x, a) = Eπ

[ H∑
t=h

rt(xt, at) | xh = x, ah = a
]
. (4)

In equation 3 and equation 4, the expectation Eπ is computed over all possible trajectories generated
by policy π. Specifically, at each time step t ∈ [H], we sample action at ∼ πt(· | xt) at state xt

and observe the subsequent state xt+1 ∼ Pt(· | xt, at). Here For a positive integer d, we define
[d] = {1, . . . , d}. Note that in equation 3, we condition on the initial state xh = x, while in
equation 4, we condition on both the initial state and action (xh, ah) = (x, a) ∈ S ×A.
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We denote optimal policy, state value function, and Q function by π∗ = {π∗
h}Hh=1, V ∗ = {V ∗

h }Hh=1,
and Q∗ = {Q∗

h}Hh=1, respectively. Specifically, the optimal state value function V ∗
h (x) represents

the maximum possible expected return achievable from any state x at step h, defined as V ∗
h (x) =

supπ V
π
h (x). Similarly, the optimal action value function is defined as Q∗

h(x, a) = supπ Q
π
h(x, a).

An optimal policy π∗ is any policy that achieves these optimal values. This policy is greedy with
respect to the optimal Q function, meaning that it selects an action that maximizes the Q value at
each state: π∗

h(· | x) ∈ argmaxa∈A Q∗
h(x, a).

The fundamental relationships from the Bellman equation are:
V π
h (x) =

〈
Qπ

h(x, ·), πh(· | x)
〉
A, Qπ

h(x, a) = (BhV
π
h+1)(x, a),

where ⟨·, ·⟩A denotes the inner product over the action space A. In addition, Bh represents the
Bellman operator defined by:

(BhV )(x, a) = E
[
rh(xh, ah) + V (xh+1) | xh = x, ah = a

]
for any function V : S → R. The expectation E is taken over the randomness in both the reward
rh(xh, ah) and the next state xh+1, where xh+1 ∼ Ph(xh+1 | xh, ah).

The strong structure assumed in Linear MDPs ensures the linear Q-value function class is complete
with respect to the Bellman operator, often referred to as Bellman completeness (Xie et al., 2021).
Bellman completeness lies at the foundation of the value iteration algorithm over the linear class.
We show in Proposition 1 that our extension to the linear MDP retains the Bellman completeness
property over the function class F defined below

F =
{
(x, a) 7→ g (⟨ϕr(x, a), θ⟩) + ⟨ϕp(x, a), β⟩ : θ ∈ Rdr , β ∈ Rdp

}
. (5)

Proposition 1 (Bellman Completeness of GLMDP). The GLMDP framework satisfies Bellman
completeness with respect to the function class F defined in equation 5. That is, for all f ∈ F , all
policies π = {πh}Hh=1, and all time steps h ∈ [H], we have Bπ

hf ∈ F where Bπ
hf(x, a) is defined as

Bπ
hf(x, a) := E[rh(x, a) + f(xh+1, π(xh+1)) | xh = x, ah = a].

Corollary 1. As a direct consequence of Bellman completeness, the optimal Q-value function satisfies
Q∗

h ∈ F for all h ∈ [H]. Specifically:

Q∗
h(x, a) = g (⟨ϕr(x, a), θ

∗
h⟩) + ⟨ϕp(x, a), β

∗
h⟩ , where β∗

h =

∫
S
V ∗
h+1(x

′)µh(x
′)dx′. (6)

This result connects to Chang et al. (2022) on learning Bellman complete representations for offline
reinforcement learning, which is particularly crucial in the offline RL setting. Without this property,
error propagation can become uncontrollable with limited offline data. Chang et al. (2022) demon-
strated that learning approximately linear Bellman complete representations with good data coverage
(i.e., λmin(

1
n

∑n
i=1 ϕ (x, a)ϕ (x, a)

⊤
) > 0, where λmin is the minimum eigenvalue of the feature

covariance matrix.) is essential for sample-efficient offline policy evaluation. Similarly, for GLMDPs,
the Bellman completeness property enables provable sample efficiency in offline RL settings where
exploration is not possible.

3 ALGORITHMS

In this section, we present algorithmic solutions for the GLMDP framework under both offline and
online settings. The offline setting addresses scenarios with pre-collected datasets, while the online
setting handles real-time interaction with the environment.

3.1 OFFLINE REINFORCEMENT LEARNING

We consider a dataset D = {(xτ
h, a

τ
h, r

τ
h)}

n,H
τ,h=1 comprising n trajectories with time horizon H . The

data is generated as follows: Within each trajectory τ ∈ [n] and at each time step h ∈ [H], an agent
executes action aτh ∈ A from state xτ

h ∈ S according to policy πh(ah | xh = xτ
h), obtains reward

rτh = rh(x
τ
h, a

τ
h), where rh : S × A 7→ R is a random function, and transitions to the subsequent

state xτ
h+1 sampled from Ph(·|xh = xτ

h, ah = aτh). The reward functions {rh}Hh=1 and transition
kernels {Ph}Hh=1 are specified in equation 1 and equation 2.

We define the suboptimality of a policy π with an initial state x as
SubOpt

(
π;x

)
= V ∗

1 (x)− V π
1 (x).

3
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3.1.1 SUPERVISED LEARNING ALGORITHM

While the GLMDP model enjoys the desirable property of Bellman completeness, a central question
remains: Can we design an efficient algorithm that provably learns an optimal policy under this
model? Motivated by this, we propose the GPEVI algorithm, adapted from the pessimism-based
approach in Jin et al. (2021), tailored to the GLMDP setting. For simplicity of presentation, we
assume that the random reward function is bounded rh(x, a) ∈ [0, 1]. The case where the random
reward function rh(x, a) is unbounded is discussed in Appendix E; this generalization does not affect
our main result.

Guided by the Bellman equation equation 6 in Proposition 1, we approximate the optimal action-value
function Q∗

h by estimating the parameters θ∗h and β∗
h, respectively. First, we can obtain the estimator

for θ∗h as
θ̃h = arg min

θ∈Rdr
Lh(θ) (7)

where Lh(θ) =
1
n

∑n
τ=1

(
− rτh⟨ϕr(x

τ
h, a

τ
h), θ⟩+G(⟨ϕr(x

τ
h, a

τ
h), θ⟩)

)
and G(a) =

∫ a

0
g(u)du. The

loss function Lh(·) arises from the negative log-likelihood of a generalized linear model (GLM) with
canonical link function (McCullagh and John, 1989).

To estimate the transition component, we define the empirical Bellman error for a value function
V : S → R as Mh(β | V ) =

∑n
τ=1

(
V (xτ

h+1) − ⟨ϕp(x
τ
h, a

τ
h), β⟩

)2
for h ∈ [H]. Starting with

ṼH+1(x) = 0, we then recursively compute β̃h ∈ Rdp as

β̃h = arg min
β∈Rdp

Mh(β | Ṽh+1) + λ∥β∥22 =

n∑
τ=1

(Λ̃h + λIdp
)−1ϕp(x

τ
h, a

τ
h)Ṽh+1(x

τ
h+1) , (8)

where λ > 0 is some regularization parameter and Λ̃h =
∑n

τ=1 ϕp(x
τ
h, a

τ
h)ϕp(x

τ
h, a

τ
h)

T. Here we
use ∥v∥2 =

√
⟨v, v⟩ to denote the Euclidean norm of a vector v. An estimate of Q∗

h at time h is
(B̃hṼh+1)(x, a) := g

(
ϕr(x, a)

Tθ̃h
)
+ ϕp(x, a)

Tβ̃h. To obtain theoretical guarantees, we quantify
the deviation between B̃hṼh+1 and the true Bellman operator BhṼh+1 on the same value function
Ṽh+1 using a pessimism-based uncertainty quantification technique (Jin et al., 2021). The pessimism
technique deliberately underestimates value functions to ensure conservativeness in learning, which
provides robust theoretical guarantees in the presence of uncertainty.

We adopt the notion of a ξ-Uncertainty Quantifier introduced by Jin et al. (2021).
Definition 1 (ξ-Uncertainty Quantifier). We say {Γh}Hh=1 (Γh : S × A → R) is a ξ-uncertainty
quantifier of {B̃hṼh+1}Hh=1 if the event

E =
{
|(B̃hṼh+1)(x, a)− (BhṼh+1)(x, a)| ≤ Γh(x, a) for all (x, a) ∈ S ×A, h ∈ [H]

}
(9)

satisfies PD(E) ≥ 1− ξ, where the probability is taken over the randomness in the generation of the
dataset D.

We then construct the uncertainty bound as:

Γ̃h(x, a) = Γ̃r,h(x, a) + Γ̃p,h(x, a), where (10)

Γ̃r,h(x, a) = αr

√
ġ(⟨ϕr(x, a), θ̃h⟩)2ϕr(x, a)TΣ̃h(θ̃h)−1ϕr(x, a)

Γ̃p,h(x, a) = αp

√
ϕp(x, a)T(Λ̃h + λIdp

)−1ϕp(x, a)

with two hyper-parameters αr and αp that control the confidence level and ġ representing the
first-order derivative of g, and Σ̃h(θ̃h) =

∑n
τ=1 ġ(⟨ϕr(x

τ
h, a

τ
h), θ̃h⟩)ϕr(x

τ
h, a

τ
h)ϕr(x

τ
h, a

τ
h)

T. We will
show later that Γ̃h(x, a) is a ξ-Uncertainty Quantifier for (B̃hṼh+1)(x, a) under some mild conditions
(Theorem 1). We now define the pessimistically adjusted Q-function and the corresponding value
function:

Q̃h(x, a) = min{(B̃hṼh+1)(x, a)− Γ̃h(x, a), H − h+ 1}+,
Ṽh(x) = ⟨Q̃h(x, ·), π̃h(· | x)⟩A, where π̃h(· | x) = argmax

πh

⟨Q̃h(x, ·), πh(· | x)⟩A.

4
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where min{x, y}+ = max{min{x, y}, 0}. The procedure is summarized in Algorithm B.1.

A key novelty of the proposed GPEVI algorithm is the decomposition of the total uncertainty Γ̃h(x, a)

into two interpretable components: the first part Γ̃r,h(x, a) captures uncertainty in reward estimation
and the second part Γ̃p,h(x, a) captures uncertainty in transition dynamics. In contrast to prior
work such as PEVI (Jin et al., 2021) for linear MDPs, which uses a single aggregated uncertainty
bound, our decomposed approach offers three advantages: (1) Interpretability: It provides a clearer
understanding of how reward and transition contribute to overall uncertainty; (2) Flexibility in semi-
supervised settings: Reward and transition models can be trained using datasets of different sizes or
sources; and (3) Adaptivity to GLMs: The reward uncertainty term explicitly includes ġ, reflecting
the local curvature of the link function and scaling uncertainty appropriately. This decomposition
is essential for extending pessimism-based methods beyond linear MDPs to the more expressive
GLMDP framework.

3.1.2 SEMI-SUPERVISED LEARNING ALGORITHM

In many practical applications, collecting fully labeled data can be costly and labor-intensive. Reward
annotations often require human expertise or specialized instrumentation, making them particularly
expensive to acquire. In contrast, state-action-next-state triplets (xτ

h, a
τ
h, x

τ
h+1) are often available

at much larger scales (Sonabend et al., 2020; Konyushkova et al., 2020; Hu et al., 2023). This
observation motivates a semi-supervised learning approach that leverages both labeled data and more
readily available unlabeled data.

The modular structure of our GLMDP framework naturally supports such an approach. Since the
reward and transition models are parameterized independently, we can estimate the reward parameters
θ∗h using the labeled datasetD, and estimate the transition parameter β∗

h using both the labeled dataset
D and an unlabeled dataset Du = {(xτ

h, a
τ
h)}

n+N,H
τ=n+1,h=1.

Our proposed semi-supervised algorithm, SS-GPEVI, summarized in Algorithm B.2, builds upon the
fully supervised GPEVI, but introduces key modifications to incorporate unlabeled data for improved
sample efficiency.

Specifically, we estimate β∗
h using both labeled and unlabeled datasets:

β̂h = (Λ̂h + λIdp)
−1

n+N∑
τ=1

ϕp(x
τ
h, a

τ
h)V̂h+1(x

τ
h+1), (11)

where Λ̂h =
∑n+N

τ=1 ϕp(x
τ
h, a

τ
h)ϕp(x

τ
h, a

τ
h)

⊤ includes contributions from both datasets. Similarly,
we construct the uncertainty quantifier using information from both datasets:

Γ̂h(x, a) = Γ̃r,h(x, a) + Γ̂p,h(x, a), where (12)

Γ̂p,h(x, a) = αp

√
ϕp(x, a)⊤(Λ̂h + λIdp

)−1ϕp(x, a).

3.2 ONLINE REINFORCEMENT LEARNING

While the offline setting is valuable for scenarios with pre-collected data, many applications require
real-time learning through environment interaction. In the online setting, the agent sequentially
interacts with the GLMDP environment over T episodes where the length of each episode is H ,
aiming to maximize cumulative reward while learning the optimal policy.

3.2.1 PROBLEM FORMULATION

In the online RL setting, at episode t ∈ [T ], the agent interacts with the episodic MDP as follows:
starting from a fixed initial state x1,t ∈ S, at step h ∈ [H] the agent follows policy πt = {πh,t}Hh=1
to select action ah,t, receives reward rh,t, and transitions to the next state xh+1,t. This interaction
continues until the terminal step H is reached.

We measure the performance of a T -episode online algorithm with initial state x by its cumulative
regret: R(x) = TV ∗

1 (x)− E
[∑T

t=1

∑H
h=1 rh,t

]
where the expectation is taken over all randomness

in the algorithm and environment.

5
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3.2.2 GENERALIZED LEAST-SQUARES VALUE ITERATION WITH UCB

For the online setting, we propose the Generalized Least-Squares Value Iteration with Upper Confi-
dence Bound (GLSVI-UCB) algorithm. Unlike the offline pessimistic approach, the online algorithm
employs optimistic exploration through upper confidence bounds to encourage exploration of poten-
tially rewarding state-action pairs.

The key insight is to adapt the principle of optimism in the face of uncertainty to the GLMDP
framework. At each episode t, we maintain estimates of both reward parameters θ̂h,t and transition
parameters β̂h,t, along with confidence sets that guide exploration.

For reward estimation, we solve the regularized GLM problem:

θ̂h,t := arg min
∥θ∥2≤M

1

t

t∑
τ=1

(−rh,τ ⟨ϕr(xh,τ , ah,τ ), θ⟩+G(⟨ϕr(xh,τ , ah,τ ), θ⟩)) (13)

where M > 0 is a bound on ∥θ∗h∥2 and G is the primitive function of the link function g.

For transition estimation, we use least-squares regression:

β̂h,t =

t∑
τ=1

Λ−1
h,tϕp(xh,τ , ah,τ )max

a∈A
Q̄h+1,t(xh+1,τ , a) (14)

where Λh,t =
∑t

τ=1 ϕp(xh,τ , ah,τ )
⊤ϕp(xh,τ , ah,τ ) + Idp

is the empirical covariance matrix.

The algorithm maintains optimistic Q-function estimates:

Q̄h,t(x, a) = min
{
H − h+ 1, g(ϕr(x, a)

⊤θ̂h,t) + ϕp(x, a)
⊤β̂h,t + Γr,h,t(x, a) + Γp,h,t(x, a)

}
(15)

where the confidence bounds are: Γr,h,t(x, a) = γr∥ϕr(x, a)∥Λ′−1
h,t

and Γp,h,t(x, a) =

γp∥ϕp(x, a)∥Λ−1
h,t

with Λ′
h,t =

∑t
τ=1 ϕr(xh,τ , ah,τ )

⊤ϕr(xh,τ , ah,τ ) + Idr and appropriate confi-
dence parameters γr, γp.

3.2.3 ONLINE ALGORITHM

The GLSVI-UCB algorithm, detailed in Algorithm B.3, seamlessly integrates the structural properties
of GLMDPs with the optimistic exploration principle. Its key innovation lies in the decomposed
confidence bounds, Γr,h,t and Γp,h,t, which separately account for uncertainty in reward and transition
estimation. Unlike the pessimistic orientation of our offline algorithms, this approach adds an
uncertainty bonus to the estimated Q-values, embodying the principle of "optimism in the face of
uncertainty."

This optimistic construction encourages the agent to systematically explore state-action pairs for
which its model is uncertain, as these hold the greatest potential for learning. The magnitude of
this exploration is dynamically controlled: as more data is gathered through interaction with the
environment, as captured by the covariance matrices Λh,t and Λ′

h,t, the confidence bounds shrink.
This mechanism ensures an efficient and adaptive transition from an initial, broad exploration to a
more focused exploitation of learned high-value actions over time.

4 THEORETICAL ANALYSIS

In this section, we establish theoretical performance guarantees for our proposed algorithms under
both offline and online settings. Our analysis reveals the fundamental trade-offs between sample
complexity, model expressiveness, and algorithmic design choices.

4.1 OFFLINE REINFORCEMENT LEARNING: THEORETICAL ANALYSIS

We begin by analyzing the performance of our offline algorithms under a set of regularity assumptions
that ensure the well-posedness of the GLMDP framework.

6
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Assumption 1. The link function g(·) has bounded first- and second-order derivatives, denoted
ġ and g̈, respectively. In particular, there exists a constant L > 0 such that for all u, v ∈ R,
|ġ(u)− ġ(v)| ≤ L|u− v|. Furthermore, the inequality |g̈| ≤ ġ holds everywhere.

Assumption 1 imposes smoothness and pseudo self-concordance properties on the link function,
which are crucial for controlling approximation errors in GLMs (see, e.g., Ostrovskii and Bach
(2021)). Common link functions such as the identity and logistic functions satisfy this assumption.
We further define the following matrices:

Σh(θh) = Eπ

[
ġ(⟨ϕr(xh, ah), θh⟩)ϕr(xh, ah)ϕr(xh, ah)

T
]

and Λh = Eπ

[
ϕp(xh, ah)ϕp(xh, ah)

T
]
.

Assumption 2. We have λmin

(
Σh(θ

∗
h)
)
≥ ρ > 0 for some constant ρ.

Assumption 2 guarantees sufficient variability in the feature representations by ensuring that
the covariance matrix Σh(θ

∗
h) is well-conditioned. For technical simplicity, we assume that

max{∥ϕr(x, a)∥22, ∥ϕp(x, a)∥22} ≤ 1 for all (x, a) ∈ S × A,
∥∥µh(S)

∥∥ ≤ √
dp, where we de-

fine
∥∥µh(S)

∥∥ :=
∫
S

∥∥µh(x)
∥∥
2
dx. These regularity assumptions are common in the literature and

can be satisfied with suitable normalization.
Theorem 1 (Suboptimality for GPEVI). Under Assumptions 1-2, we set λ = 1, αr = cr

√
dr logH/ξ,

αp = cp (dp + dr)H
√
ζ, where ζ = log (2 (dr + dp)Hn/ξ), cr, cp > 0 are absolute constants and

ξ ∈ (0, 1) is the confidence parameter. Then Γ̃h in equation 10 is a ξ-uncertainty quantifier of B̃h

w.r.t. value function Ṽh+1. For any x ∈ S and n large enough, π̃ = {π̃h}Hh=1 in Algorithm B.1
satisfies

SubOpt
(
π̃;x

)
≤ 2

H∑
h=1

Eπ∗

[
Γ̃h(x, a) | x1 = x

]
with probability at least 1− ξ. Here Eπ∗ is taken with respect to the trajectory induced by π∗ in the
underlying MDP given the fixed Λ̃h and Σ̃h(θ̃h).

This theorem establishes a probabilistic upper bound on the suboptimality of the policy π̃ produced
by the GPEVI algorithm. The bound is expressed in terms of the confidence bounds Γ̃h(x, a),
which quantify the uncertainty in our value function estimates. The suboptimality bound scales with
the horizon length H , reflecting the compounding effect of errors across time steps in sequential
decision-making problems.
Corollary 2. Under the assumptions of Theorem 1, if λmin(Λh) > 0, we have for n large enough,

SubOpt
(
π̃;x

)
≤ O

(√
drH2 log(H/ξ)

n

)
+O

(√
(dp + dr)2H4 log ((dp + dr)Hn/ξ)

n

)
with probability at least 1− ξ. Besides,

max
h∈[H]

∥θ̃h − θ∗h∥2 ≤ c

√
dr log(H/ξ)

n

holds with probability at least 1− ξ for some constant c > 0.

The bound decreases at a rate of O(1/
√
n) with respect to the number of labeled samples n, which is

optimal in the parametric setting under standard assumptions. The dependence on the dimensions dr
and dp illustrates the curse of dimensionality inherent in reinforcement learning problems.

Comparison with existing work. Our theoretical bound naturally specializes to the standard linear
MDP setting, enabling direct comparison with PEVI (Jin et al., 2021) while maintaining the same
suboptimality rate. Here, PEVI operates under the assumption that dr = dp with g being the identity
mapping. Furthermore, while existing literature explores more general models (Xie et al., 2021;
Zanette et al., 2021) that are similar to our GLMDP framework, their proposed algorithms often
suffer from either computational intractability or reliance on substantially stronger assumptions. For
instance, Xie et al. (2021) proposes an algorithm with detailed theoretical analysis for cases like
linear function approximation, but it lacks computational feasibility, whereas Zanette et al. (2021)
imposes the restrictive requirement that the Q-function must admit a linear structure.
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Theorem 2 (Suboptimality for SS-GPEVI). Under Assumptions 1-2, we set λ = 1, αr =

cr
√
dr logH/ξ, αp = cp (dp + dr)H

√
ζ, where ζ = log (2 (dr + dp)Hn/ξ), cr, cp > 0 are abso-

lute constants and ξ ∈ (0, 1) is the confidence parameter. Then Γ̂h in equation 12 is a ξ-uncertainty
quantifier of B̂h w.r.t. value function V̂h+1. For any x ∈ S and n large enough, π̂ = {π̂h}Hh=1 in
Algorithm B.2 satisfies,

SubOpt(π̂;x) ≤
H∑

h=1

Eπ∗

[
Γ̃r,h(xh, ah) + 2Γ̂h(xh, ah) | x1 = x

]
+

H∑
h=1

Eπ̂ [∆err | x1 = x]

with probability at least 1− ξ, where ∆err = Õ
(

d3/4
r

n3/4

)
represents the additional error arising from

the mismatch between the reward uncertainty quantifiers in the semi-supervised setting.

Corollary 3. Under the assumptions of Theorem 2, if λmin(Λh) ≥ ρ, then we have for n large
enough,

SubOpt(π̂;x) ≤ O

(√
drH2 log(H/ξ)

n

)
+O

√ (dp + dr)
2
H4 log (2 (dr + dp)H(n+N)/ξ)

n+N


with probability at least 1− ξ, which is strictly better than the bound for the supervised approach
when N > 0.

Corollary 3 characterizes the performance guarantees of our SS-GPEVI algorithm. The bound consists
of two primary components: the first term, scaling as Õ

(√
drH2/n

)
, captures the uncertainty in

reward estimation and depends solely on the size of the labeled dataset n. The second term, scaling

as Õ
(√

(dp + dr)
2
H4/(n+N)

)
, reflects the uncertainty in transition dynamics estimation and

crucially benefits from both labeled and unlabeled data.

A key advantage of our semi-supervised approach arises when N ≫ n. In particular, when dp ≫ dr

and N ≫ nH2d2p/dr, SS-GPEVI achieves a rate of Õ
(√

drH2/n
)

, which significantly outper-

forms the rate of a purely supervised approach, Õ
(√

(dp + dr)
2
H4/n

)
. This result rigorously

demonstrates the benefits of incorporating unlabeled data in RL, especially in scenarios where labeled
data are scarce or costly to obtain.

4.2 ONLINE REINFORCEMENT LEARNING: THEORETICAL ANALYSIS

We now turn to the theoretical analysis of our online algorithm, GLSVI-UCB. The online setting
presents additional challenges due to the need to balance exploration and exploitation while learning
from sequential interactions.

Assumption 3. There exist constants 0 < k ≤ K <∞ such that k ≤ ġ(u) ≤ K for all u ∈ R.

Assumption 4. For any h ∈ [H], we have ∥θ∗h∥2 ≤ M for some known constant M > 0, and∥∥µh(S)
∥∥ ≤√dp.

Assumption 3 ensures that the link function derivative is bounded away from zero and infinity, which
is essential for the stability of the GLM estimation. Assumption 4 provides a known bound on the
reward parameters, which is typical in online learning settings to ensure proper regularization.

Theorem 3 (Regret Bound for GLSVI-UCB). Under Assumptions 3 and 4, for any fixed p0 ∈ (0, 1),
if we set

γr = K ·
√
4M2 +

3 + 16[dr ln(2MT ) + ln(3TH/p0)]

k
(16)

γp = cpdpH
√
ln(3dpTH/p0) (17)

8
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where cp > 0 is a sufficiently large absolute constant, then for any fixed initial state x ∈ S , the regret
of Algorithm B.3 satisfies

R(x) ≤ H
√
T

(
γr
√
2dr ln(1 + T/dr) + γp

√
2dp ln(1 + T/dp)

)
+
√
2 ln(6/p0)TH3

= Õ
(
dr +

√
TH4d3p

)
with probability at least 1− p0.

This theorem establishes a regret bound for our online algorithm that scales with Õ(dr +
√
TH4d3p).

The dependence on dr appears only logarithmically (hidden in the Õ notation), while the dependence
on dp is more substantial. This reflects the fundamental difference in complexity between reward and
transition estimation in the GLMDP framework.

Comparison with existing online RL results. Our regret bound is comparable to existing results
for structured MDPs. For linear MDPs, Jin et al. (2020) achieve Õ(

√
d3H4T ) regret where d

is the common feature dimension. Our bound shows that the GLMDP framework, while more
expressive, maintains similar regret scaling with respect to the transition feature dimension dp, with
only logarithmic dependence on the reward feature dimension dr. This suggests that the additional
expressiveness of GLMDPs comes at minimal cost in terms of online learning performance.

The key insight from our theoretical analysis is that the modular structure of GLMDPs—separating
reward and transition modeling—enables both improved sample efficiency (especially in semi-
supervised settings) and maintains favorable regret properties in online learning. This demonstrates
the practical value of our framework across different learning paradigms.

5 DISCUSSION AND CONCLUSION

This work introduces the GLMDP framework, which extends classical linear MDPs by incorporating
nonlinear link functions into the reward model. This enhancement enables the modeling of a broad
class of reward structures, including binary and count-value rewards, thereby addressing a critical
limitation of prior linear MDP approaches. Importantly, the GLMDP framework retains the theoretical
tractability of linear models while significantly broadening their applicability to real-world domains
such as healthcare, recommendation systems, and finance.

A central feature of our approach is the use of separate feature maps for rewards and transitions,
which increases modeling flexibility and enables an efficient semi-supervised learning strategy. Cru-
cially, our method avoids the need to impute missing rewards—a major challenge in semi-supervised
reinforcement learning—by estimating the transition model from both labeled and unlabeled data
while using only labeled data for reward learning. Our theoretical analysis establishes that the
proposed SS-GPEVI algorithm can achieve performance comparable to fully supervised methods,
even when labeled data is limited.

While Assumption 2 provides cleaner theoretical bounds as shown in Theorem 1, we emphasize
that analogous results can be established even in its absence. This relaxation, however, necessitates
a modified estimation procedure for θ∗h—specifically, the introduction of a ℓ2-penalty term. We
formalize this extension in Theorem M.3 in Appendix M, where we derive a suboptimality upper
bound that depends on the regularization parameter, which is looser than the bound stated in Theorem
1—this represents the trade-off for relaxing this assumption.

The GLMDP framework provides an extensible foundation for generalizing a broad class of linear
MDP algorithms, such as model-based (Yang and Wang, 2020), online, or offline methods (Du et al.,
2019; Xiong et al., 2022), to accommodate complex reward structures while retaining computational
efficiency. A key feature is its support for temporally heterogeneous rewards via step-dependent link
functions. This allows for more realistic modeling in domains like clinical decision-making, where
outcomes may shift from continuous vital signs to binary survival events.
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A RELATED WORKS

The linear MDP model has gained substantial attention in RL due to its interpretability and favorable
theoretical properties. By employing linear function approximation, this model enables generalization
across large state-action spaces under the assumption of linearity in both the transition dynamics and
reward functions, as defined via predefined feature maps. This structural simplicity has enabled the
development of provably efficient algorithms with sublinear sample complexity (Yang and Wang,
2019; Jin et al., 2020; Duan et al., 2020; Jin et al., 2021, e.g.). Moreover, the framework has been
successfully extended to multitask RL (Lu et al., 2021) and federated learning settings (Zhou et al.,
2024). A key advantage of linear MDPs lies in their preservation of Q-function linearity under
arbitrary policies which facilitates tractable analysis and efficient computation.

Despite these strengths, the expressive power of linear MDPs remains limited, particularly in rep-
resenting non-continuous rewards, such as binary and count-like outcomes, that frequently arise in
real-world applications, including healthcare, recommendation systems, and autonomous driving
(Gottesman et al., 2019; Chen et al., 2019; Kendall et al., 2019). To address these limitations, recent
studies have sought to enhance the flexibility of linear MDPs while retaining their theoretical benefits.

For example, Wang et al. (2019) proposed a Q-learning algorithm using GLMs to approximate
the Bellman operator such that E [rh (xh, ah) + V (xh) | xh = x, ah = a] = f (⟨ϕ(x, a), θh⟩) for
any value function V , where f is a known link function and ϕ is a feature map. Their approach
approximates the optimal Q-function using a link function applied to linearly combined state-
action features, and maintains optimistic value estimates to encourage exploration. Under a new
expressivity assumption called ‘optimistic closure’, they prove their algorithm achieves a regret
bound of Õ(H2

√
d3T ) where d is the dimension of ϕ and T is the number of episodes, and H is the

length of an episode. Furthermore, Wang et al. (2020) proposed a provably efficient algorithm with
a general value function via bounded Eluder dimension which could extend linear MDP to general
function classes. However the regret bound demonstrated in this paper is less tight than Jin et al.
(2020) and Wang et al. (2019), where the function class is respectively restricted to linear functions
and generalized linear functions.

In a complementary direction, Modi and Tewari (2019) extended GLMs to model transition probabili-
ties while maintaining linearity for rewards, further illustrating the growing interest in structured yet
expressive models. These works collectively motivate the development of new frameworks that better
balance expressiveness and sample efficiency.

In parallel, deep neural networks have significantly advanced offline RL by capturing complex,
non-linear relationships without reliance on hand-crafted features (Shakya et al., 2023). Conservative
Q-Learning (CQL) (Kumar et al., 2020) mitigates distributional shift by conservatively estimating
out-of-distribution (OOD) Q-values. Subsequent variants, such as Mildly Conservative Q-Learning
(MCQ) (Lyu et al., 2022), refine this approach to better balance conservatism and generalization.

However, a critical distinction lies in the sample complexity: while linear methods enjoy explicit
theoretical guarantees, including finite-sample performance bounds (Jin et al., 2021), deep networks
generally require significantly more data to avoid overfitting, often scaling exponentially with model
depth in worst-case scenarios. This contrast has important practical implications. In data-constrained
environments, linear models may outperform deep counterparts; conversely, in data-rich scenarios,
deep networks can capitalize on their greater representational power.

Hybrid approaches have emerged to bridge this gap through semi-supervised learning. Notably,
Konyushkova et al. (2020) introduced one of the first semi-supervised frameworks for reward learning
with limited annotations, achieving performance comparable to fully supervised methods. Building
on this, Zheng et al. (2023) developed an offline RL method for action-free trajectories, using inverse
dynamics models to generate proxy rewards and achieving competitive performance on standard
benchmarks with as little as 10% labeled data.

Theoretical support for these methods has been provided by Hu et al. (2023), who established
performance guarantees for semi-supervised RL under reduced labeling regimes. Unlike approaches
reliant on inverse dynamics or pseudo-labeling (Zhang et al., 2022), our framework decouples the
reward and transition models, thereby eliminating the need for reward imputation in unlabeled
trajectories.
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This design aligns with the minimalist principle advocated by Fujimoto and Gu (2021), which
emphasizes that simple modifications to standard RL pipelines can rival complex offline methods.
We extend this perspective by integrating the pessimistic value iteration strategy (Jin et al., 2021;
Xie and Jiang, 2021) with a semi-supervised learning paradigm, offering a unified solution that is
practical, statistically efficient, and algorithmically simple.

B ALGORITHM PSEUDOCODE

This section provides the detailed pseudocode for the algorithms discussed in Section 3.

Algorithm B.1 Generalized PEssimistic Value Iteration (GPEVI)

1: Input: Dataset D =
{
(xτ

h, a
τ
h, r

τ
h)
}n,H
τ,h=1

; hyperparameters λ, αr, αp, ξ.

2: Initialization: set ṼH+1(x)← 0.
3: for step h = H,H − 1, . . . , 1 do
4: Obtain θ̃h from equation 7 and β̃h from equation 8.
5: Set Γ̃h(·, ·) as equation 10.

6: Set Q̃h(x, a)← min
{
g
(
ϕr(x, a)

Tθ̃h
)
+ ϕp(x, a)

Tβ̃h − Γ̃h(x, a), H − h+ 1
}+

.

7: Set π̃h(· | ·)← argmaxπh

〈
Q̃h(·, ·), πh(· | ·)

〉
A.

8: Set Ṽh(·)←
〈
Q̃h(·, ·), π̃h(· | ·)

〉
A.

9: Output: π̃ = {π̃h}Hh=1.

Algorithm B.2 Semi-Supervised Generalized PEssimistic Value Iteration (SS-GPEVI)

1: Input: Labeled dataset D, unlabeled dataset Du; hyperparameters λ, αr, αp, ξ.
2: Initialization: set V̂H+1(x)← 0.
3: for step h = H,H − 1, . . . , 1 do
4: Obtain θ̃h from equation 7 using D.
5: Obtain β̂h from equation 11 using both D and Du.
6: Set Γ̂h(·, ·) as equation 12.
7: Set Q̂h(x, a)← min

{
g
(
ϕr(x, a)

Tθ̃h
)
+ ϕp(x, a)

Tβ̂h − Γ̂h(x, a), H − h+ 1
}+

.
8: Set π̂h(· | ·)← argmaxπh

〈
Q̂h(·, ·), πh(· | ·)

〉
A.

9: Set V̂h(·)←
〈
Q̂h(·, ·), π̂h(· | ·)

〉
A.

10: Output: π̂ = {π̂h}Hh=1.

Algorithm B.3 Generalized Least Square Value Iteration with UCB (GLSVI-UCB).

1: Input: hyperparameter γr, γp.
2: Initialize estimates Q̄h,0 ≡ H for all h ≤ H and Q̄H+1,t ≡ 0 for all 1 ≤ t ≤ T ;
3: for t = 1, 2, · · · , T do
4: Commit to policy π̂h,t(x) := argmaxa∈A Q̄h,t−1(x, a);
5: Use policy π̂·,t to collect one trajectory {(xh,t, ah,t, rh,t)}Hh=1 where we start with the initial

state x when t = 1;
6: for h = H,H − 1, · · · , 1 do
7: Set θ̂h,t as equation 13.
8: Set β̂h,t as equation 14.
9: Set Q̄h,t(x, a) as equation 15.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

Figure 1: Experimental results for fully labeled data across different parameter configurations

C SIMULATION STUDIES

C.1 FULL LABELED DATA

We conduct comprehensive experimental evaluations to assess the performance of our proposed
methods across varying dimensions, action space cardinalities, and episode counts. Our experiments
focus on two fundamental tasks: logistic regression and beta regression.

Logistic regression and beta regression experiments utilize the logit link function and generate
simulation data using a consistent Markov Decision Process framework. For each timestep h ∈
[H], we sample random parameter vectors θh ∈ Rd from an element-wise Uniform(−0.5, 0.5)
distribution. We generate rewards using two distinct probability distributions: a binomial distribution
rh ∼ Binomial(1, sigmoid(ϕ(xh, ah)

T θh)) for logistic regression tasks and a beta distribution
rh ∼ Beta(sigmoid(ϕ(xh, ah)

T θh), 1 − sigmoid(ϕ(xh, ah)
T θh)) for beta regression tasks, where

ϕ(xh, ah) represents our feature mapping function that incorporates state-action interactions and
normalizes state vectors.

Throughout our simulations, we maintain consistency by using identical mapping functions ϕ for
both reward (ϕr) and transition probability (ϕp) modeling, as well as uniform state dimensions
(dr = dp = d). Our feature mapping pipeline first normalizes states by their L2 norm, then constructs
a sparse representation where only elements corresponding to the selected action are non-zero,
yielding a feature vector of size d · |A|, where d denotes the state dimension and |A| represents the
cardinality of the action space.

For state transitions, we employ a rejection sampling methodology where candidate next states are
sampled from Uniform(−0.5, 0.5)d and accepted with probability:

α = min

(
1,
⟨xh · (ah + 1) + ah/d, exp(−xh+1)⟩∑

xh+1 · (ah + 1) + ah

)
(C.1)

where xh represents the current state, ah denotes the selected action,
∑

xh+1 indicates the scalar
value obtained by summing all components of the state vector xh+1, and xh+1 represents the proposed
next state.

Our experimental design spans multiple parameter configurations: action space cardinalities |A| ∈
{2, 3, 4}, dimensionalities d ∈ {8, 10, 12}, and episode counts n ∈ {1000, 1500, 2000, 2500}.
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We implement and compare the following methods to validate our Algorithm B.1: (1) GPEVI (our
proposed method), (2) LPEVI (Linear PEssimistic Value Iteration), (3) single Q-learning, and (4)
global Q-learning. The LPEVI method approximates the value function using linear regression
following Jin et al. (2021), employing ordinary least squares to estimate Q-functions that are linear in
ϕ(x, a). Single Q-learning utilizes a single Q-function across all timesteps, while global Q-learning
trains a unified Q-function using trajectory data from all timesteps.

Based on our theoretical analysis in Section 4, we set the regularization parameter λ = 1. The
parameter ξ, which defines the probability bounds for suboptimality guarantees, is set to ξ = 0.01.
For simplicity, we use identical values for the hyperparameters cr and cp in both Algorithm B.1 and
Algorithm B.2. We employ 5-fold cross-validation to determine the optimal hyperparameter c from
the set {0.005, 0.001, 0.0005, 0.0001} using the training dataset and the step-importance sampling
estimator (Gottesman et al., 2018; Thomas and Brunskill, 2016).

For data generation, we adopt a combined policy approach where actions are selected optimally with
70% probability and randomly with 30% probability, ensuring balanced exploration and exploitation
in the training data. For evaluation, we use a test dataset of size 250. Each simulation is repeated 100
times to ensure statistical significance.

Figure 1 presents our comprehensive experimental results for logistic and beta regression. Across
all parameter configurations—varying |A|, d, and n—GPEVI consistently demonstrates superior
performance in terms of mean value compared to baseline methods.

Figure 2: Experimental results for semi-supervised learning across different labeled data ratios

C.2 SEMI-SUPERVISED LEARNING

To evaluate the effectiveness of our proposed Algorithm B.2, we conduct experiments in semi-
supervised learning settings. We compare the following methods: (1) GPEVI with the full dataset of
n+N samples treated as if all were labeled, (2) SS-GPEVI that properly differentiates between the
n labeled and N unlabeled samples, (3) GPEVI trained using only the n labeled samples, (4) LPEVI
trained using only the n labeled samples, (5) single Q-learning trained using only the n labeled
samples, and (6) global Q-learning trained using only the n labeled samples.

Our experimental configuration for logistic regression sets d = 12, total dataset size n+N = 1000,
action space cardinality |A| = 4, and horizon H = 8. For beta regression tasks, we use d = 12,
n+N = 1500, |A| = 4, and H = 8. The labeled data ratio is defined as n

n+N , where n represents
the number of labeled samples and N the number of unlabeled samples. For both data generation and
evaluation, we follow the same procedures used in the fully labeled setting.

Figure 2 presents our results across varying labeled data ratios for logistic and beta regression.
As expected, GPEVI with complete data (assuming all samples are labeled) achieves the highest
performance across all experimental conditions. However, our proposed SS-GPEVI demonstrates
remarkably competitive performance, closely approaching that of the fully supervised variant while
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substantially outperforming all baseline methods that utilize only labeled data. This validates the
efficacy of our semi-supervised approach in effectively leveraging unlabeled data.

D SIMULATION ENVIRONMENT STUDY

Figure 3: Experimental results on PointMaze dataset with labeled dataset size n = 1000 and unlabeled
dataset size N = 1500. Error bars represent standard deviations across 100 independent runs.

To validate the practical applicability of our proposed methods, we conduct experiments on the
PointMaze offline reinforcement learning benchmark datasets. Specifically, we utilize the PointMaze
Medium Dense-v3 simulation environment, where an agent follows waypoints generated through
Q-Iteration using a PD controller until successfully reaching designated goal locations (Fu et al.,
2020).

The simulation environment features a continuous task structure where the agent maintains its current
position upon reaching a goal, while the environment generates a new random goal location, creating
an ongoing navigation challenge. The reward structure employs a dense reward function, calculated
as the negative exponential of the Euclidean distance between the agent’s current position and the
target goal. To ensure diverse trajectory exploration and increase path variance, random Gaussian
noise is injected into the agent’s action selection process.

The original dataset comprises 4, 752 episodes with a 2-dimensional continuous action space. To
align with our discrete action framework, we discretize the action dimension into 8 distinct actions, as
required by our algorithm. For computational efficiency, we truncate episodes to a maximum horizon
of H = 25 timesteps, retaining only the first 25 steps of longer episodes. The state representation has
dimensionality d = 4.

Given that the reward values are bounded in the interval (0, 1), we employ beta regression with a
logit link function to approximate the value function, which provides a more appropriate probabilistic
modeling framework for bounded outcomes compared to traditional linear regression approaches.

For our experimental setup, we allocate n = 1000 labeled samples and N = 1500 unlabeled samples
for training, while reserving a separate test set of size 250 for evaluation. We compare the following
approaches: (1) GPEVI with the full dataset of n + N samples treated as if all were labeled, (2)
SS-GPEVI that properly differentiates between the n labeled and N unlabeled samples, (3) GPEVI
trained using only the n labeled samples, (4) LPEVI trained using only the n labeled samples, (5)
single Q-learning trained using only the n labeled samples, and (6) global Q-learning trained using
only the n labeled samples. To ensure statistical reliability, all experiments are repeated 100 times.

Performance comparison is based on estimated value functions computed via a step-importance
sampling estimator (Gottesman et al., 2018; Thomas and Brunskill, 2016). The results, summarized
in Figure 3, demonstrate that our proposed methods consistently outperform baseline approaches.
Specifically, GPEVI with all n+N samples treated as labeled (representing an idealized scenario
with complete reward knowledge) achieves an average estimated value of 1.233, our SS-GPEVI
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(properly using n labeled and N unlabeled samples) achieves 1.112, while GPEVI utilizing only
the n labeled samples reaches 1.046. These results substantially exceed the performance of LPEVI
and Q-learning baselines. Notably, our SS-GPEVI outperforms the labeled-only GPEVI counterpart,
aligning with our theoretical insights on the benefits of incorporating unlabeled data. Additionally,
all variants of our method exhibit low standard deviations across runs, demonstrating robustness and
consistency in performance.

E DISCUSSION ON UNBOUNDED REWARD FUNCTIONS

Assumption E.1. The reward noise is sub-Gaussian; that is, for all x ∈ S and a ∈ A, the random
variable rh(x, a)− g(⟨ϕr(x, a), θ

⋆
h⟩) is sub-Gaussian.

Assumption E.1 guarantees well-behaved reward noise with desirable concentration properties.
Compared to existing literature (e.g., Jin et al. (2021); Xie et al. (2021)) that typically assumes
bounded rewards for analytical simplicity, our sub-Gaussian condition represents a strictly weaker
requirement. Moreover, when rewards are bounded, Assumption E.1 is naturally satisfied.

In contrast to Jin et al. (2021), which constrains rewards to the interval [0, 1], our framework accom-
modates arbitrary reward ranges, necessitating the standardization of function g in Algorithm B.1. To
formalize this extension, we take gmax as an arbitrary constant larger than sup|x|≤suph∈[H] ∥θ∗

h∥2
g(x)

and gmin as an arbitrary constant smaller than inf |x|≤suph∈[H] ∥θ∗
h∥2

g(x). We then establish the
normalized uncertainty bound:

Γ̃h,nrm =
Γ̃h

gmax − gmin
=

Γ̃r,h + Γ̃p,h

gmax − gmin
= Γ̃r,h,nrm + Γ̃p,h,nrm (E.2)

This normalization enables us to define the normalized Q-function and its corresponding value
function as:

Q̃h,nrm(x, a) = min
{(

B̃hṼh+1

)
(x, a)nrm − Γ̃h,nrm(x, a), H − h+ 1

}+

Ṽh,nrm(x) =
〈
Q̃h,nrm(x, ·), π̃h,nrm(· | x)

〉
A

where the normalized reward function is defined as:

gnrm

(
ϕr(x, a)

T

θ̃h

)
=

g
(
ϕr(x, a)

T

θ̃h

)
− gmin

gmax − gmin
.

The normalized Bellman operator is defined as:(
B̃hṼh+1

)
(x, a)nrm = gnrm

(
ϕr(x, a)

⊤θ̃h

)
+ ϕp(x, a)

⊤β̃h,nrm,

where

β̃h,nrm :=

n∑
τ=1

(Λ̃h + λIdp
)−1ϕp(x

τ
h, a

τ
h)Ṽh+1,nrm(xτ

h+1). (E.3)

and the normalized policy:

π̃h,nrm(· | x) = argmax
πh

〈
Q̃h,nrm(x, ·), πh(· | x)

〉
A

Based on these definitions, we extend the GPEVI algorithm to handle unbounded rewards in Al-
gorithm E.4. Similarly, for the semi-supervised variant (SS-GPEVI), we define the corresponding
normalized uncertainty quantifier:

Γ̂h,nrm =
Γ̂h

gmax
=

Γ̃r,h + Γ̂p,h

gmax − gmin
= Γ̃r,h,nrm + Γ̂p,h,nrm (E.4)
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and

β̂h,nrm :=

n+N∑
τ=1

(Λ̂h + λIdp
)−1ϕp(x

τ
h, a

τ
h)V̂h+1,nrm(xτ

h+1) , (E.5)

The complete procedures for both approaches are systematically presented in Algorithm E.4 and
Algorithm E.5, respectively.

Algorithm E.4 GPEVI for Unbounded Rewards

1: Input: Dataset D =
{
(xτ

h, a
τ
h, r

τ
h)
}n,H
τ,h=1

; hyperparameters λ, αr, αp, ξ.

2: Initialization: set ṼH+1,nrm(x)← 0.
3: for step h = H,H − 1, . . . , 1 do
4: Obtain θ̃h from equation 7 and β̃h,nrm from equation E.3.
5: Set Γ̃h,nrm(·, ·) as equation E.2.

6: Set Q̃h,nrm(x, a)← min
{
gnrm

(
ϕr(x, a)

⊤θ̃h

)
+ ϕp(x, a)

Tβ̃h,nrm − Γ̃h,nrm(x, a), H − h+ 1
}+

.

7: Set π̃h,nrm(· | ·)← argmaxπh

〈
Q̃h,nrm(·, ·), πh(· | ·)

〉
A.

8: Set Ṽh,nrm(·)←
〈
Q̃h,nrm(·, ·), π̃h,nrm(· | ·)

〉
A.

9: Output: π̃nrm = {π̃h,nrm}Hh=1.

Algorithm E.5 SS-GPEVI for Unbounded Rewards

1: Input: Labeled dataset D, unlabeled dataset Du; hyperparameters λ, αr, αp, ξ.
2: Initialization: set V̂H+1,nrm(x)← 0.
3: for step h = H,H − 1, . . . , 1 do
4: Obtain θ̃h from equation 7 using D.
5: Obtain β̂h,nrm from equation E.5 using both D and Du.
6: Set Γ̂h,nrm(·, ·) as equation E.4.

7: Set Q̂h,nrm(x, a)← min
{
gnrm

(
ϕr(x, a)

⊤θ̃h

)
+ ϕp(x, a)

Tβ̂h,nrm − Γ̂h,nrm(x, a), H − h+ 1
}+

.

8: Set π̂h,nrm(· | ·)← argmaxπh

〈
Q̂h,nrm(·, ·), πh(· | ·)

〉
A.

9: Set V̂h,nrm(·)←
〈
Q̂h,nrm(·, ·), π̂h,nrm(· | ·)

〉
A.

10: Output: π̂nrm = {π̂h,nrm}Hh=1.

We could also get similar theory guarantees for these two algorithms as follows:

Theorem E.1. Under Assumptions 1, 2 and E.1, we set λ = 1, αr = cr
√

dr logH/ξ, αp =
cp(gmax − gmin) (dp + dr)H

√
ζ, where ζ = log (2 (dr + dp)Hn/ξ), cr, cp > 0 are absolute

constants and ξ ∈ (0, 1) is the confidence parameter. Then Γ̃h,nrm in equation E.2 is a ξ-uncertainty
quantifier of B̃h w.r.t. value function Ṽh+1,nrm. For any x ∈ S and n large enough, π̃nrm =
{π̃h,nrm}Hh=1 in Algorithm E.4 satisfies

SubOpt
(
π̃nrm;x

)
≤ 2

H∑
h=1

Eπ∗

[
Γ̃h(x, a) | x1 = x

]
with probability at least 1− ξ. Here Eπ∗ is taken with respect to the trajectory induced by π∗ in the
underlying MDP given the fixed Λ̂h and Σ̂h(θ̃h).
Corollary E.1. Under the assumptions of Theorem 1, if λmin(Λh) > 0, we have for n large enough,

SubOpt
(
π̃nrm;x

)
≤ O

(√
drH2 log(H/ξ)

n

)

+O

(√
(gmax − gmin)2(dp + dr)2H4 log ((dp + dr)Hn/ξ)

n

)
with probability at least 1− ξ.
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Theorem E.2. Under Assumptions 1, 2 and E.1, we set λ = 1, αr = cr
√

dr logH/ξ, αp =
cp(gmax − gmin) (dp + dr)H

√
ζ, where ζ = log (2 (dr + dp)Hn/ξ), cr, cp > 0 are absolute

constants and ξ ∈ (0, 1) is the confidence parameter. Then Γ̂h in equation E.4 is a ξ-uncertainty
quantifier of B̂h w.r.t. value function Ṽh+1,nrm. For any x ∈ S and n large enough, π̂nrm =
{π̂h,nrm}Hh=1 in Algorithm E.5 satisfies,

SubOpt(π̂nrm;x) ≤
H∑

h=1

Eπ∗

[
Γ̃r,h(xh, ah) + 2Γ̂h(xh, ah) | x1 = x

]
+

H∑
h=1

Eπ̂nrm
[∆err | x1 = x]

with probability at least 1− ξ, where ∆err = Õ
(

d3/4
r

n3/4

)
represents the additional error arising from

the mismatch between the reward uncertainty quantifiers in the semi-supervised setting. Specifically,
∆err accounts for the difference between using θ̃h (estimated from labeled data) and θ∗h (the true
parameter) in the uncertainty quantification when constructing the pessimistic value functions.

Corollary E.2. Under the assumptions of Theorem E.2, if λmin(Λh) ≥ ρ, then we have for n large
enough,

SubOpt(π̂nrm;x) ≤ O

(√
drH2 log(H/ξ)

n

)

+O

√ (gmax − gmin)2 (dp + dr)
2
H4 log (2 (dr + dp)H(n+N)/ξ)

n+N


with probability at least 1− ξ, which is strictly better than the bound for the supervised approach
when N > 0.

Impact of Reward Scale on Theoretical Guarantees. Corollaries E.1 and E.2 reveal a critical
insight: the suboptimality bounds for both algorithms exhibit explicit dependence on the range of
rewards, (gmax − gmin), in the second term. This dependence emerges from the normalization
procedure and has important implications. Particularly, for problems with large reward ranges, the
second term in the bound may dominate, potentially resulting in performance degradation. This
observation aligns with intuition—in settings where rewards vary dramatically, accurately estimating
the transition dynamics becomes more challenging as errors are amplified by the reward scale.

Semi-Supervised Advantage with Unbounded Rewards. The advantage of the semi-supervised
approach, as quantified in Corollary E.2, persists in the unbounded reward setting, with the crucial
benefit that the term containing (gmax − gmin) benefits from the enlarged sample size (n+N). This
suggests that semi-supervised learning provides particularly significant advantages in unbounded
reward scenarios, as the reduction in uncertainty regarding transition dynamics helps mitigate the
amplification effect of large reward ranges. Specifically, when N ≫ n and dp ≫ dr, the second term
in the bound is substantially reduced compared to the supervised approach, yielding performance
improvements that scale with both the reward range and the ratio of unlabeled to labeled data.

F PROOF OF PROPOSITION 1

GLMDP is Bellman complete with respect to the following function class

F = {x, a 7→ g(⟨ϕr(x, a), θ) + ⟨ϕp(x, a), β) : θ ∈ Rdr , β ∈ Rdp}

In other words, the optimal Q-value function Q∗
h ∈ F for all h ∈ [H].

Proof. We define the optimal Bellman operator w.r.t to some policy π by

Bπ
hQ(x, a) := E[rh(x, a) +Q(xh+1, π(xh+1)) | xh = x, ah = a].
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Bellman completeness requires for all f ∈ F and π, Bπ
hf ∈ F .

B⋆
hf(x, a) = E[Rh(xh, ah) + f(xh+1, π(xh+1)) | xh = x, ah = a]

= g(⟨ϕr(x, a), θ
∗
h⟩) + E[f(xh+1, π(xh+1) | xh = x, ah = a]

= g(⟨ϕr(x, a), θ
∗
h⟩) +

∫
x′
f(x′, π(x′))P (x′ | x, a)dx

= g(⟨ϕr(x, a), θ
∗
h⟩) +

∫
x′
f(x′, π(x′))⟨ϕp(x, a), µh(x

′)⟩dx′

= g(⟨ϕr(x, a), θ
∗
h⟩) +

〈
ϕp(x, a),

∫
x′
f(x′, π(x′))µh(x

′)dx′
〉
.

Thus, we have B⋆
hf ∈ F with parameters θ∗h and

∫
x′ f(x

′, π(x′))µh(x
′)dx′.

The realizability is guaranteed by Bellman completeness.

G PROOF OF THEOREMS 1 AND E.1

We only need to prove Theorem E.1 since we can choose gmax = 1 given rewards are bounded by
[0, 1]. In addition, Without loss of generality, we can assume gmax = 1. Henceforth, for notational
simplicity, we omit the subscript "nrm". This convention is consistently maintained throughout
Sections J, I, J and M.

Proof. By Lemma 3.1 of Jin et al. (2021), we can decompose SubOpt
(
π̃;x

)
into three parts:

SubOpt
(
π̃;x

)
=−

H∑
h=1

Eπ̃ [ιh(xh, ah) | x1 = x]︸ ︷︷ ︸
(A): Spurious Correlation

+

H∑
h=1

Eπ∗ [ιh(xh, ah) | x1 = x]︸ ︷︷ ︸
(B): Intrinsic Uncertainty

+

H∑
h=1

Eπ∗

[
⟨Q̃h(xh, ·), π∗

h(· | xh)− π̃h(· | xh)⟩A | x1 = x
]

︸ ︷︷ ︸
(C): Optimization Error

,

where ιh(x, a) = (BhṼh+1)(x, a)− Q̃h(x, a). By the definition of π̃h, we have (C) ≤ 0. We then
show that with probability at least 1− ξ,

0 ≤ ιh(x, a) ≤ 2Γ̃h(x, a) for all (x, a) ∈ S ×A , (G.6)

which implies the conclusion of the theorem that

SubOpt
(
π̃;x

)
≤ 2

H∑
h=1

Eπ∗ [Γh(x, a) | x1 = x] .

Note that Lemma 5.1 of Jin et al. (2021) still holds if gmax = 1. Hence to show equation G.6, we
only need to show that {Γ̃h}Hh=1 are ξ-uncertainty quantifiers such that∣∣∣(BhṼh+1

)
(x, a)−

(
B̃hṼh+1

)
(x, a)

∣∣∣ ≤ Γ̃h(x, a) for all (x, a) ∈ S ×A, h ∈ [H]

with probability at least 1− ξ. By the definition of Bh, we have(
BhṼh+1

)
(x, a) =E

[
rh
(
xh, ah

)
+ Ṽh+1(xh+1) | xh = x, ah = a

]
=E
[
rh(xh, ah) | xh = x, ah = a

]
+

∫
x′∈S

Ṽh+1(x
′)Ph(x

′ | xh = x, ah = a)dx′

=g(⟨ϕr(x, a), θ
⋆
h⟩) + ⟨ϕp(x, a), βh⟩ ,
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where βh =
∫
x′∈S µh(x

′)Ṽh+1(x
′)dx′. Then we have(

BhṼh+1

)
(x, a)−

(
B̃hṼh+1

)
(x, a) = g(⟨ϕr(x, a), θ

⋆
h⟩)− g(⟨ϕr(x, a), θ̃h⟩)︸ ︷︷ ︸

(i)

+ ⟨ϕp(x, a), βh − β̃h⟩︸ ︷︷ ︸
(ii)

.

By Lemma L.3, we have |(i)| ≤ Γ̃r,h(x, a) with probability at least 1− ξ
2 . We then bound (ii). For

notional simplicity, we define Ωh = (Λ̃h + λIdp)
−1. By the definition of β̃h, we have

(ii) =ϕp(x, a)
Tβh − ϕp(x, a)

TΩh

n∑
τ=1

ϕp(x
τ
h, a

τ
h)Ṽh+1(x

τ
h+1)

=ϕp(x, a)
Tβh − ϕp(x, a)

TΩh

n∑
τ=1

ϕp(x
τ
h, a

τ
h)ϕp(x

τ
h, a

τ
h)

Tβh︸ ︷︷ ︸
(iii)

− ϕp(x, a)
TΩh

n∑
τ=1

ϕp(x
τ
h, a

τ
h)
(
Ṽh+1(x

τ
h+1)− ϕp(x

τ
h, a

τ
h)

Tβh

)
︸ ︷︷ ︸

(iv)

.

Then by Lemma L.4, we have ∥βh∥2 ≤ H
√

dp, and

|(iii)| =
∣∣ϕp(x, a)

Tβh − ϕp(x, a)
T(Λ̃h + λIdp

)−1Λ̃hβh

∣∣ = ∣∣λϕp(x, a)
T(Λ̃h + λIdp

)−1βh

∣∣
≤H

√
λdp

√
ϕp(x, a)T(Λ̃h + λIdp

)−1ϕp(x, a) .

We then bound |(iv)|. To simplify the notation, for h ∈ [H] and τ ∈ [n], and any value function
V : S → [0, H], we define

ϵτh(V ) = V (xτ
h+1)− E

[
V (xh+1) | xh = xτ

h, ah = aτh
]
.

We then have

|(iv)| =ϕp(x, a)
TΩh

n∑
τ=1

ϕp(x
τ
h, a

τ
h)ϵ

τ
h(Ṽh+1)

≤ ∥ϕp(x, a)
T∥Ωh

∥∥∥ n∑
τ=1

ϕp(x
τ
h, a

τ
h)ϵ

τ
h(Ṽh+1)

∥∥∥
Ωh︸ ︷︷ ︸

(v)

.

We then bound term (v) via concentration inequalities. An obstacle is that Ṽh+1 depends on{
(xτ

h, a
τ
h)
}n
τ=1

via
{
(xτ

h′ , aτh′)
}
τ∈[n],h′>h

, as it is constructed based on the dataset D. To this end,
we resort to uniform concentration inequalities. Specifically, for all h ∈ [H], we define the function
class

Vh(R,B, Jr, Jp, ρ, λ) =
{
Vh(x; θ, β,Σ,Λ, γr, γp) : S → [0, H] with

∥θ∥2 ≤ R, ∥β∥2 ≤ B, γr ∈ [0, Jr], γp ∈ [0, Jp],Σ ⪰ ρIdr
,Λ ⪰ λIdp

}
,

where Vh(x; θ, β,Σ,Λ, γr, γp) = max
a∈A

{
min

{
fr(x, a; θ,Σ, γr) + fp(x, a;β,Λ, γp), H − h+ 1

}+}
with fr(x, a; θ,Σ, γr) = g(⟨ϕr(x, a), θ⟩)− γr ·

√
ϕr(x, a)TΣ−1ϕr(x, a)

and fp(x, a;β,Λ, γp) = ⟨ϕp(x, a), β⟩ − γp ·
√
ϕp(x, a)TΛ−1ϕp(x, a) .

For all ϵ > 0, let Nh(ϵ;R,B, Jr, Jp, ρ, λ) be the minimal ϵ-cover of Vh(R,B, Jr, Jp, ρ, λ) with
respect to the supremum norm. In other words, for any function V ∈ Vh(R,B, J, ρ, λ), there exists a
function V † ∈ Nh(ϵ;R,B, Jr, Jp, ρ, λ) such that

sup
x∈S

∣∣V (x)− V †(x)
∣∣ ≤ ϵ .
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Meanwhile, among all ϵ-covers of Vh(R,B, Jr, Jp, ρ, λ) defined by such a property, we choose
Nh(ϵ;R,B, J, ρ, λ) as the one with the minimal cardinality.

Recall the construction of Ṽh in Algorithm B.1. For sufficiently large n, by Lemma L.2, we have
∥θ̃h∥2 ≤ ∥θ⋆h∥2 + ∥θ̃h − θ⋆h∥2 ≤ 2∥θ⋆h∥2 := R0 with probability at least 1− ξ/4. By equation L.22,
we have λmin

(
1
n Σ̃h(θ̃h)

)
≥ ρ/2 with probability at least 1− ξ/4 where ρ = λmin

(
Σh(θ

⋆
h)
)
> 0. By

Lemma L.4, we have ∥β̃h∥2 ≤ H
√
ndp/λ := B0. Finally, we take Jr = 2αr and Jp = 2αp. Under

these events, we have
Ṽh+1 ∈ Vh+1(R0, B0, Jr, Jp, nρ/2, λ).

Here λ > 0 is the regularization parameter and αr, αp > 0 are the scaling parameters, which
are specified in Algorithm B.1. For notational simplicity, we use Vh+1 and Nh+1(ϵ) to denote
Vh+1(R0, B0, Jr, Jp, nρ/2, λ) andNh+1(ϵ;R0, B0, Jr, Jp, nρ/2, λ), respectively. As a result, there
exists functions V †

h+1 ∈ Nh+1(ϵ) such that

sup
x∈S
|Ṽh+1(x)− V †

h+1(x)| ≤ ϵ.

Hence, given Ṽh+1 and V †
h+1, we have

E
[
|V †

h+1(xh+1)− Ṽh+1(xh+1)| | xh = x, ah = a
]
≤ ϵ, ∀(x, a) ∈ S ×A,∀h ∈ [H] .

Here the conditional expectation is induced by the transition kernel Ph(· | x, a). As a result, for all
h ∈ [H], we have ∣∣ϵτh(Ṽh+1)− ϵτh(V

†
h+1)

∣∣ ≤ 2ϵ, ∀τ ∈ [n] .

By the Cauchy-Schwarz inequality, for any two vectors a, b ∈ Rd and any positive definite matrix
Λ ∈ Rd×d, it holds that ∥a+ b∥2Λ ≤ 2∥a∥2Λ + 2∥b∥2Λ. Hence, for all h ∈ [H], we have

|(v)|2 ≤ 2
∥∥∥ n∑

τ=1

ϕp(x
τ
h, a

τ
h)ϵ

τ
h(V

†
h+1)

∥∥∥
Ωh︸ ︷︷ ︸

b({V †
h+1})

+2
∥∥∥ n∑

τ=1

ϕp(x
τ
h, a

τ
h)
(
ϵτh(Ṽh+1)− ϵτh(V

†
h+1)

)∥∥∥2
Ωh︸ ︷︷ ︸

(vi)

Here (vi) can be bounded by

(vi) ≤ 2
∥∥∥Ωh

n∑
τ=1

ϕp(x
τ
h, a

τ
h)ϕp(x

τ
h, a

τ
h)

T

∥∥∥2 n∑
τ=1

(
ϵτh(Ṽh+1)− ϵτh(V

†
h+1)

)2 ≤ 8nϵ2, (G.7)

where we denote ∥A∥ as the operator norm of a matrix A. We then bound b({V †
h+1}) via uniform

concentration inequalities. Applying Lemma L.7 and the union bound, for any fixed h ∈ [H], we
have

PD

(
sup

V ∈Nh+1(ϵ)

∥∥∥ n∑
τ=1

ϕp(x
τ
h, a

τ
h)ϵ

τ
h(V )

∥∥∥
Ωh

> H2(2 log(1/δ) + dp log(1 + n/λ))

)
≤ δ|Nh+1(ϵ)|.

For all ξ ∈ (0, 1) and all ϵ > 0, we set δ = ξ/(4H|Nh+1(ϵ)|). Hence, for any fixed h ∈ [H], it holds
that

sup
V ∈Nh+1(ϵ)

∥∥∥ n∑
τ=1

ϕp(x
τ
h, a

τ
h)ϵ

τ
h(V )

∥∥∥
Ωh

≤ H2(2 log(1/δ) + dp log(1 + n/λ))

≤ H2
(
2 log

(
4H|Nh+1(ϵ)|/ξ

)
+ dp log(1 + n/λ)

) (G.8)

with probability at least 1 − ξ/(4H), which is taken with respect to PD. Using the union bound
again, we have equation G.8 holds for all h ∈ [H] with probability at least 1 − ξ/4. Combining
equation G.7 and equation G.8, we have

|(v)|2 ≤ H2
(
2 log

(
4H|Nh+1(ϵ)|/ξ

)
+ dp log(1 + n/λ)

)
+ 8nϵ2.
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Applying Lemma L.6 with R0 = 2∥θ⋆h∥2, B0 = H
√
n/λ, ϵ = H

√
dp/
√
n, αr = cr

√
dr logH/ξ,

αp = cp(dp + dr)H
√
ζ, ζ = log

(
2(dr + dp)Hn/ξ

)
, and λ = 1, when n, cp > cr are sufficiently

large, we have
log
∣∣Nh(ϵ;R0, B0, Jr, Jp, nρ/2, λ)

∣∣
≤ dr log(1 + 8LR0/ϵ) + d2r log

(
1 + 64dr

1/2J2
r /(nρϵ

2)
)

+ dp log(1 + 8B0/ϵ) + d2p log
(
1 + 32dp

1/2J2
p/(λϵ

2)
)

= dr log(1 + 8LR0H
−1
√
n/
√
dp) + d2r log

(
1 + 256c2rdr

3/2 log(H/ξ)/(dpρH
2)
)

+ dp log(1 + 8n/
√
dp) + d2p log

(
1 + 32c2pndp

1/2(dr + dp)
2ζ/dp

)
≤ 2dr log(1 + 8LR0H

−1
√
n/
√
dp) + 2d2p log

(
1 + 32c2pn(dr + dp)

2ζ/d1/2p

)
≤ 2drζ + 2d2p log

(
64c2pn(dr + dp)

2ζ/d1/2p

)
≤ 2drζ + 2d2p(5 + 2 log cp + 3ζ

)
≤ 2(dr + dp)

2(log cp + 5ζ)

which implies that

|(v)|2 ≤ H2
(
2 log

(
4H|Nh+1(ϵ)|/ξ

)
+ dp log(1 + n/λ)

)
+ 8nϵ2

≤ 2H2
(
log(4H/ξ) + 2(dr + dp)

2(log cp + 5ζ) + dp log(1 + n)
)
+ 8H2dp

≤ 2H2
(
ζ + 2(dr + dp)

2(log cp + 5ζ) + dpζ + 4dp

)
≤ 20(dr + dp)

2H2ζ(1 + log cp) ≤ (dr + dp)
2H2c2pζ/4

when cp ≥ 1 sufficiently large. We then have |(iv)| ≤ αp/2∥ϕp(x, a)
T∥Ωh

. In addition, H
√
λdp ≤

αp/2, we have

|(ii)| =
∣∣⟨ϕp(x, a), βh − β̃h⟩

∣∣ ≤ αp∥ϕp(x, a)∥Ωh
= Γ̃p,h(x, a),

which finishes the proof.

H PROOF OF COROLLARIES 2 AND E.1

Proof. Note that using the matrix Bernstein inequality(Tropp, 2015) , for n large enough, we have

λmin(
1

n
Λ̃h) ≥ ρ/2

holds for any h ∈ [H] with probability at least 1 − ξ/2. Also using equation L.22, we have for n
large enough,

λmin

( 1
n
Σ̃h(θ̃h)

)
≥ ρ/2

holds for any h ∈ H with probability at least 1− ξ/2. Conditioning on the two events, the first claim
of the corollary immediately follows from Theorem 1.
The second claim immediately comes from Lemma L.2.

I PROOF OF THEOREMS 2 AND E.2

Proof. Following the definition of SubOpt(π̂, x), we decompose the suboptimality gap as:

SubOpt(π̂, x) = V
∗

1,θ∗(x)− V π̂
1,θ∗(x)

= V
∗

1,θ∗(x)− V̂1,θ∗(x) + V̂1,θ∗(x)− V π̂
1,θ∗(x)

≤ V
∗

1,θ∗(x)− V̂1,θ∗(x)

= V
∗

1,θ∗(x)− V
∗

1,θ̃
(x)︸ ︷︷ ︸

(i)

+V
∗

1,θ̃
(x)− V̂1,θ̃(x)︸ ︷︷ ︸

(ii)

+ V̂1,θ̃(x)− V̂1,θ∗(x)︸ ︷︷ ︸
(iii)
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where the footnote θ∗ and θ̃ mean that we use true and estimated θ in each time step. The first
inequality follows from Lemma 1 of Jin et al. (2021). We analyze each term separately.

For term (i), we have:

(i) = V
∗

1,θ∗(x)− V
∗

1,θ̃
(x)

=

H∑
h=1

Eπ∗

[
g (⟨ϕr(x, a), θ

∗
h⟩)− g

(〈
ϕr(x, a), θ̃h

〉)
| x1 = x

]
≤

H∑
h=1

Eπ∗

[
Γ̃r,h(x, a) | x1 = x

] (I.9)

where the last inequality follows from Lemma L.3, since Γ̃r,h(x, a) bounds the difference in the
reward function approximation.

For term (ii), we have:

(ii) = V ∗
1,θ̃

(x)− V̂1,θ̃(x)

=

H∑
h=1

Eπ∗

[(
BhV̂h+1

)
(xh, ah)− Q̂h (xh, ah) | x1 = x

]
−

H∑
h=1

Eπ∗

[〈
Q̂h (xh, ·) , π̂h (· | xh)− π∗

h (· | xh)
〉
A
| x1 = x

]
≤

H∑
h=1

Eπ∗

[(
BhV̂h+1

)
(xh, ah)− Q̂h (xh, ah) | x1 = x

]
=

H∑
h=1

Eπ∗ [ιh(xh, ah) | x1 = x]

≤ 2

H∑
h=1

Eπ∗

[
Γ̂h(xh, ah) | x1 = x

]

(I.10)

where ιh(x, a) = (BhV̂h+1)(x, a)− Q̂h(x, a) and the inequalities follow from a similar analysis as
in Theorem 1.

For term (iii), we have:

(iii) = V̂1,θ̃(x)− V̂1,θ∗(x)

=

H∑
h=1

Eπ̂

[
g
(
ϕr(x, a)

⊤θ̃h

)
+ ϕp(x, a)

⊤β̂h − Γ̂h(x, a, θ̃h) | x1 = x
]

−
H∑

h=1

Eπ̂

[
g
(
ϕr(x, a)

⊤θ∗h
)
+ ϕp(x, a)

⊤β̂h − Γ̂h(x, a, θ
∗
h) | x1 = x

]
=

H∑
h=1

Eπ̂

[
g
(
ϕr(x, a)

⊤θ̃h

)
− g

(
ϕr(x, a)

⊤θ∗h
)
| x1 = x

]
+

H∑
h=1

Eπ̂

[
Γ̂h(x, a, θ

∗
h)− Γ̂h(x, a, θ̃) | x1 = x

]

By Lemma L.3, we have
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H∑
h=1

Eπ̂

[
g
(
ϕr(x, a)

⊤θ̃h

)
− g

(
ϕr(x, a)

⊤θ∗h
)
| x1 = x

]
≤

H∑
h=1

Eπ̂

[
Γ̂r,h(x, a) | x1 = x

]
Now, let’s analyze the difference in the uncertainty quantifiers:

Γ̂h(x, a, θ
∗
h)− Γ̂h(x, a, θ̃h)

= αrEπ̂

[
ġ (⟨ϕr(x, a), θ

∗
h⟩) ∥ϕr(x, a)∥Σ̂h(θ∗

h)
−1 − ġ

(〈
ϕr(x, a), θ̃h

〉)
∥ϕr(x, a)∥Σ̂h(θ̃h)

−1 | x1 = x

]
Define ∆ as:

∆ := αr

(
ġ (⟨ϕr(x, a), θ

∗
h⟩) ∥ϕr(x, a)∥Σ̂h(θ∗

h)
−1 − ġ

(〈
ϕr(x, a), θ̃h

〉)
∥ϕr(x, a)∥Σ̂h(θ̃h)

−1

)
We decompose ∆ into:

∆ = αr

[
ġ (⟨ϕr, θ

∗
h⟩)− ġ

(〈
ϕr, θ̃h

〉)]
∥ϕr∥Σ̂h(θ∗

h)
−1︸ ︷︷ ︸

∆1

+ αr ġ
(〈

ϕr, θ̃h

〉)[
∥ϕr∥Σ̂h(θ∗

h)
−1 − ∥ϕr∥Σ̂h(θ̃h)

−1

]
︸ ︷︷ ︸

∆2

Under Assumption 2, we have:

∥ϕr∥Σ̂h(θ∗
h)

−1 ≤ 1√
λmin

(
Σ̂h (θ∗h)

) · ∥ϕr∥2 ≤
1√
nρ/2

· 1 =

√
2

nρ

By Assumption 1 and Lemma L.2, we bound ∆1:

∆1 ≤ αrL
∣∣∣ġ (⟨ϕr, θ

∗
h⟩)− ġ

(〈
ϕr, θ̃h

〉)∣∣∣ ∥ϕr∥Σ̂h(θ∗
h)

−1

≤ αrL
∣∣∣〈ϕr, θ

∗
h − θ̃h

〉∣∣∣ ∥ϕr∥Σ̂h(θ∗
h)

−1

≤ αrL∥ϕr∥2∥θ̃h − θ∗h∥2 ∥ϕr∥Σ̂h(θ∗
h)

−1

≤ αrL

√
2

nρ

√
cdr log 1/ξ

n

= L

√
2c(logH/ξ)(log 1/ξ)

ρ

dr
n

(I.11)

For ∆2, let L = supx ġ(x), then:

∆2 ≤ αrL

∣∣∣∣∥ϕr∥Σ̂h(θ∗
h)

−1 − ∥ϕr∥Σ̂h(θ̃h)
−1

∣∣∣∣
≤ αrL

√∣∣∣∣ϕ⊤
r

(
Σ̂h (θ∗h)

−1 − Σ̂h

(
θ̃h

)−1
)
ϕr

∣∣∣∣
≤ αrL

√
∥ϕr∥22 · ∥Σ̂h (θ∗h)

−1 − Σ̂h

(
θ̃h

)−1

∥
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Using the matrix identity A−1 −B−1 = A−1(B −A)B−1, we get:

∥Σ̂h (θ
∗
h)

−1 − Σ̂h

(
θ̃h

)−1

∥ ≤ ∥Σ̂h (θ
∗
h)

−1 ∥ · ∥Σ̂h (θ
∗
h)− Σ̂h

(
θ̃h

)
∥ · ∥Σ̂h

(
θ̃h

)−1

∥

≤ 1

n

2

ρ
· L∥θ̃h − θ∗h∥2 ·

2

ρ

≤ 4L

nρ2

√
cdr log 1/ξ

n

Therefore:

∆2 ≤ αrL

√
4L

nρ2

√
cdr log 1/ξ

n

= L

√
dr4L log(H/ξ)

nρ2
·
(
cdr log 1/ξ

n

)1/4
(I.12)

Combining I.11 and I.12, and define ∆err:

∆err := L

√
2c(logH/ξ)(log 1/ξ)

ρ

dr
n

+G

√
dr4L log(H/ξ)

nρ2
·
(
cdr log 1/ξ

n

)1/4

(I.13)

We could get:

∆ ≤ ∆err

= L

√
2c(logH/ξ)(log 1/ξ)

ρ

dr
n

+G

√
dr4L log(H/ξ)

nρ2
·
(
cdr log 1/ξ

n

)1/4

= Õ

(
dr
n

)
+ Õ

(
d
3/4
r

n3/4

)

= Õ

(
d

3
4
r

n
3
4

)

for sufficiently large n.

Combining I.9, I.10, and I.13, we have:

SubOpt(π̂;x) ≤
H∑

h=1

Eπ∗

[
Γ̃r,h(xh, ah) + 2Γ̂h(xh, ah) | x1 = x

]
+

H∑
h=1

Eπ̂ [∆err | x1 = x]

J PROOF OF COROLLARIES 3 AND E.2

Proof. From Theorem 2, we get:
∆ ≤ ∆err

= L

√
2c(logH/ξ)(log 1/ξ)

ρ

dr
n

+G

√
dr4Llog(H/ξ)

nρ2
·
(
cdr log 1/ξ

n

)1/4

= Õ

(
d

3
4
r

n
3
4

)

) (J.14)
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for sufficiently large n.

Now, for the semi-supervised estimator β̂h, we benefit from the additional unlabeled data. By using a
similar analysis as in the proof of Theorem 1, and if Λh ≥ ρ, we can show that:

Γ̂p,h(x, a) = αp

√
ϕp(x, a)⊤(Λ̂h + λIdp)

−1ϕp(x, a)

= O

√ (dp + dr)
2
H2 log (2 (dr + dp)H(n+N)/ξ)

n+N

 (J.15)

From Lemma L.3, we could also get similar results that:

Γ̃r,h(x, a) = c0
√
dr logH/ξ ×

√
ġ(⟨ϕ(x, a), θ̃h⟩)2ϕr(x, a)TΣ̂h(θ̃h)−1ϕr(x, a)

= O

(√
dr log(H/ξ)

n

) (J.16)

Therefore, the increased sample size from n to n+N leads to a reduction in the uncertainty quantifier
related to the transition dynamics.

Combining J.14, J.15, and J.16, when n is large enough, we have:

SubOpt(π̂;x) ≤
H∑

h=1

Eπ∗

[
Γ̃r,h(xh, ah) + 2Γ̂h(xh, ah) | x1 = x

]
+

H∑
h=1

Eπ̂ [∆err | x1 = x]

≤ O

(√
drH2 logH/ξ

n

)
+O

√ (dp + dr)
2
H4 log (2 (dr + dp)H(n+N)/ξ)

n+N


+ Õ

(
d

3
4
r

n
3
4

)

)

= O

(√
drH2 log(H/ξ)

n

)

+O

√ (dp + dr)
2
H4 log (2 (dr + dp)H(n+N)/ξ)

n+N


(J.17)

This result shows that the semi-supervised approach benefits from unlabeled data in improving the
estimation of transition dynamics while the reward estimation is limited by the size of the labeled
dataset n. When N ≫ n, this approach can significantly reduce the overall suboptimality compared
to using only labeled data.

K PROOF OF THEOREM 3

Proof. By Lemmas L.10, L.11 and L.12, taking confh,t = min{H − h + 1, γr∥ϕr∥Λ′−1
h,t

+

γp∥ϕp∥Λ−1
h,t
} in Lemma 7 in Wang et al. (2019), and using Lemma 6 in Wang et al. (2019), Lemma

L.10 and Lemma L.11, we have

R(x) ≤ H
√
T
(
γr
√
2dr ln(1 + T/dr) + γp

√
2dr ln(1 + T/dp)

)
+

T∑
t=1

ζt
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holds with probability at least 1 − 2p0/3, where ζt =
∑H

h=1 Eπ̂·,tconfh,t−1(xh, π̂h,t(xh)) −
confh,t−1(xh,t, ah,t). Hence using the Azuma inequality we have

R(x) ≤ H
√
T
(
γr
√
2dr ln(1 + T/dr) + γp

√
2dr ln(1 + T/dp)

)
+
√

2 ln(6/p0)TH3

holds with probability at least 1− p0.

L TECHNICAL LEMMAS

Lemma L.1. If λmin

(
Σh(θ

τ
h)
)
≥ ρ > 0, then for ξ ∈ (0, 1), with sufficiently large n, we have

λmin

( 1
n
Σ̃h(θ

⋆
h)
)
≥ 3ρ

4

with probability at least 1− ξ.

Proof. By the matrix Bernstein inequality (Tropp, 2015) and ∥ϕr(x, a)∥2 ≤ 1, we have

∥ 1
n
Σ̃h(θ

⋆
h)− Σh(θ

⋆
h)∥ ≤ C

√
log(dr/ξ)/n (L.18)

with probability at least 1− ξ/2 for an absolute constant C > 0. Hence if n is sufficiently large, we
have

λmin

( 1
n
Σ̃h(θ

⋆
h)
)
≥ λmin

(
Σh(θ

⋆
h)
)
− ∥ 1

n
Σ̃h(θ

⋆
h)− Σh(θ

⋆
h)∥ ≥ ρ− ρ

4
=

3ρ

4
.

Lemma L.2. Suppose that λmin

(
Σh(θ

⋆
h)
)
≥ ρ > 0. Under Assumption 1, for ξ ∈ (0, 1), with

sufficiently large n and h ∈ [H] fixed, we have

∥θ̃h−θ⋆h∥21
n Σ̂h(θ⋆

h)
≤ cdr log 1/ξ

nρ
, ∥θ̃h−θ⋆h∥22 ≤

cdr log 1/ξ

nρ2
and ∥∇Lh(θ

⋆
h)∥2Σ−1

h (θ⋆
h)
≤ cdr log 1/ξ

nρ

with probability at least 1− ξ for some absolute constant c > 0.

Proof. Apply Theorem 2.1 in Hsu et al. (2012) to A = Σ
−1/2
h (θ∗h) and x =

√
n∇Lh(θ

∗
h). Since

∇lh(θ∗h) =
(
rh − g(⟨ϕh, θ

∗
h⟩)
)
ϕh

is subguassian since we assume rh − g(⟨ϕh, θ
∗⟩) is subguassian, there exists σ > 0, independent

with n, such that for any t > 0,

P
(
∥x∥2Σh(θ⋆

h)
−1 − σ

(
Tr(Σh(θ

⋆
h)

−1) + 2∥Σh(θ
⋆
h)

−1∥t+ 2
√

Tr(Σh(θ⋆h)
−2)t

)
> 0
)
≤ e−t.

Hence

∥∇Lh(θ
∗
h)∥2Σh(θ⋆

h)
−1 ≤

3σdr∥Σh(θ
⋆
h)

−1∥ log(1/ξ)
n

holds with probability at least 1− ξ, for any small ξ > 0.

Similarly, for any 1 ≤ τ ≤ n, applying Theorem 2.1 in Hsu et al. (2012) to A = Σh(θ
⋆
h)

−1/2 and
x = ϕτ

h, there exists σ′ > 0 independent with n, such that

max
1≤τ≤n

∥ϕτ
h∥2Σ−1

h

≤ 3σ′dr∥Σ−1
h ∥ log(n/ξ).

holds with probability at least 1− ξ, for any (small) ξ > 0. Using Theorem A.2 in Ostrovskii and
Bach (2021), we have

max
1≤τ≤n

∥ϕτ
h∥ 1

n Σ̃h(θ⋆
h)

−1∥∇Lh(θ
∗
h)∥21

n Σ̃h(θ⋆
h)

−1 ≤
1

4

holds with probability at least 1− 3ξ if n is sufficiently large.
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It’s easy to check Lh falls into the case (a) of Proposition B.3 in Ostrovskii and Bach (2021) with
θ0 = θ∗h, H0 = Σ̃h, W (θ) = ϕτ(θ) where τ(θ) := argmin1≤τ≤n |⟨ϕτ , θ − θ∗h⟩|. Then using
Proposition B.4 in Ostrovskii and Bach (2021), we have

∥θ̃h − θ∗h∥21
n Σ̃h(θ⋆

h)
≤ 4∥∇Lh(θ

∗
h)∥21

n Σ̃−1
h (θ∗

h)
≤ 12σdr log(1/ξ)

ρn
(L.19)

holds with probability at least 1− 3ξ if n is large enough, for some constant K > 0, any small ξ > 0

and ϵ > 0. The bound for ∥θ⋆h − θ̃h∥2 immediately comes from equation L.19 and Lemma L.1.

Lemma L.3. Suppose that λmin

(
Σh(θ

⋆
h)
)
≥ ρ > 0. Under Assumptions 1, for ξ ∈ (0, 1), with

sufficiently large n, we have,∣∣g(⟨ϕr(x, a), θ̃h⟩)− g(⟨ϕr(x, a), θ
⋆
h⟩)
∣∣ ≤c0√dr logH/ξ

×
√
ġ(⟨ϕ(x, a), θ̃h⟩)2ϕr(x, a)TΣ̃h(θ̃h)−1ϕr(x, a) .

for all (x, a) ∈ S ×A and h ∈ [H] with probability at least 1− ξ for some absolute constant c0 > 0.

Proof. By Taylor’s theorem,

0 = ∇Lh(θ̃h) = ∇Lh(θ
⋆
h)−

1

n
Σ̃h(θ̃h)(θ̃h − θ⋆h) + o(∥θ̃h − θ∗h∥2)

Hence, we have

θ̃h − θ⋆h =
( 1
n
Σ̃h(θ

⋆
h)
)−1(−∇Lh(θ

⋆
h) + o(∥θ̃h − θ∗h∥2

)
. (L.20)

By Taylor’s theorem again, we have

g(⟨ϕr(x, a), θ̃h⟩)− g(⟨ϕr(x, a), θ
⋆
h⟩) =ġ(⟨ϕr(x, a), θ̃h⟩)⟨ϕr(x, a), θ̃h − θ⋆h⟩

+
1

2
g̈(⟨ϕr(x, a), θ̆h⟩)⟨ϕr(x, a), θ̃h − θ⋆h⟩2

:=e1 + e2

for some θ̆h on the line segment between θ⋆h and θ̃h. We then bound |e1| and |e2| separately. First, by
equation L.20, we have

e1 =
〈
ϕr(x, a),

( 1
n
Σ̃h(θ

⋆
h)
)−1(−∇Lh(θ

⋆
h) + o(∥θ̃h − θ∗h∥2)

)〉
.

By the matrix Bernstein inequality (Tropp, 2015), we have

∥ 1
n
Σ̃h(θ

⋆
h)− Σh(θ

⋆
h)∥ ≤ C

√
log(Hdr/ξ)/n (L.21)

with probability at least 1− ξ/2 for an absolute constant C > 0. As a result,

λmin

( 1
n
Σ̃h(θ

⋆
h)
)
≥ λmin

(
Σh(θ

⋆
h)
)
− ∥ 1

n
Σ̃h(θ

⋆
h)− Σh(θ

⋆
h)∥ ≥ ρ− ρ

4
=

3ρ

4

when n is sufficiently large. Besides, we have

∥ 1
n
Σ̃h(θ

⋆
h)−

1

n
Σ̃h(θ̃h)∥ ≤

L

n

n∑
τ=1

|⟨ϕr(x
τ
h, a

τ
h), θ

⋆
h − θ̃h⟩|∥ϕr(x

τ
h, a

τ
h)∥22

≤ L∥θ⋆h − θ̃h∥2 .
For n sufficiently large and any h ∈ [H], by Lemma L.2, we have

∥θ̃h − θ⋆h∥22 ≤
cdr logH/ξ

ρ2n
≤ ρ

4L

with probability at least 1− ξ, which implies that

λmin

( 1
n
Σ̃h(θ̃h)

)
≥ λmin

( 1
n
Σ̃h(θ

⋆
h)
)
− ∥ 1

n
Σ̃h(θ̃h)−

1

n
Σ̃h(θ

⋆
h)∥ ≥

3ρ

4
− ρ

4
=

ρ

2
. (L.22)
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Note that we have∣∣〈ϕr(x, a),
( 1
n
Σ̃h(θ

⋆
h)
)−1(−∇Lh(θ

⋆
h) + o(∥θ̃h − θ∗h∥2)

〉∣∣
≤
∣∣〈ϕr(x, a),

( 1
n
Σ̃h(θ̃h)

)−1(−∇Lh(θ
⋆
h) + o(∥θ̃h − θ∗h∥2)

〉∣∣
+
∣∣〈ϕr(x, a),

(( 1
n
Σ̃h(θ

⋆
h)
)−1 −

( 1
n
Σ̃h(θ

⋆
h)
)−1
)(
−∇Lh(θ

⋆
h) + o(∥θ̃h − θ∗h∥2)

〉∣∣
≤ ∥ϕr(x, a)∥( 1

n Σ̃h(θ̃h)
)−1

∥∥∥∇Lh(θ
⋆
h)
∥∥∥(

1
n Σ̃h(θ̃h)

)−1 +
2

ρ
∥ϕr(x, a)∥( 1

n Σ̃h(θ̃h)
)−1∥θ̃h − θ⋆h∥2

+
4L

ρ2
∥ϕr(x, a)∥( 1

n Σ̃h(θ̃h)
)−1∥θ̃h − θ⋆h∥22

by the Cauchy-Schwarz inequality. By equation L.22 and Lemma L.2, we have

∥∥∥∇Lh(θ
⋆
h)
∥∥∥(

1
n Σ̃h(θ̃h)

)−1 ≤
2

ρ
∥∇Lh(θ

⋆
h)
∥∥∥
2
≤ 2

ρ

√
cdr logH/ξ

ρn
.

Thus, we get

|e1| ≤
6

ρ

√
dr logH/ξ

n
∥ϕr(x, a)∥Σ̃h(θ̃h)−1 .

Finally,

|e2| =
∣∣1
2
g̈(⟨ϕr(x, a), θ̆h⟩)⟨ϕr(x, a), θ̃h − θ⋆h⟩2

∣∣
≤ L

2
∥ϕr(x, a)∥2(

1
n Σ̃h(θ̃h)

)−1∥θ⋆h − θ̃h∥21
n Σ̃h(θ̃h)

≤ c′Ldr logH/ξ

2nρ
∥ϕr(x, a)∥2(

1
n Σ̃h(θ̃h)

)−1

≤ c0
√
dr logH/ξġ(⟨ϕ(x, a), θ̃h⟩)∥ϕr(x, a)∥Σ̃h(θ̃h)−1

for some constant c′ > 0 for sufficiently large n, where the first inequality comes from the Cauchy-
Schwarz inequality, Assumption 1, the second inequality comes from Lemma L.2, and the last
inequality comes from the fact that with high probability, ∥θ̃h∥2 lies in a fixed compact interval, say
[0, D] and ġmin := infy∈[0,D] ġ(y) > 0 since if ġmin = 0, there exists x ∈ R such that ġ(x) = 0
otherwise g must be a constant function since ġ is continuous and |g̈| ≤ ġ.

Combining these derivations and using the union bounds, we finish the proof.

Lemma L.4 (Bounded Coefficients). For any functions V : S → [0, Vmax] where Vmax > 0 is an
absolute constant, the vector βh =

∫
x′∈S µh(x

′)V (x′)dx′ satisfies ∥βh∥2 ≤ Vmax

√
dp. Besides, we

have

∥β̃h∥2 ≤ H
√

ndp/λ .

Proof. First, we have

∥βh∥ =
∥∥∫

x′∈S
µh(x

′)V (x′)dx′∥∥ ≤ Vmax∥µj
h(S)∥ ≤ Vmax

√
dp.
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Besides, note that |Ṽh+1

(
xτ
h+1

)
| ≤ H , we have

∥β̃h∥2 = ∥
n∑

τ=1

(Λ̃h + λIdp)
−1ϕp(x

τ
h, a

τ
h)Ṽh+1(x

τ
h+1)∥2

≤ H

n∑
τ=1

∥
√
ϕ(xτ

h, a
τ
h)(Λ̃h + λIdp)

−1/2(Λ̃h + λIdp)
−1(Λ̃h + λIdp)

−1/2ϕ(xτ
h, a

τ
h).

≤ H√
λ

n∑
τ=1

√
ϕ(xτ

h, a
τ
h)

T(Λ̃h + λIdp
)−1ϕ(xτ

h, a
τ
h)

≤ H

√
n

λ

√√√√ n∑
τ=1

ϕ(xτ
h, a

τ
h)

TΛ̃−1
h ϕ(xτ

h, a
τ
h)

≤ H

√
n

λ

√√√√Tr[(Λ̃h + λIdp
)−1

n∑
τ=1

ϕ(xτ
h, a

τ
h)ϕ(x

τ
h, a

τ
h)

T ]

= H

√
n

λ

√
Tr[(Λ̃h + λIdp)

−1Λ̃h]

≤ H

√
ndp
λ

Lemma L.5 (Covering Number of Euclidean Ball). For any ϵ > 0, the ϵ-covering number of the
Euclidean ball in Rd with radius R > 0 is upper bounded by (1 + 2R/ϵ)d.

Proof. See Lemma 5.2 in Vershynin (2010).

Lemma L.6. Let Vh(R,B, Jr, Jp, ρ, λ) denote a class of functions from S to R with the following
parametric form

Vh(x; θ, β,Σ,Λ, γr, γp) = max
a∈A

{
min

{
fr(x, a; θ,Σ, γr) + fp(x, a;β,Λ, γp), H − h+ 1

}+}
with fr(x, a; θ,Σ, γr) = g(⟨ϕr(x, a), θ⟩)− γr ·

√
ϕr(x, a)TΣ−1ϕr(x, a)

and fp(x, a;β,Λ, γp) = ⟨ϕp(x, a), β⟩ − γp ·
√
ϕp(x, a)TΛ−1ϕp(x, a) ,

where the parameters (θ, β,Σ,Λ, γr, γp) satisfy ∥θ∥2 ≤ R, ∥β∥2 ≤ B, γr, γp ∈ [0, J ],Σ ⪰
ρIdr

,Λ ⪰ λIdp
. Suppose that the first-order derivative ġ(·) of the link function g(·) is bounded

by L > 0. Assume that max{∥ϕr(x, a)∥2, ∥ϕp(x, a)∥2} ≤ 1 for all (x, a) ∈ S × A, and let
Nh(ϵ;R,B, J, ρ, λ) be the ϵ-covering number of Vh(R,B, J, ρ, λ) with respect to the distance
dist(V, V ′) = supx∈S |V (x)− V ′(x)|. Then

logNh(ϵ;R,B,L, ρ, λ) ≤ dr log(1 + 8LR/ϵ) + dp log(1 + 8B/ϵ) + d2r log
(
1 + 32dr

1/2J2/(ρϵ2)
)

+ d2p log
(
1 + 32dp

1/2J2/(λϵ2)
)
.

Proof. Equivalently, we can reparametrize the function class Vh(R,B, J, ρ, λ) by setting Mr =
γ2
rΣ

−1 and Mp = γ2
pΛ

−1, so we have

fr(x, a; θ,Σ, γr) = fr(x, a; θ,Mr) = g(⟨ϕr(x, a), θ⟩)−
√

ϕr(x, a)TMrϕr(x, a)

and

fp(x, a;β,Λ, γp) = fp(x, a;β,Mp) = ⟨ϕp(x, a), β⟩ −
√

ϕp(x, a)TMpϕp(x, a)
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for ∥Mr∥ ≤ J2ρ−1 and ∥Mp∥ ≤ J2λ−1. Then for any two function V and V ′ ∈ Vh(R,B,L, ρ, λ)
with parameters (θ, β,Mr,Mp) and (θ′, β′,M ′

r,M
′
p), we have

dist(V, V ′) ≤ sup
x,a

∣∣fr(x, a; θ,Mr) + fp(x, a;β,Mp)− fr(x, a; θ
′,M ′

r)− fp(x, a;β
′,M ′

p)
∣∣

≤ sup
x,a

∣∣g(⟨ϕr(x, a), θ⟩)− g(⟨ϕr(x, a), θ
′⟩)
∣∣+ sup

x,a

∣∣⟨ϕp(x, a), β⟩ − ⟨ϕp(x, a), β
′⟩
∣∣

+ sup
x,a

∣∣√ϕr(x, a)TMrϕr(x, a)−
√
ϕr(x, a)TM ′

rϕr(x, a)
∣∣

+ sup
x,a

∣∣√ϕp(x, a)TMpϕp(x, a)−
√
ϕp(x, a)TM ′

pϕp(x, a)
∣∣

≤ sup
ϕr:∥ϕr∥2≤1

L1

∣∣⟨ϕr, θ − θ′⟩)
∣∣+ sup

ϕp:∥ϕp∥2≤1

∣∣⟨ϕp, β − β′⟩)
∣∣

+ sup
ϕr:∥ϕr∥2≤1

√
|ϕT

r(Mr −M ′
r)ϕr|+ sup

ϕp:∥ϕp∥2≤1

√
|ϕT

p(Mp −M ′
p)ϕp|

=L∥θ − θ′∥2 + ∥β − β′∥2 +
√
∥Mr −M ′

r∥+
√
∥Mp −M ′

p∥

≤L∥θ − θ′∥2 + ∥β − β′∥2 +
√
∥Mr −M ′

r∥F +
√
∥Mp −M ′

p∥F ,

where the third inequality follows from the fact that |
√
x−√y| ≤

√
|x− y| holds for any x, y ≥ 0.

Let Cθ be an ϵ/4L-cover of {θ ∈ Rdr | ∥θ∥ ≤ R}, Cβ be an ϵ/4-cover of {β ∈ Rdp | ∥β∥ ≤ B}
with respect to the ℓ2-norm, and CMr

be an ϵ2/16-cover of {Mr ∈ Rdr×dr | ∥Mr∥F ≤ d
1/2
r J2ρ−1},

CMp be an ϵ2/16-cover of {Mp ∈ Rdp×dp | ∥Mp∥F ≤ d
1/2
p J2λ−1} with respect to the norm. By

Lemma L.5, we have

|Cθ| ≤ (1 + 8LR/ϵ)dr , |Cβ | ≤ (1 + 8B/ϵ)dp ,

|CMr | ≤
[
1 + 32dr

1/2J2/(ρϵ2)
]d2

r , |CMp | ≤
[
1 + 32dp

1/2J2/(βϵ2)
]d2

p .

Since dist(V, V ′) ≤ L∥θ − θ′∥2 + ∥β − β′∥2 +
√
∥Mr −M ′

r∥F +
√
∥Mp −M ′

p∥F, for any V ∈
Vh(R,B, J, ρ, λ), we can find θ′ ∈ Cθ, β′ ∈ Cβ , M ′

r ∈ CMr
, M ′

p ∈ CMp
such that dist(V, V ′) ≤ ϵ.

Hence, it holds that Nh(ϵ;R,B, J, ρ, λ) ≤ |Cθ| · |Cβ | · |CMr
| · |CMp

|, which gives:

logNh(ϵ;R,B, J, ρ, λ) ≤ log |Cθ|+ log |Cβ |+ log |CMr
|+ log |CMp

|
≤dr log(1 + 8LR/ϵ) + dp log(1 + 8B/ϵ)

+ d2r log
(
1 + 32dr

1/2J2/(ρϵ2)
)
+ d2p log

(
1 + 32dp

1/2J2/(λϵ2)
)
.

This concludes the proof.

Lemma L.7 (Concentration of Self-Normalized Processes). Let V : S → [0, H − 1] be any fixed
functions. For any fixed h ∈ [H] and any δ ∈ (0, 1), we have

PD

(∥∥∥ n∑
τ=1

ϕp(x
τ
h, a

τ
h)ϵ

τ
h(V )

∥∥∥
Ωh

> H2(2 log(1/δ) + dp log(1 + n/λ))

)
≤ δ.

Proof. For the fixed h ∈ [H], we define the σ-algebra

Fτ
h = σ

({(
xi
h, a

i
h

)}n
i=1
∪
{
xi
h+1

}τ
i=1

)
,

where σ(·) denotes the σ-algebra generated by a set of random variables. For all τ ∈ [n], we have
ϕp(x

τ
h, a

τ
h) ∈ F

τ−1
h , as (xτ

h, a
τ
h) is Fτ−1

h -measurable. Also, for the fixed function V and all τ ∈ [n],
we have

ϵτh(V ) = V
(
xτ
h+1

)
− E

[
V (xh+1) | xh = xτ

h, ah = aτh
]
∈ Fτ

h

as xτ
h+1 is Fτ

h -measurable. Hence,
{
ϵτh(V )

}n
τ=1

is a stochastic process adapted to the filtration
{Fh,j,τ}nj

j,τ=0. We have

ED[ϵ
τ
h(V ) | Fτ−1

h ] = E[ϵτh(V ) | Fτ−1
h ] = 0.
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As a result, ϵτh(V ) is mean-zero and H-sub-Gaussian conditioning on Fτ−1
h .

We invoke Lemma L.8 with M0 = λIdp
and Mn = (Ωh)

−1 = Λ̃h + λIdp
. For the fixed function V

and fixed h ∈ [H], we have

PD

(∥∥∥ n∑
τ=1

ϕp(x
τ
h, a

τ
h)ϵ

τ
h(V )

∥∥∥
Ωh

> 2H2 · log
(det (Λ̃h + λIdp

)1/2
δ · det(λIdp)

1/2

))
≤ δ.

for all δ ∈ (0, 1). Note that ∥ϕp(x, a)∥ ≤ 1 for all (x, a) ∈ S×A. We have ∥Λ̃h+λIdp
∥op ≤ λ+n.

Hence, it holds that det
(
Λ̃h + λIdp

)
≤ (λ+ n)dp an det(λIdp

) = λdp , which implies

PD

(∥∥∥ n∑
τ=1

ϕp(x
τ
h, a

τ
h)ϵ

τ
h(V )

∥∥∥
Ωh

> H2(2 log(1/δ) + dp log(1 + n/λ))

)
≤ δ.

Therefore, we finish the proof.

Lemma L.8 (Concentration of Self-Normalized Processes). Let {Ft}∞t=0 be a filtration and {ϵt}∞t=1
be an R-valued stochastic process such that ϵt is Ft-measurable for all t ≥ 1. Moreover, suppose
that conditioning on Ft−1, ϵt is a zero-mean and σ-sub-Gaussian random variable for all t ≥ 1, that
is,

E[ϵt | Ft−1] = 0, E
[
exp(λϵt) | Ft−1

]
≤ exp(λ2σ2/2), ∀λ ∈ R.

Meanwhile, let {ϕt}∞t=1 be an Rd-valued stochastic process such that ϕt is Ft−1-measurable for all
t ≥ 1. Also, let M0 ∈ Rd×d be a deterministic positive-definite matrix and

Mt = M0 +

t∑
s=1

ϕsϕ
T

s

for all t ≥ 1. For all δ > 0, it holds that∥∥∥ t∑
s=1

ϕsϵs

∥∥∥2
M−1

t

≤ 2σ2 · log
(det(Mt)

1/2 det(M0)
−1/2

δ

)
for all t ≥ 1 with probability at least 1− δ.

Proof. See Theorem 1 of Abbasi-yadkori et al. (2011) for a detailed proof.

Lemma L.9 (Concentration). When n is sufficiently large, for any h ∈ [H], it holds for any h ∈ [H]
that ∥∥n−1Λ̃h − Ch

∥∥ ≤ C
√
log(dHK/ξ)/n

with probability at least 1− ξ, where C > 0 is an absolute constant and the expectation ED is with
respect to the data collecting process.

Proof. We notice that

Λ̃h

n
− Ch =

1

n

n∑
τ=1

(
ϕ(xτ

h, a
τ
h)ϕ(x

τ
h, a

τ
h)

⊤ − ED
[
ϕ(sh, ah)ϕ(sh, ah)

⊤]) =

∑n
τ=1 Z

τ
h

n
,

where we write

Zτ
h = ϕ(xτ

h, a
τ
h)ϕ(x

τ
h, a

τ
h)

⊤ − ED
[
ϕ(xh, ah)ϕ(xh, ah)

⊤ | x1 = x
]
.

We notice that ∥Zτ
h∥ ≤ 2. Then, applying the matrix Bernstein inequality (Tropp, 2015), we have that

∥n−1
n∑

τ=1

Zτ
h∥ ≤ C

√
log(d/ξ)/n

with probability at least 1 − ξ for an absolute constant C > 0. Applying the union bound, by the
definition of Zτ

h , we have for any h ∈ [H] that∥∥∥n−1Λ̃h − ED
[
ϕ(xh, ah)ϕ(xh, ah)

⊤]∥∥∥ ≤ C
√

log(dHK/ξ)/n

with probability at least 1− ξ. Thus, we complete the proof of Lemma L.9.
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Lemma L.10. Under Assumptions 3 and 4, we have for any p1 ∈ (0, 1)∣∣∣g(ϕr(x, a)
T

θ̂h,t)− |g(ϕr(x, a)
T

θ∗h)
∣∣∣

≤ K ·
√
4M2 +

3 + 16[dr ln(2Mt) + ln(TH/p1)]

k
∥ϕr(x, a)∥Λ′−1

h,t

holds with probability at least 1− p1 for any h ∈ [H] and t ∈ [T ].

Proof. By the definition of θ̂h,t, we have

t∑
τ=1

rh,τ ⟨ϕr(xh,τ , ah,τ ), θ
∗
h − θ̂h,t⟩ ≤

t∑
τ=1

∫ ⟨ϕr(xh,τ ,ah,τ ),θ
∗
h⟩

⟨ϕr(xh,τ ,ah,τ ),θ̂h,t⟩
g(u)du,

Then we have
t∑

τ=1

(rh,τ − g(⟨ϕr(xh,τ , ah,τ ), θ
∗
h⟩)⟨ϕr(xh,τ , ah,τ ), θ̂h,t − θ∗h⟩

≥
t∑

τ=1

∫ ⟨ϕr(xh,τ ,ah,τ ),θ̂h,t⟩

⟨ϕr(xh,τ ,ah,τ ),θ∗
h⟩

g(u)− g(⟨ϕr(xh,τ , ah,τ ), θ
∗
h⟩)du,

(L.23)

The right side is larger than

t∑
τ=1

k⟨ϕr(xh,τ , ah,τ ), θ̂h,t − θ∗h⟩2 := kVt,h.

Also we can bound the left side of equation L.23 by using Lemma 9 in Wang et al. (2019), that is ,
for any δ ∈ (0, 1) with probability at least 1− δ, we have

t∑
τ=1

(rh,τ − g(⟨ϕr(xh,τ , ah,τ ), θ
∗
h⟩)⟨ϕr(xh,τ , ah,τ ), θ̂h,t − θ∗h⟩

≤ 1 + 2
(
1 +

√
Vh,t

)√
dr ln(2Mt) + ln 1/δ.

Hence

kVh,t ≤ 1 + 2
(
1 +

√
Vh,t

)√
dr ln(2Mt) + ln 1/δ

≤ max
{
2 + 4

√
ln
(2Mt

δ

)
,
√
Vh,t

√
dr ln 2Mt+ ln 1/δ

}
.

Then we have

Vh,t ≤
3 + 16[dr ln 2Mt+ ln(TH/p1)]

k
with probability at least 1− p1 for any h ∈ [H], t ∈ [T ]. Then∣∣∣g(ϕr(x, a)

T

θ̂h,t)− |g(ϕr(x, a)
T

θ∗h)
∣∣∣

≤ K∥ϕr(x, a)∥Λ′−1
h,t

√
Vh,t + 4M2

≤ K · ∥ϕr(x, a)∥Λ′−1
h,t

∥
√

3 + 16[dr ln(2Mt) + ln(TH/p)]

k
+ 4M2

Lemma L.11. Under the assumptions of Theorem 3, we have

|⟨ϕp(x, a), β̂h,t⟩ − E(Vh+1,t|x, a)| ≤ γp∥ϕp(x, a)∥Λ−1
h,t

holds for any h ∈ [H], t ∈ [T ] with probability at least 1− p0/3.
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Proof. We can easily follow the proof of Lemmas B.2 and B.3 in Jin et al. (2020) to obtain the next
two properties of β̂h,t :

∥β̂h,t∥ ≤ H
√
dpt

and if we define Vh+1,t = maxa∈A Q̄h+1(xh+1,t, a) we have for any p2 ∈ (0, 1), there exists a
universal constant C such that

∥
t∑

τ=1

ϕp(xh,τ , ah,τ )[Vh+1,τ (xh+1,τ )− E(Vh+1,τ |xh,τ , ah,τ )]∥Λ−1
h,t

≤ CdpH
√
ln[3(cp + 1)dpTH/p0]

holds for any h ∈ [H], t ∈ [T ] with probability at least 1− p0/3. Define βh,t =
∫
Vh,t(x

′)dµh(x
′)

which is smaller than H
√
d, and then

|⟨ϕp(x, a), β̂h,t⟩ − E(Vh+1,t|x, a)|

= |⟨ϕp(x, a), β̂h,t − βh,t⟩|

= |⟨ϕp(x, a)Λ
−1
h,t[−βh,t +

t∑
τ=1

ϕp(xh,τ , ah,τ )[Vh+1,t(xh+1,τ )− E(Vh+1,t|xh,τ , ah,τ )]⟩|

≤
(
H
√
dp + CdpH

√
ln[3(cr + 1)dpTH/p0]

)
∥ϕp(x, a)∥Λ−1

h,t

≤ γp∥ϕp(x, a)∥Λ−1
h,t

.

The last inequality holds if cp is not too small.

Lemma L.12. Under the assumptions of Theorem 3, with probability 1− 2p0/3,

Q̄h,t(x, a) ≥ Q∗
h(x, a)

holds for all h, t, s, a.

Proof. We prove this lemma by induction on h. When h = H , it is trivial. Suppose Q̄h+1,t(x, a) ≥
Q∗

h+1(x, a), then we have

Q̄h(x, a) ≥ E(rh + Vh+1,t|x, a) ≥ E(rh +max
a′∈A

Q∗
h+1|x, a) ≥ Q∗

h(x, a).

holds with probability at least 1− 2p0/3.

M RELAXING ASSUMPTION 2

Given a regularization parameter λ′ = λ′
n ≫ n−1/2, we define

Lh,λ′(θ) :=
1

n

n∑
τ=1

(
− rτh⟨ϕr(x

τ
h, a

τ
h), θ⟩) +G(⟨ϕr(x

τ
h, a

τ
h), θ⟩) + λ′∥θ∥22

)
,

and a new estimator for θ⋆h is defined as

θ̃h,λ′ := argmin
θ∈Θ

Lh,λ′(θ).

We also define

lh,λ′(θ) := −rh⟨ϕr(xh, ah), θ⟩) +G(⟨ϕr(xh, ah), θ⟩) + λ′∥θ∥22,
θ∗h,λ′ := argmin

θ∈Θ
Eπlh,λ′(θ),

Σh,λ′(θ) := ∇2[Eπlh,λ′(θ)],

and

Σ̃h,λ′(θ) := n∇2Lh,λ′(θ) =

n∑
τ=1

ġ(⟨ϕr(x
τ
h, a

τ
h), θ⟩)ϕr(x

τ
h, a

τ
h)ϕr(x

τ
h, a

τ
h)

T

+ 2λ′Idr
.

36



1944
1945
1946
1947
1948
1949
1950
1951
1952
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997

Under review as a conference paper at ICLR 2026

Lemma M.13. Under Assumptions E.1 and 1, We have
∥θ⋆h,λ′ − θ⋆h∥2 ≤ ∥θ⋆h∥2

holds for any h ∈ [H].

Proof. By the definitions of θ⋆h and θ⋆λ,h, we have

0 = Eπ

[(
g(⟨ϕr, θ

⋆
h,λ′⟩)− g(⟨ϕr, θ

⋆
h⟩)
)
ϕr

]
+ 2λ′θ⋆h,λ′

Using Taylor’s expansion for Fv(θ) := Eπ

[
g(⟨ϕr, θ⟩)⟨ϕr, v⟩

]
where v ∈ Rdr , we have that there

exists t ∈ [0, 1] and θ̄ = tθ⋆h + (1− t)θ⋆h,λ′ , such that

−2λ′⟨v, θ⋆h,λ′⟩ = Fv(θ
⋆
h,λ′)− Fv(θ

⋆
h) = ⟨Eπ

[
ġ(⟨ϕr, θ̄⟩)ϕrϕ

T

r

]
v, θ⋆h,λ′ − θ⋆h⟩ (M.24)

We take v = θ⋆h − θ⋆h,λ′ , then

2λ′∥v∥2∥θ⋆h∥2 ≥ −2λ′⟨v, θ⋆h⟩ = ⟨
(
2λ′Idr + Eπ

[
ġ(⟨ϕr, θ̄⟩)ϕrϕ

T

r

])
v, θ⋆h,λ′ − θ⋆h⟩

≥ 2λ′∥θ⋆h,λ′ − θ⋆h∥22.
Hence ∥θ⋆h,λ′ − θ⋆h∥2 ≤ ∥θ⋆h∥2.

Lemma M.14. Under Assumption E.1 and 1, for ξ ∈ (0, 1), with sufficiently large n and h ∈ [H]
fixed, we have

∥θ̃h,λ′ − θ⋆h,λ′∥21
n Σ̃h,λ′

≤ C1dr log 1/ξ

nλ′ and ∥∇Lh(θ
⋆
h)∥2Σ−1

h,λ′
≤ C1dr log 1/ξ

nλ′

with probability at least 1− ξ for some absolute constant C1 > 0. Here we abbreviate Σh,λ′(θ⋆h,λ′)

and Σ̃h,λ′(θ⋆h,λ′) to Σh,λ′ and Σ̃h,λ′ .

Proof. Apply Theorem 2.1 in Hsu et al. (2012) to A = Σ
−1/2
h,λ′ and x =

√
n∇Lh,λ′(θ∗h,λ′). Since

∇lh,λ′(θ∗h,λ′) =
(
rh − g(⟨ϕh, θ

∗
h,λ′⟩)

)
ϕh + 2λ′θ∗h,λ′

is subguassian since we assume rh − g(⟨ϕh, θ
∗⟩) is subguassian, and θ∗h,λ′ , θ∗h lies in a compact

space, there exists σ > 0 independent with n such that for any t > 0,

P
(
∥x∥2

Σ−1

h,λ′
− σ

(
Tr(Σ−1

h,λ′) + 2∥Σ−1
h,λ′∥t+ 2

√
Tr(Σ−2

h,λ′)t
)
> 0
)
≤ e−t.

Hence

∥∇Lh(θ
∗
h)∥2Σ−1

h,λ′
≤

3σdr∥Σ−1
h,λ′∥ log(1/ξ)
n

with

holds with probability at least 1− ξ, for any (small) ξ > 0.

Similarly, for any 1 ≤ τ ≤ n, applying Theorem 2.1 in Hsu et al. (2012) to A = Σ
−1/2
h,λ′ and x = ϕτ

h,
we have there exists σ′ > 0, such that

max
1≤τ≤n

∥ϕτ
h∥2Σ−1

h,λ′
≤ 3σ′dr∥Σ−1

h,λ′∥ log(n/ξ).

holds with probability at least 1− ξ, for any (small) ξ > 0. Using Theorem A.2 in Ostrovskii and
Bach (2021), we have

max
1≤τ≤n

∥ϕτ
h∥Σ̃−1

h,λ′
∥∇Lh(θ

∗
h)∥2Σ̃−1

h,λ′
≤ 1

4

holds with probability at least 1 − 3ξ if n satisfies n ≥ 36σσ′d3rLλ
′−2[log(n) − log(ξ)] log(1/ξ)

and n ≥ C3λ
′−2[dr + log(1/ξ)] for some C3 > 0. It’s easy to check Lh,λ′ falls into the case (a) of

Proposition B.3 in Ostrovskii and Bach (2021) with θ0 = θ∗h,λ′ , H0 = Σh,λ′,n, W (θ) = ϕτ(θ) where
τ(θ) := argmin1≤τ≤n |⟨ϕτ , θ − θ∗h,λ′⟩|. Then using Proposition B.4 in Ostrovskii and Bach (2021),
we have

∥θ̃h,λ′ − θ∗h,λ′∥21
n Σ̃h,λ′

≤ 4∥∇Lh(θ
∗
h)∥2( 1

nΣh,λ′ )−1
≤ 12σ log(1/ξ)

nλ′

holds with probability at least 1− 3ξ. if n ≥ K1λ
′−2[log(1/ξ)]1+ϵ, for some constant K1 > 0, any

small ξ > 0 and ϵ > 0.
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Lemma M.15. We denote Eπϕr(xh, ah)ϕr(xh, ah)
T

and
∑n

τ=1 ϕr(x
τ
h, a

τ
h)ϕr(x

τ
h, a

τ
h)

T

as Λr,h and
Λ̃r,h. Under Assumptions E.1 and 1, for ξ ∈ (0, 1), with sufficiently large n, we have,∣∣g(⟨ϕr(x, a), θ̃h,λ′⟩)− g(⟨ϕr(x, a), θ

⋆
h⟩)
∣∣

≤ C2|ġ(⟨ϕr(x, a), θ̃h,λ′⟩)|
(√dr logHdr/ξ

λ′2 +
dr logH/ξ

n1/2λ′7/2

)
∥ϕr(x, a)∥Σ̃h,λ′ (θ̃h,λ′ )−1

+ C2L
√
λ′
(
∥ϕr(x, a)∥(2λ′Idr+

1
n Λ̃r,h)−1 +

[log(Hdr/ξ)]
1/4

λ′n1/4

)
,

(M.25)

for all (x, a) ∈ S ×A and h ∈ [H] with probability at least 1− ξ for some absolute constant C2 > 0.

Proof. Note that∣∣g(⟨ϕr(x, a), θ̃h,λ′⟩)− g(⟨ϕr(x, a), θ
⋆
h⟩)
∣∣ ≤ ∣∣g(⟨ϕr(x, a), θ

⋆
h,λ′⟩)− g(⟨ϕr(x, a), θ

⋆
h⟩)
∣∣+∣∣g(⟨ϕr(x, a), θ

⋆
h,λ′⟩)− g(⟨ϕr(x, a), θ̃h⟩)

∣∣
:= k1 + k2 .

First we bound k1. Similar to the argument in the end of the proof of Lemma L.3, we have
infx∈S,a∈A,λ′>0,h∈[H],t∈[0,1] ġ(⟨ϕr(x, a), tθ

⋆
h + (1 − t)θ⋆h,λ′⟩) > 0. We arbitrarily take a lower

bound of this term, say c1 ∈ (0, 1). Taking v = θ⋆h,λ′ − θ⋆h in equation M.24, we have

c2λ
′ ≥ −2λ′⟨θ⋆h,λ′ − θ⋆h, θ

⋆
h⟩

= ⟨
(
2λ′Idr

+ Eπ

[
ġ(⟨ϕr, θ̄⟩)ϕrϕ

T

r

])
θ⋆h,λ′ − θ⋆h, θ

⋆
h,λ′ − θ⋆h⟩

≥ ∥θ⋆h,λ′ − θ⋆h∥22λ′Idr+c1Λh

for some constant c2 > 0. Hence
k1 ≤ L|⟨ϕr(x, a), θ

⋆
h,λ′ − θ⋆h⟩|

≤ L∥ϕr(x, a)∥(2λ′Idr+c1Λr,h)−1∥θ⋆h,λ′ − θ⋆h∥2λ′Idr+c1Λr,h

≤ L
√
c2λ′/c1

(
∥ϕr(x, a)∥(2λ′Idr+

1
n Λ̃h,r)−1 + |∥ϕr(x, a)∥(2λ′Idr+

c1
n Λ̃r,h)−1

− ∥ϕr(x, a)∥(2λ′Idr+c1Λr,h)−1 |
)

≤ L
√
c2λ′/c1

(
∥ϕr(x, a)∥(2λ′Idr+

1
n Λ̃r,h)−1 +

c3[log(Hdr/ξ)]
1/4

λ′n1/4

)
,

where the last inequality comes from
|∥ϕr(x, a)∥(2λ′Idr+c1Λ̃h)−1 − ∥ϕr(x, a)∥(2λ′Idr+c1Λh)−1 |

≤
√
|ϕr(x, a)

T
(
(2λ′Idr + Λr,h)−1 − (2λ′Idr + Λ̃r,h)−1

)
ϕr(x, a)|

≤ ∥(2λ′Idr + Λr,h)
−1 − (2λ′Idr + Λ̃r,h)

−1∥1/2

≤ 1

2λ′ ∥Λr,h − Λ̃r,h∥1/2

≤ c3[log(Hdr/ξ)]
1/4

λ′n1/4

(M.26)

holds with probability 1− ξ for some constant c3 > 0. The last inequality uses the matrix Bernstein
inequality Tropp (2015).
Then we bound k2. By Taylor’s theorem, there exists t ∈ [0, 1] and θ̄ = tθ⋆h,λ′ + (1− t)θ̃h,λ′ such
that

0 = ⟨ϕr(x, a),
( 1
n
Σ̃h,λ′(θ̃h,λ′)

)−1∇Lh,λ′(θ̃h,λ′)⟩

= ⟨ϕr(x, a),
( 1
n
Σ̃h,λ′(θ̃h,λ′)

)−1∇Lh,λ′(θ⋆h,λ′)⟩+ ⟨ϕr(x, a), θ̃h,λ′ − θ⋆h,λ′⟩

+
1

2

〈
θ̃h,λ′ − θ∗h,λ′ ,

[ 1
n

n∑
τ=1

g̈(⟨ϕr(x
τ
h, a

τ
h), θ̄h,λ′⟩)

⟨
( 1
n
Σ̃h,λ′(θ̃h,λ′)

)−1
ϕr(x, a), ϕr(x

τ
h, a

τ
h)⟩ϕr(x

τ
h, a

τ
h)ϕr(x

τ
h, a

τ
h)

T]
(θ̃h,λ′ − θ∗h,λ′)

〉
.

(M.27)
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By Taylor’s theorem again, we have

g(⟨ϕr(x, a), θ̃h,λ′⟩)− g(⟨ϕr(x, a), θ
⋆
h,λ′⟩) =ġ(⟨ϕr(x, a), θ̃h,λ′⟩)⟨ϕr(x, a), θ̃h,λ′ − θ⋆h,λ′⟩

+
1

2
g̈(⟨ϕr(x, a), θ̆h,λ′⟩)⟨ϕr(x, a), θ̃h,λ′ − θ⋆h,λ′⟩2

:=ġ(⟨ϕr(x, a), θ̃h,λ′⟩)e3 + e4

for some θ̆h,λ′ on the line segment between θ⋆h,λ′ and θ̃h,λ′ . We then bound |e3| and |e4| separately.
First, by equation M.27, we have

e3 =
〈
ϕr(x, a),−

( 1
n
Σ̃h,λ′(θ⋆h,λ′)

)−1∇Lh(θ
⋆
h,λ′)

〉
+

1

2

〈
θ̃h,λ′ − θ∗h,λ′ ,

[ 1
n

n∑
τ=1

g̈(⟨ϕr(x
τ
h, a

τ
h), θ̄h,λ′⟩)

⟨
( 1
n
Σ̃h,λ′(θ̃h,λ′)

)−1
ϕr(x, a), ϕr(x

τ
h, a

τ
h)⟩ϕr(x

τ
h, a

τ
h)ϕr(x

τ
h, a

τ
h)

T]
(θ̃h,λ′ − θ∗h,λ′)

〉
.

Besides, we have

∥
( 1
n
Σ̃h,λ′(θ⋆h,λ′)−

1

n
Σ̃h,λ′(θ̃h,λ′)

)
∥ ≤ L

n

n∑
τ=1

|⟨ϕr(x
τ
h, a

τ
h), θ

⋆
h,λ′ − θ̃h,λ′⟩|∥ϕr(x

τ
h, a

τ
h)∥22

≤ L∥θ⋆h,λ′ − θ̃h,λ′∥2 .

(M.28)

By Lemma M.14, we have

∥θ̃h,λ′ − θ⋆h,λ′∥22 ≤
1

λ′ ∥θ̃h,λ′ − θ⋆h,λ′∥21
n Σ̃h,λ′

≤ C1dr logH/ξ

nλ′2 (M.29)

with probability at least 1− ξ, for any h ∈ [H]. Then we have

e3 ≤
∣∣〈ϕr(x, a),

( 1
n
Σ̃h,λ′(θ⋆h,λ′)

)−1(−∇Lh,λ′(θ⋆h,λ′)
〉∣∣

+
LC1dr∥ϕr(x, a)∥Σ̃h,λ′ (θ̃h,λ′ )−1 logH/ξ

n1/2λ′5/2

≤
∣∣〈ϕr(x, a),

( 1
n
Σ̃h,λ′(θ̃h,λ′)

)−1(−∇Lh,λ′(θ⋆h,λ′)
〉∣∣

+
∣∣〈ϕr(x, a), n

(
Σ̃h,λ′(θ̃h,λ′)−1 − Σ̃h,λ′(θ⋆h,λ′)−1

)(
−∇Lh,λ′(θ⋆h,λ′)

〉∣∣
+

LC1dr∥ϕr(x, a)∥Σ̃h,λ′ (θ̃h,λ′ )−1 logH/ξ

n1/2λ′5/2

≤ ∥ϕr(x, a)∥( 1
n Σ̃h,λ′ (θ̃h,λ)−1

)∥∥∥∇Lh,λ′(θ⋆h,λ′)
∥∥∥(

1
n Σ̃h,λ′ (θ̃h,λ′ )

)−1

+
L

λ′ ∥ϕr(x, a)∥( 1
n Σ̃h,λ′ (θ̃h,λ′ )

)−1∥θ̃h,λ′ − θ⋆h,λ′∥2
∥∥∥∇Lh,λ′(θ⋆h,λ′)

∥∥∥(
1
n Σ̃h,λ′ (θ⋆

h,λ′ )
)−1

+
LC1dr∥ϕr(x, a)∥Σ̃h,λ′ (θ̃h,λ′ )−1 logH/ξ

n1/2λ′5/2

by equation M.29 and the Cauchy-Schwarz inequality. By the matrix Bernstein inequality (Tropp,
2015) and ∥ϕr(x, a)∥2 ≤ 1, we have

∥ 1
n
Σ̃h,λ′(θ⋆h,λ′)− Σh,λ′(θ⋆h,λ′)∥ ≤ C

√
log(Hdr/ξ)/n (M.30)
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with probability at least 1 − ξ/2 for an absolute constant C > 0. By equation M.29 and Lemma
M.14, similar toequation M.28, we have∥∥∥∇Lh,λ′(θ⋆h,λ′)

∥∥∥(
1
n Σ̃h,λ′ (θ̃h,λ′ )

)−1 ≤
∥∥∥∇Lh,λ′(θ⋆h,λ′)

∥∥∥
Σh,λ′ (θ∗

h,λ′ )
−1

+

√
Kλ′−3/2

∥∥∥ 1
n
Σ̃h,λ′(θ̃h,λ′)− Σh,λ′(θ⋆h,λ′)

∥∥∥∥∥∥∇Lh,λ′(θ⋆h,λ′)
∥∥∥
Σh,λ′ (θ∗

h,λ′ )
−1

≤
√

C1dr logH/ξ

nλ′ +

√
K
(
L
C1dr logH/ξ

nλ′3 + C

√
C1dr log(Hdr/ξ) logH/ξ

n2λ′4

)
,

where K is chosen to be a upper bound of ∥∇Lh,λ′(θ⋆h,λ′)∥2 with high probability. Such a upper
bound exists since the noise is subguassian and θ⋆h,λ′ is close to θ⋆h. Similarly,∥∥∥∇Lh,λ′(θ⋆h,λ′)

∥∥∥(
1
n Σ̃h,λ′ (θ⋆

h,λ′ )
)−1 ≤

√
C1dr logH/ξ

nλ′ +

√
KL

C1dr logH/ξ

nλ′3 .

Thus, we get

|e3| ≤

(√
C1dr logH/ξ

nλ′ +

√
K
(
L
C1dr logH/ξ

nλ′3 + C

√
C1dr log(Hdr/ξ) logH/ξ

n2λ′4

)
+

L

λ′

[
C1dr logH/ξ

nλ′3/2 +
√
KL

C1dr logH/ξ

nλ′5/2

])
∥ϕr(x, a)∥( 1

n Σ̃h,λ′ (θ̃h,λ′ )
)−1

+
LC1dr∥ϕr(x, a)∥Σ̃h,λ′ (θ̃h,λ′ )−1 logH/ξ

n1/2λ′5/2

≤ C ′

(√
KCC1dr logHdr/ξ

λ′2 +
C1dr logH/ξ√

nλ′7/2

)
∥ϕr(x, a)∥Σ̃h,λ′ (θ̃h,λ′ )−1 .

Finally,

|e4| =
∣∣1
2
g̈(⟨ϕr(x, a), θ̆h⟩)⟨ϕr(x, a), θ̃h,λ′ − θ⋆h,λ′⟩2

∣∣
≤ L

2
∥ϕr(x, a)∥2Σ̃h,λ′ (θ̃h,λ′ )−1∥θ⋆h,λ′ − θ̃h,λ′∥2

Σ̃h,λ′ (θ̃h,λ′ )

≤ c′Ldr logH/ξ

2λ′2 ∥ϕr(x, a)∥2Σ̃h,λ′ (θ̃h,λ′ )−1

≤ C ′
√
nλ′3

√
dr logH/ξġ(⟨ϕ(x, a), θ̃h⟩)∥ϕr(x, a)∥Σ̃h,λ′ (θ̃h,λ′ )−1

for some constant c′, C ′ > 0 with sufficiently large n, where the first inequality comes from the
Cauchy-Schwarz inequality, Assumption 1, the second inequality comes from Lemma M.14, and the
last inequality comes from an argument similar to the end of the proof of Lemma L.3. Combining
these derivations and using the union bounds, we finish the proof.

Then we claim a theorem analogous to Theorem 1 with respect to Algorithm B.1, where Γ̃h is
replaced by Γ̃h,λ′ . We define

Γ̃h,λ′(x, a) := Γ̃r,h,λ′(x, a) + Γ̃p,h(x, a)

with Γ̃r,h,λ′ equal to the right side of equation M.25.
Theorem M.3 (Suboptimality for GPEVI without Assumption 2). Under Assumptions E.1 and
1, we set λ = 1, αp = cp (dp + dr)H

√
ζ, where ζ = log (2 (dr + dp)Hn/ξ), cr, cp > 0 are

absolute constants and ξ ∈ (0, 1) is the confidence parameter. Then {Γ̃h,λ′}Hh=1 in equation 10 is a
ξ-uncertainty quantifier of B̃h w.r.t. value function {Ṽh+1}Hh=1. For any x ∈ S and n large enough,
π̃ = {π̃h}Hh=1,

SubOpt
(
π̃;x

)
≤ 2

H∑
h=1

Eπ∗

[
Γ̃h,λ′(x, a) | x1 = x

]
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holds with probability at least 1− ξ. Here Eπ∗ is taken with respect to the trajectory induced by π∗

in the underlying MDP given the fixed Λh.

Proof. The proof is similar to that of Theorem 1, where Lemmas L.2 and L.3 are replaced by Lemmas
M.14 and M.15, and ρ is replaced by λ′. Note that

log
∣∣Nh(ϵ;R0, B0, Jr, Jp, nλ

′/2, λ)
∣∣ ≤ 2(dr + dp)

2(log cp + 5ζ)

still holds due to a similar argument in the proof of Theorem 1 as we choose λ′ ≫ n−1/2.
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