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Abstract

Existing large language models (LLMs) face challenges of following complex
instructions, especially when multiple constraints are present and organized in
paralleling, chaining, and branching structures. One intuitive solution, namely
chain-of-thought (CoT), is expected to universally improve capabilities of LLM:s.
However, we find that the vanilla CoT exerts a negative impact on performance
due to its superficial reasoning pattern of simply paraphrasing the instructions.
It fails to peel back the compositions of constraints for identifying their relation-
ship across hierarchies of types and dimensions. To this end, we propose RAIF,
a systematic method to boost LLMs in dealing with complex instructions via
incentivizing reasoning for test-time compute scaling. First, we stem from the
decomposition of complex instructions under existing taxonomies and propose a
reproducible data acquisition method. Second, we exploit reinforcement learning
(RL) with verifiable rule-centric reward signals to cultivate reasoning specifically
for instruction following. We address the shallow, non-essential nature of reasoning
under complex instructions via sample-wise contrast for superior CoT enforcement.
We also exploit behavior cloning of experts to facilitate steady distribution shift
from fast-thinking LLMs to skillful reasoners. Extensive evaluations on seven
comprehensive benchmarks confirm the validity of the proposed method, where
a 1.5B LLM achieves 11.74% gains with performance comparable to a 8B LLM.
Evaluation on OOD constraints also confirms the generalizability of our RAIF.

1 Introduction

Large language models (LLMs) exhibited remarkable performance on real-world tasks [} 2} 3} 14].
Such generalizability is built upon the instruction-following capabilities of LLMs [3} 16} [7]. To bench-
mark whether LLMs can produce the desired outputs under complex instructions, existing studies
predominantly focus on modeling various types of constraints and rules where all requirements are
expected to be satisfied simultaneously [8} 9L [10}[7]]. Recently, the compositions of constraints (And,
Chain, Selection, and Nested) have been systemized [[11] to enhance the complexity of instructions
and demonstrate that LLMs still fail to meet expectations under intricate structures. These complex
instructions, which are often composed of multiple sub-instructions, enforce various constraints
on the expected responses. Existing LLMs either ignore certain constraints in And structures or
misinterpret the instruction to respond to the wrong sub-instructions in Selection structures.

To improve LLMs in solving complex instructions, most prior methods leverage two kinds of tech-
niques: 1) supervised fine-tuning (SFT) [12} [13]], and 2) template-guided inference [14}[15]. Despite
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Figure 1: Complex instructions with various atomic constraints and compositions pose great chal-
lenges to instruction-following capabilities of LLMs (The above example and its structure are from
the ComplexBench [[L1]). Our preliminary experiments demonstrate that the CoT prompting of
existing LLMs often elicits shallow reasoning that blindly, mechanically responds to the request
without formulation of structured analyses. In contrast to R1 and QwQ, most fask-thinking models
cannot benefit from the vanilla CoT at all due to such superficial nature (see Sec.[A.7). Our proposed
method boosts deep reasoning of both fast- and slow-thinking LLMs under complex instructions.

their effectiveness, these methods are all task-specific. They are prone to overfitting constraints in the
training set and fail to generalize to the unseen ones [[16]. For the former, a large amount of curated
instruction-response pairs are required to ensure diversity. For the latter, it is almost impossible to
exhaustively enumerate the templates for problem decomposition, reflection, and refinement before-
hand. Therefore, it calls upon a scalable solution that is both constructive and generalizable without
meticulous manual efforts. One intuitive method is to directly apply chain-of-thought (CoT) [17] on
complex instructions, where LLMs might benefit from the free-form thinking for structure analysis
with highlighted, valid constraints (see Fig.[T). However, our preliminary experiments show that such
a prospective solution brings minimal or even negative performance gains, which contrasts strikingly
against its effectiveness on maths problems. We observe that such a discrepancy arises from the
underlying problem of "superficial" reasoning, where LLMs simply summarize the instructions briefly
without developing the solid thinking upon the instruction itself. During such shallow, parroting-style
reasoning, critical constraints and rules can be ignored and thereafter such misalignment leads to
degraded performance. For maths problems, it is indispensable for LLMs to formalize step-by-step,
divide-and-conquer process to achieve the final answer. On the contrary, for complex instructions,
there exists no such nature or tendency of LLMs to forge deep reasoning as they are aligned to directly
deliver responses without intermediate steps. Under such circumstance, we target reasoning that truly
empowers LLMs with strategic planning and adherence to rules.

In this paper, we propose RAIF to leverage Reasoning for Advancing the Instruction-Following
capabilities of LLMs under the context of complex instructions. Inspired by the success of ol [18]],
R1 [19], and QwQ [20]], we resort to CoT for tackling complex instructions. We provide a practical
guide for cultivation of effective reasoning tailored via reinforcement learning (RL). Specifically,
our method addresses the following two main challenges: 1) the data scarcity of diverse complex
instructions and 2) the secret recipe behind the formulation of effective CoT. For the former, although
various data synthesis methods [12} 21} 22, 23| 24, 25| 26} [14] have been proposed to pile up
instructions, they do not take into consideration the taxonomy of constraint types and compositions.
In contrast, we stem from the atomic rules, constraints, and their compositions to perform LLM-based
evolving across various tasks and domains. Besides, our instruction scaling is integrated with our
RL-based reasoning stimulation. Both rule-based and model-based verification approaches, which
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Figure 2: Illustration of the proposed method for advanced instruction-following via reasoning.

serve as reward sources later, are paired with the instructions during generation. For the latter,
existing approaches that seek to reproduce R1-like reasoning [27, 28} [29] 30] are all restricted to
solving maths problems with pure rule-based rewards, which are inapplicable for our settings. We
consequently keep an eye on the differences between maths and complex instructions, and propose
our RL recipe with rule-centric reward modeling, enforcement on superior CoT, and control on policy
distribution drift. Our contributions are three-fold: 1) We propose a systematic method to boost LLMs
under complex instructions via LLM-based evolving for instruction synthesis and reasoning-driven
reinforcement learning. 2) We advance the RL to incentivize reasoning for complex instructions by
addressing the superficial reasoning nature. To the best of our knowledge, our work is the pioneer
that de-mystifies the recipe behind the cultivation of reasoning under complex instructions. 3) We
validate our effectiveness on seven comprehensive benchmarks along with extensive generalization
studies across model families, sizes, cold/warm-start reasoners, and OOD constraints.

2 Related Works

2.1 Evaluation of Instruction Following of LLMs

Tremendous benchmarks have sprouted to specifically evaluate instruction following capabilities
of LLMs in terms of semantic [31} |32 33]] and format constraints [[13} 134, 9]]. Following the
representative IFEval [7]], recent studies extend the evaluation settings towards wild chat [35} 136} 37],
long context [38]], multi-lingual [39} 40} 41], multi-turn [42, 43]], and multi-modal [44, 45]] scenarios.
The hierarchical categorization [46, 47, 148l 49] and down-streaming applications [50, |51} 152] are
considered to collect fine-grained instruction for comprehensive evaluation.

In this paper, we measure the instruction following capabilities on the most common, comprehensive
benchmarks including IFEval [[7]], ComplexBench [11], CELLO [10], CFBench [8]], FB-Bench [53]],
FollowBench [54], and InfoBench [55]]. Different from studies that merely focus on the evaluation
itself, we systematically investigate a general, scalable pipeline that enhances the instruction following
consistently across models and benchmarks via test-time compute scaling.



2.2 Complex Rule and Constraint Following

Numerous studies enhanced rule and constraint following capabilities via data engineering [56]]. The
top concerns are around the synthesis of complicated constraints without costly human intervention.
Specifically, WizardLM [12]] presents both in-breadth and in-depth evolving to generate complex
instructions for tuning. Air [57] stems from the simple instruction distilled from documents and
then iteratively add one or more constraints to increase complexity. Back-translation [58]] is another
popular technique to introduce additional constraints. Self-play [59]] targets at generating constraints
that can be verified by codes. SPAR [60] combines both self-play and tree-search for iterative
refinement. The detailed taxonomy of rules and constraints [8} 61} [14], together with their structures
and relationship [62, 11} 163]], allows precise synthesis control over instruction types. With respect
to the post-training technique, most methods adopt the SFT [64] and RL [65} 166! |67, 168, 169] for
preference alignment. Moreover, training-free workflows have also been proposed to decompose
the instructions [70] and exploit verifiable feedback [71] for refinement until all the check-boxes
are ticked [72]. The most recent recipe of post-training by Tiilu 3 [16] augments the existing
instructions with IFEval constraints and optimizes the LLM with RL for better alignment. The
differences between Tiilu 3 and ours are fourfold: 1) Problem definition. We aim at solving a broad
range of complex instructions with various constraints and their compositions via reasoning. Tiilu
3 focuses only on responding to the IFEval-style instructions without the preceding reasoning, and
therefore exhibits limited generalization on out-of-domain (OOD) constraints. 2) Constraint type and
structure. We follow CFBench [8] and ComplexBench [11] respectively for the constraint categories
and composition types. Tiilu 3 is limited in code-verifiable constraints with "and" structures. 3)
Reward modeling. Both code-execution and LLM-as-a-Judge are involved for verification. This
greatly expands the tasks that can be handled by our method, where the semantic constraints with
LLM-as-a-Judge verifications are complementary to the lexical and word constraints. 4) RL algorithm.
Tulu 3 directly optimizes the response via the vanilla PPO algorithm. However, we are aimed at
incentivizing reasoning for solving complex instructions. Since LLMs are prone to shallow reasoning
and tend to muddle with a few sentences that ignore the constraints and their structures, we design
the filtering mechanism that only selects responses with deep, true reasoning. Our proposed superior
CoT enforcement acts as a bridge between reasoning and instruction-following quality.

Our work differs in two aspects. First, we propose a pioneering method that handles all kinds of
atomic constraints and their combinations. Previous studies are either limited in constraint types (e.g.,
solely considering rules that can be verified by codes while neglecting semantic, style constraints)
or composition structures (e.g., simply satisfying all constraints at the same time without regarding
chaining and branching situations). Second, we resort to RL for reasoning specifically cultivated for
improving instruction understanding and following. Our method exhibits generalization on multi-
purpose and maths tasks, and bypasses the tedious design of decompose-and-conquer workflows.

2.3 Chain-of-Thought Reasoning

Recent progress on the chain-of-thought (CoT) [17} 7374} [75 76, [77] has attracted attentions for
advancing cognitive capabilities LLMs. Most of these approaches prompted LLMs to break down
difficult questions into multiple small units to tackle them systematically before jumping to final
answers [3} 78, [79, 180, 81} [82]]. The emergence of OpenAl ol [18]] and DeepSeek R1 [19] has
incubated test-time compute scaling techniques for long CoT, where deep reasoning with extensive
exploration and feasible reflection are encouraged [83]]. Both Monte Carlo Tree Search and RL with
process and outcome rewards [84, 85, [86]] are also emphasized in previous academic attempts to
replicate slow-thinking LLMs. Compared with existing studies that focus on the mathematic and logic
problem-solving, we are aimed at advancing instruction following capabilities. Motivated by R1 [19],
we incentivize reasoning with group relative policy optimization (GRPO) [87] and demonstrate that
RL with rule-centric rewards ultimately pushes the limits of LLMs in following instructions.

3 Methods

3.1 Problem Definition

Our goal is to incentivize reasoning of a LLM to advance its capabilities of handling complex
instructions (see Fig. [2). Through systematic pipeline investigation and extensive experimental



analyses, we offer key insights and practical guidelines to arm LLMs with deep reasoning. Our
research scope focuses on instructions that consist of one or more atomic sub-instructions with
compositional structures (And, Selection, Chain, and Nested). Multiple constraints are enforced so
that LLMs have to carefully comprehend the instructions and reason on which sub-instructions to
perform execution and how to obey all the rules.

Given x as a query that contains one or more compositional complex instructions, we consider a
LLM parameterized as 6 to be instruction-followed if its output y satisfies all the constraints and
requirements mentioned in z. A typical conditional distribution over the language modeling process
can be denoted as my(y;|x, y1..—1), where y; denotes the t-th token of y. The chain-of-thought
process CoT(y) C y refers to the tokens in the generated output y that indicates the explanations of
query intents, plannings of problem solving, and step-by-step deductions. The final answer following
CoT(y) can be simply extracted by i\ CoT(y). Itis noted that for fast-thinking instructed models, the
CoT prompting tokens zc,r C « (e.g2., Let’s reason step by step.) are indispensable. While
for reasoning models with slow thinking nature, zc,r = @ is the default setting.

3.2 Self-Evolving Instructions with Complex Rules and Constraints

To address the scarcity of complex instructions, we propose to scale up instructions with various
rules, constraints and their verification criteria via self-evolving.

Seed Instruction Selection We start by selecting a set of seed instructions Dg..q from the commonly
used WildChat [35] and Alpaca [88]] datasets. To ensure the diversity of Dg..q, we follow [89] to tag
each instruction by its topics and tasks for a wide-range selection of task abilities. Details on the
tagging and selection process can be found in Sec.[A.4.T]

Self-Instruct with Rules and Constraints We adapt self-instruct [21] under different fine-grained
rules and constraints [8]]. In view of the verification techniques, both code-execution [90] and LLM-
as-a-Judge [32] are involved to provide evaluation feedback. For the former, we prepare a collection
of constraint templates and their executable codes. Then, we randomly instantiate a combination
of rules and constraints from the pool. To ensure their mutual compatibility, a pre-defined validity
check is enforced to eliminate conflicts (e.g., The first paragraph must start with... and
Wrap your entire reply with...). For the latter, we construct pairs of sub-instructions and
scoring questions that stress on the style and semantic constraints. Such sub-instructions corre-
spond to constraints with LLM-based evaluation (e.g., Is the answer written in the tone
of Confucious?), which are complementary to those relying on code-based evaluation. An off-the-
shelf LLM is utilized to perform few-shot in-breadth evolution. With respect to the composition of
these atomic sub-instructions, we refer to [[13]] for definitions of And, Chain, and Selection. These
sub-instructions are assembled for the integrated instructions. Details can be found in the Sec.

Response Generation and Quality Check We use LLMs to generate responses and filter out
low-quality query-response pairs that fail to pass the associated verification tests. Additionally, we
observe that the self-evolved instructions still contain unreasonable constraints or nonsensical queries
(e.g., Give me a very short, concise, and clear response...The response should
have 4 sections.). Under such circumstance, we summarize seven typical issues and curate
judgment prompts for LLMs to double-check the instructions and keep the valid ones (see Sec.[A.4.3).

3.3 Reinforcement Learning for Reasoning Under Complex Instructions

We propose to incentivize reasoning of LLMs via RL [5,[19]. The development of CoT is optimized
towards being structured and sophisticated, which ultimately leads to improved final answers. Without
loss of generality, we adopt the GRPO [87] algorithm. Details can be found in Sec.[A.2]

Rule-Centric Reward Modeling To explicitly distinguish the reasoning from the answer contents,
we employ a simple minimalist rule-based format reward that checks the existence of "<think>",
"</think>", "<answer>" and "</answer>" tags. The format reward encourages the thinking
contents encolosed solely between "<think>" and "</think>". It is noted that for R1-series



reasoning models, "<answer>" and "</answer>" tags are not necessary for answer extraction.

i ] +1 if 1(<think>...</think><answer>...</answer> € yi), 1
Riormat -1 otherwise. v

With respect to the accuracy reward, the answer contents are extracted for comparison and evaluation
only if the format constraint is satisfied. Compared with the maths problems that each has an exclusive
ground-truth, the correct responses to complex instructions can vary greatly. Therefore, there exists
no rigorous exact-match assessment [91]. Instead, we propose the rule-centric accuracy rewards
that stem from verification standards. Specifically, we take into consideration the evaluation of
responses in following each constraint and indicate its satisfaction condition as rewards. Given an

instruction x that contains C' atomic constraints z¢ = {c; }]C:l, ¢j C x, the sampled response y'is

active

judged as instruction-followed only if all the valid, active constraints ¢; € zo  C x¢ are satisfied.

Accordingly, a piecewise reward function is defined via measurement is_followed(yi [):

if 1 i active
‘ +2 ( - e if is_followed(y'|c;) V¢; € zo
7 _ C 1 e active “_f 11 d i ) o ] '
Raccuracy = Zj:1 CETC l(cjelsfgmco)we y |c; elif IS_fOHOWCd(yl|Cj) E|Cj c :Cstcstlve’ 2)
—2 otherwise.

It is noted that the detailed implementation of the verification depends on the constraints [8]]. For
the lexical-level constraints (e.g., keywords and phrases), the numerical constraints (e.g., letters
and words), and the format constraint (e.g., JSON, XML, LaTeX, HTML, and Markdown), we
resort to simple heuristics with python which provides precise feedback [[7,59]. In contrast, for the
semantic-level constraints (e.g., themes and perspectives), stylistic constraint (e.g., writing styles,
tones, and role-plays), linguistic constraints (e.g., dialects and morphologies), we bring in the reward
model 7y for judgment [13 155, [11]]. However, different from the original GRPO where 74 implicitly
scores the responses in terms of instruction following, we explicitly employ 74 to check the following
conditions of constraints. Besides, 74 delivers scalar scoring in previous studies while we request
for efficient boolean validation (True or False). Since multiple constraints might be active for
steering generation, we develop the piecewise reward that promotes more constraint satisfaction while
penalizing greatly the extreme cases. In total, our rule-centric reward is defined below.

7 7 7
R = Riyrma + Raccuracy- 3)

Experience Replay Buffer with Superior CoT Enforcement Compared with the maths tasks,
instruction-following differs in that their reasoning processes are not compulsory. For maths, the step-
by-step decomposition and derivation is a prerequisite to obtaining the final answer, which is naturally
cultivated [27, 28} 29, [30]. However, in the context of complex instructions, responses are readily
accessible even without deliberate reasoning. Therefore, there exists no enforced association between
the emergence of long, deep reasoning and the improved responses. In this case, we implement
an adaptive replay buffer to enforce superior CoT at the sample level. We introduce the 7y, for
providing the sample-wise contrast between the responses with and without reasoning. The output
without the essential CoT §" (i.e., <think>\n\n</think>) receives its accuracy reward wacuracy.

We filter out  when all its rollouts {yi}gl are inferior to those reasoning-free counterparts {gji}ilz

51
Trp0 =BirD 1y 12 ~m0,, (1) 451181 70,4 (e CoT(57)=2)
. G ) o G .
ﬂ(max({R;ccuracy}i=1) z mln({RZ\ccuracy}i=1) . jéRPO'

We evaluate whether the yi benefits from the reasoning by comparing its reward chcmacy with

“

respect to Rzmraoy. If all the responses are judged worse than the vanilla output, it implies that
the reasoning capacity of the policy model fails to meet the standard (e.g., constraints ignorance or
mis-interpretation). In this case, the sample is too challenging to foster proper reasoning and can be
simply skipped until that at least one rollout designates the paradigm leading to superior reward.

Policy Distribution Drift Control with Behavior Cloning Another fundamental difference be-
tween maths problems and complex instructions is that the former merely emphasizes the correctness
of final answers while the latter also assesses responses in terms of semantics. During the rollout
sampling, responses that meet more constraints are prioritized even at the expense of coherence,



fluency, idiomaticity, and clarity. Such semantic-level degradation may not be easily resolved due
to the constraints imposed on the instructions, as the compliant responses inherently differ from the
pretraining texts. In light of this statement, a challenge arises from the excessive policy distribution
drift where the catastrophic forgetting of the initially acquired knowledge from s occurs. We
propose to explicitly perform behavior cloning of expert response ¢ under x.

Jspr = Ew~D|: - logﬂg(g]lx)}. (5)

Compared with the KL-penalty term (Eq.[8)), the behavior cloning by SFT explicitly constrain the 7y
for semantic alignment. It guarantees that: 1) the adherence to the expected format can be expedited
for successful parsing of answers and reward computation at an early stage; 2) the organization of deep
reasoning can be imitated and traced even with models of incompetent instruction following basis; 3)
the potential reward hacking (e.g., responses that satisfy constraints but exhibit poor semantics) can
be mitigated without relying on a well-trained reward model for scalar scores.

4 Experiments

4.1 Experimental Setup

Dataset Statistics about our self-evolving dataset can be found in Sec.[A.4] We also incorporated
DeepScaleR [29] (see Sec.[A.3)). The evaluation metrics for each benchmark are reported in Sec.[A.3.7]

Baselines We compared with: 1) I/O: direct input with zc,r = @; 2) CoT: reasoning prompting [[17]]
to first deliver the thought and then the answer; 3) SDC: self-DeepClaude [92] 93]] technique that first
prompts for the thought and then packs the original input with the thought as a new context for the
answer (see Sec.[A.6.3); 4) SFT: supervised fine-tuning for learning the aligned responses.

Implementation Details We use OpenRLHF [94] for both cold-start (Qwen2.5-1.5B/7B [93]],
LLaMA3.1-8B [2], and Ministral-8B [96]) and warm-start (DeepSeek-Qwenl.5B/7B [19] and
DeepScaleR-1.5B [29]) experiments. Detailed settings can be found in Sec.[A.6

Table 1: Performance on seven instruction benchmarks. Best/2nd best are marked bold/underlined.

CF Complex FB Follow Info
Bench Bench Bench Bench Bench

Qwen2.5-1.5B-Instruct 1/0 4528 71.00 36.00 5097 39.81 40.00 71.24 50.61

Qwen2.5-1.5B-Instruct CoT 28.65 5930 22.00 3294 3731 29.28 6222 38.81¢11.79%)
Qwen2.5-1.5B-Instruct  SDC 4195  66.10 30.00 41.70  36.52 3739 67.55 45.89471%)
Qwen2.5-1.5B-Instruct SFT 65.61 7120 48.00 5746 4275 5647 76.22 59.67+9.06%)
Qwen2.5-1.5B-Instruct Ours 4491 7350 53.66 6392 5867 59.82 81.95 62.35:11.74%)

Model Method IFEval CELLO Avg.

DeepSeek-Qwen1.5B 70’ 36.04 6250 2799 39.89 3451 2029 52.00 39.03
DeepSeek-Qwenl.5B  SFT 4529 6320 2533 3553 3759 2218 51.96 40.15:112%)
DeepSeek-Qwenl.5B  Ours 57.67 69.00 40.00 44.38 3778 37.79 60.48 49.58(+10.54%)

DeepScaleR-1.5B /0" 4177  65.00 30.00 40.70 40.24 26.01 60.31 43.43
DeepScaleR-1.5B SFT 4824 6290 28.00 36.68 3572 26.50 54.22 41.75¢1.67%)
DeepScaleR-1.5B Ours 55.63 6730 39.33 4323 3781 36.80 60.08 48.60(+5.17%)
Qwen2.5-7B-Instruct ~ I/O 7282 7650 6433 7447 5929 75.03 85.60 72.58

Qwen2.5-7B-Instruct ~ CoT 69.50 7520 61.66 72.00 42.65 74.86 82.13 68.28(4.29%)
Qwen2.5-7B-Instruct ~ SDC 6044 7260 65.66 7653  60.07 76.09 86.88 71.18¢1.39%)
Qwen2.5-7B-Instruct ~ SFT 7245 7150 6333 7423 5876 7592 8431 72.36(0.21%)
Qwen2.5-7B-Instruct ~ Ours 70.06  79.20 65.00 77.40 6445 7532 82.67 73.44:085%)
LLaMA3.1-8B-Instruct I/O 7763 7520 5699 69.11 4692 5352 71.52 67.01

LLaMA3.1-8B-Instruct CoT 6044 6550 47.66 5654 3234 37.36 5848 54.53¢1248%)
LLaMA3.1-8B-Instruct SDC 80.22 71.00 5833 6873 3836 4892 7289 65.24¢177%)
LLaMA3.1-8B-Instruct SFT 7726 7580 54.00 6524 40.16 59.56 6530 64.92(2.09%)
LLaMA3.1-8B-Instruct Ours 13.49 4.6 1.33 271 7.14  1.08 0.51  4.06(-62.95%)
Ministral-8B-Instruct ~ I/O 59.51 7620 6233  70.03 5454 7349 84.00 68.58

Ministral-8B-Instruct ~ CoT 4879 6190 49.66 61.31 39.17 6175 79.73 57.47¢11.1%)
Ministral-8B-Instruct ~ SDC 5859  63.60 56.99 6832 48.06 69.37 84.08 64.14¢443%)
Ministral-8B-Instruct ~ SFT 68.57 6630 48.66 6720 3726 54.37 76.62 59.85(8.72%)
Ministral-8B-Instruct ~ Ours 72.64 726 5933 7045 5435 76.08 7533 68.68:0.10%)

DeepSeek-Qwen7B yo' 60.81 7239 5799 66.86 59.59 62.80 79.64 65.73
DeepSeek-Qwen7B SFT 67.09 69.10 58.66 5842 5560 6596 79.15 64.85¢0.88%)
DeepSeek-Qwen7B Ours 7135 7140 58.67 62.04 59.65 59.38 82.00 66.35¢+0.62%)

" The default outputs of reasoning models by I/O prompting contain both the thought and the answer parts.

4.2 Main Results

Comparison with the Baselines Our method effectively boosts most of the existing LLMs in
handling complex instructions (see Table[I)), demonstrating the generalization of the cultivated deep



reasoning. In contrast, the CoT prompting causes a drastic performance decline to all models, which
further confirms the detrimental effect of shallow thinking. Instead of adopting an one-off generation,
SDC decouples the reasoning and answering via two-step inference. Due to the intrinsic superficial
nature, SDC still fails to improve the reasoning quality. The SFT technique directly performs
knowledge distillation where small LLMs mimic the reasoning patterns of strong slow-thinker. It
guarantees that the depth and breadth of thinking is under immediate supervision. However, one
drawback of SFT is that the model’s generalization ability tends to deteriorate for samples that fall
outside the domains encountered during training. Comparatively, our RL paradigm teaches LLMs
how to think, driving the self-development of varied reasoning rather than simple memorization.

In line with Fig.[3] small models (1.5B) achieve much more gains than larger ones, showcasing the
potentials of small LLMs via test-time scaling. The DeepSeek-distilled LLMs possess a good starting
point for reasoning organization from their warm-start imitation across a broad range of tasks and
topics (Fig. [36). With respect to model family, we unfortunately find that the capacity of Ministral
and LLaMA is inferior to that of Qwen. The Ministral-8B exhibits limited advantages over its vanilla
counterpart while the LLaMA3.1-8B experienced a model collapse during training. As shown in
Fig.[35(a) and (d), a rapid shrinkage of response and a frequent surge of KL penalty imply a great
deviation of LLaMA from its initial state. The reason behind might be ascribed to the pre-trained
knowledge of base models [97]]. LLaMA tends to generate endless thinking without conforming to
the required format. It then struggles to output semantically consistent responses and keeps extending
its meaningless thinking until collapse. Detailed results can be found in Sec.[A-8.T] Discussions on
generalization over multi-purpose benchmarks can be found in Sec.[A-82]

Table 2:  Performance on ComplexBench
(Qwen2.5-7B-Instruct). Best/2nd best are marked :
bold/underlined. @ OD, SC, CNFR, FC, and *
SR stand for the Oracle Decomposition [11], e
Self-Consistency [98]], Conifer [[14], FollowCom- '
plex [13], and Self-Refine [99]. i
Category ND 1/0 oD Ne CNFR FC SR Ours
And 1 85.85 84.27 84.03 75.10 8477 8566 86.57

Chai 1 7218 7468 7354 6095 6627 7525 73.96
ain 2 7056 7270 69.63 6443 7066 73.07 76.88
Avg. - 7096 7318 7057 6359 6960 7359 76.18

1 7725 76.61 7208 60.52 71.67 69.61 73.39
Selection 2 6561 71.83 6823 5325 6196 6434 7292
3 63.39 6845 56.13 46.04 51.70 58.67 60.75
Avg. - 65.67 7049 6583 5192 6092 6269 69.16

Selection 2 6564 6594 6081 4733 6107 52.01 61.06 e
& Chain 3 59.70  65.77 64.08 4853 57.65 6041 65.00 -ivg

Avg. - 62.68 65.85 6244 4793 5936 5620 63.03 Flgure 3. The averéged number Of
[0} 11 - 7447 7626 73776 63.51 71.97 74.00 77.40 . .
vers —— and scores over steps (best viewed magnified).

Table 3: Training and testing-time compute on ComplexBench (Qwen2.5-7B-Instruct).

Method Training Compute Test-Time Compute §

#SFT #SFT RLHF #RLHF #RLHF Avg. # steps Avg. # Avg. # Avg. gains

samples epochs algo. samples epochs orsampling reasoning tokens answer tokens over I/O
/0 = = = = 1 = 332 74.47
CoT - - - - - 1 80 419 -2.46
SDC - - - - - 1 79 372 +2.06
SFT 13K 10 - - - 1 - 361 -0.23
oD [11] - - - - - 1 - 407 +1.79
SC [98] - - - - - 10 - 3302 -0.70
SR [99] - - - - - 1.9 - 877 -0.46
CNFR [14] 66K 4 DPO 63K 1 1 - 308 -10.96
FC [13] 12K 2 DPO 12K 2 1 - 261 -2.50
Ours - - GRPO 26K B 1 299 349 +2.93

Comparison with the SOTAs We implemented SOTAs on the ComplexBench (see Table [2)):
Oracle Decomposition [[L1] (ground-truth decomposition of sub-instructions), Self-Consistency [98]]
(majority voting@10), Conifer [14]], FollowComplex [13]], and Self-Refine [99]. We also report the
training and testing-time compute in Table[3] Our method demonstrate its superiority on the most
complicated Chain, Selection categories, suggesting that the reasoning indeed assists analysis of
LLMs to carry out the truly relevant, valid request with constraints.

Variation of Reasoning Patterns The change of step-by-step keywords such as first, second,
next, and finally (see Fig. ) shows that all LLMs enjoy an increase of tokens on challenging
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1.5B, Qwen2.5-1.5B-Instruct, and Qwen2.5-7B-Instruct before/after RL (best viewed magnified).

Table 4: Ablation study on the Qwen2.5-7B-Instruct with CoT reasoning. Best/2nd best are marked
bold/underlined. Maths and Complex refer to the DeepScaleR and our self-evolved dataset, respec-
tively. SupCoT and BC denote the superior CoT enforcement and behavior cloning, respectively.

Data Method

Benchmarks (Inference w/ CoT)

CF Complex

FB

Follow

Info

Maths Complex SupCoT BC IFEval CELLO Bench Bench Bench Bench Bench Avg.
- - - - 6950 7520 61.67 7200 42.65 7487 82.13 68.28
v - - - 7208 7680 63.66 73.81 57.93 7483 8573 72.12¢:384%)
- v v v 7227 7390 5333 6389 4504 64.04 8124 64.81-346%
0.2 1 v v 67.10 7470 63.00 7570 60.39 70.88 84.31 70.87
1 1 v v 7006 7920 65.00 7740 6445 7532 82.67 73.44us5.16%
5 1 v v 7283 7880 69.67 78.54 4641 79.87 86.18 73.18(+4.90%)
1 1 - - 6358 7690 47.00 7634 57.63 6574 87.95 67.870.40%)
1 1 v - 6672 7810 65.00 7562 5642 76.12 80.13 71.15:287%)
1 1 - v 7005 7920 65.00 75.68 5647 7531 82.66 72.05:+3.76%)

benchmarks such as CFBench and ComplexBench, confirming the importance of our cultivated
deep reasoning. For instructions without intricate compositions (e.g., And-constraints in IFEval),
slow-thinking LLMs reduced their keyword frequency a bit due to the shortened response length.

4.3 Ablation Study and Analysis

Effect of Maths Problems Both Tables[I]and ] corroborate the positive roles of DeepScaleR in
developing reasoning. The increment of maths problems is positively associated with the growth of
CoT tokens and thereafter the performance improvement (see Fig. [37)), implying that the mathematic
reasoning is crucial and supplementary to the general-purpose reasoning. However, given the same
training steps, the model with full maths did not converge yet, suggesting that more iterations are
required towards optimum. Discussions on maths generalization are in Sec.[A.83]

Effect of Superior CoT Enforcement As shown in Fig.[3]
the ratio of the samples kept with superior CoT dropped first
and then improves steadily. It implies that the transition from
shallow to deep reasoning is promoted during training, leading
to responses with higher rewards with respect to those without
deliberate reasoning. The filtering of experience replay buffer
for superior CoT has the following benefits: 1) In the early =, ., . . . . .
stage, the fast-thinking LLMs are struggling to establish the .
expected CoT formats and therefore the ultimate responses of- Figure 5: The
ten contain incompatible HTML-style elements (reason/answer
tag tokens). The incorporation of LLM completion with the
prefix of empty reasoning makes format compliance easier. 2)
It removes the samples from participating in training where
their shallow reasoning brings detriments to the ultimate answers. Such isolation prevents the flawed
thinking process from receiving biased rewards for formalizing inferior, prone-to-hacking responses,
which also allows the time lag for imitation of expert thinking (see Figs.[33]and [34).

KeepRatio

of samples kept
by superior CoT and the reward
over steps of Qwen2.5-7B-Instruct.

Effect of Behavior Cloning The immediate imitation of expert reasoning not only encourages
fast-thinkers to earn format rewards but also stabilizes training and fills the gaps of rule-centric
rewards. Without proper guidance, cold-start LLMs can only repeat their inherent shallow thinking
and consistently receive negative feedback (as confirmed in Table[T). In this case, either model
collapse or reward hacking is prone to occur and thereafter causes catastrophic distribution drift.



Table 5: Generalization on OOD constraints of IFBench.

prompt-level instruction-level prompt-level instruction-level
Model Methed strict strict loose loose Avg.
Qwen2.5-1.5B-Instruct 1/O 15.64 17.01 18.36 20.29 17.82
Qwen2.5-1.5B CoT 13.60 15.52 15.98 17.61 15.67214)
Qwen2.5-1.5B SDC 15.98 17.61 17.68 19.70 17.740.08)
Qwen2.5-1.5B SFT 16.32 17.61 19.38 20.89 18.55(+0.73)
Qwen2.5-1.5B-Instruct Ours 17.68 19.4 20.06 22.68 19.95¢:2.13%)
DeepSeek-Qwen-1.5B /O 8.80 11.64 12.92 15.82 12.29
DeepSeek-Qwen-1.5B  SFT 12.13 13.69 14.16 15.98 13.99+1.69)
DeepSeek-Qwen-1.5B  Ours 12.92 14.02 15.64 16.71 14.82(+2.53%)
DeepScaleR-1.5B /0 11.22 12.23 153 17.91 14.16
DeepScaleR-1.5B SFT 12.71 13.94 15.02 16.74 14.60(+0.44)
DeepScaleR-1.5B Ours 12.58 14.02 17.00 18.80 15.60(+1.44%)
Qwen2.5-7B-Instruct /O 28.23 29.85 31.63 33.43 30.78
Qwen2.5-7B-Instruct  CoT 27.89 30.44 30.95 33.73 30.75¢-0.03)
Qwen2.5-7B-Instruct  SDC 26.87 29.25 32.31 34.62 30.76(-0.02)
Qwen2.5-7B-Instruct ~ SFT 23.12 26.57 28.57 32.54 27.70-3.08)
Qwen2.5-7B-Instruct ~ Ours 29.82 30.76 3227 3543 32.07+1.29%)
Ministral-8B-Instruct ~ I/O 16.66 17.31 23.12 24.47 20.39
Ministral-8B-Instruct ~ CoT 15.30 14.92 29.59 31.34 22.78(+2.39)
Ministral-8B-Instruct ~ SDC 18.36 18.80 23.80 24.77 21.43+1.04)
Ministral-8B-Instruct ~ SFT 12.24 13.73 16.32 19.4 15.42(-4.96)
Ministral-8B-Instruct ~ Ours 20.74 23.88 28.23 31.94 26.19+5.77%)
DeepSeek-Qwen7B /0 13.6 14.62 19.72 22.08 17.50
DeepSeek-Qwen7B SFT 17.34 18.80 21.08 22.68 19.97 247
DeepSeek-Qwen7B Ours 20.06 22.38 25.17 27.46 23.77+6.27%)

4.4 Generalization Study on OOD Constraints

To test if the proposed RAIF can generally improve the performance of LLMs on unseen constraints,
we follow Tiilu 3 [16]] to conduct experiments on brand-new complex instructions that differ from
existing benchmarks. Specifically, we use the most recently proposed IFBench [100] as OOD
evaluation benchmark because it contains 58 new, diverse, and challenging constraints. There exists
no possibility of data contamination with respect to the training and testing data of the present study.

As shown in Table [5] RAIF consistently improves performance across model sizes and families,
demonstrating strong generalizability to new constraints. Notably, unlike Tiilu 3 [[16], which reports
overfitting to IFEval and degraded IFBench results after RLVR, our RAIF does not overfit IFEval’s
constraints. This generalization stems from two factors: (1) diverse, complex instruction evolution
with varied constraints and structures, and (2) the application of deep reasoning, which aids instruction
analysis and decomposition. Comparing RLVR to baselines: 1) CoT: For most instructed (non-
reasoning) models, vanilla CoT decreases performance on IFBench, aligning with Table 1. These
models do not fully analyze instruction constraints, instead summarizing them superficially. 2) SDC:
By decoupling thinking and execution, SDC allows models to revisit instructions, improving over
CoT but still limited by imperfect reasoning. 3) SFT: Reasoning models slightly benefit by distilling
patterns from stronger models (e.g., DeepSeek R1), but this does not transfer to instructed models
due to mismatched reasoning pattern distributions. 4) Scaling: As DeepSeek R1 [19] shows, SFT
requires around 800K curated samples to upgrade instructed models. In contrast, RLVR needs only
13K samples to stimulate self-developed reasoning, yielding significant gains.

5 Conclusion

We propose a systematic method to incentivize reasoning of LLMs for solving complex instructions.
We first address the data scarcity by developing a scalable pipeline for constructing instructions and
their verifications. Then, we target at the superficial reasoning of fast-thinkers via effective RL with
rule-centric rewards. We pay attention to the fundamental differences of pathway dependency between
maths problems and complex instructions, and propose to enforce superior CoT with behavior cloning.
Extensive experiments on seven benchmarks confirm our effectiveness, providing valuable insights
and guidelines for practitioners to build slow-thinkers under various compelx tasks.

Broader Impact Our recipe of scaling up data and RL would benefit the stimulation of reasoning
for tasks beyond maths problems. Moreover, our studies shed light on the studies on cognitive
behaviors of LLMs, which in turn facilitates the development of stronger base models.
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A Appendix

In this appendix, we first provide the descriptions about the mathematic symbols used in the
manuscript. Then, provide the detailed descriptions about the benchmarks used in our experiments
and their evaluation metrics. Furthermore, we provide the details about the preparation of datasets
used for training, including the publicly available DeepScaleR dataset [29] and the self-evolved
complex instruction dataset mentioned in Sec.[3.2] The detailed implementations are presented in
Sec.[A.6]of the appendix. Finally, we present more fine-grained results for in-depth analyses.

A.1 Symbol Description

To enhance clarity, a detailed description of mathematic symbols is provided in Table [6]

Table 6: Descriptions of the symbols used in the paper.

Symbol | Definition
T A query input of the complex instruction (tokenized)
Y A response of a LLM to the input x (tokenized)
0 The parameters of the LLM to be optimized
T The policy model (LLM) to be optimized (parameterized as )
Y1ie-1 The tokens of y starting from the index 1 to the index ¢ — 1

Yy The ¢-th token of y
7o (Y|, y1..1) | The language modeling process of 4 given the input z and the preceding response y;.,_;

CoT(y) The CoT reasoning tokens of y
y\CoT(y) The response answer tokens of y
TeoT The CoT prompting tokens of
[y The number of tokens of '’
The number of generations per input prompt during rollout
T The policy model from the previous iteration state
Tref The reference model
yi The i-th generated output from the policy model 7, for the input prompt x
jGRPO The GRPO loss
jékpo The GRPO loss for the generated sample yi’
ri The importance sampling ratio of yi at the time ¢ (i.e., for its generation of the ¢-th token)
R The reward of yi before normalization
flé The estimated advantage of yi at time ¢
D]iL(ﬂg ||mef) | The KL divergence between the current policy model and the reference model on yi
clip(+, 1, u) The clipping operation with the lower bound [/ and the upper bound u
Réormal The format reward of yi

The number of atomic constraints in the input prompt x

¢j The tokens of the j-th atomic constraint in z with c; C @
To The set of all the C' atomic constraints with z C x and ¢; € z¢, Vj
g The subset that contains only the truly valid, active constraints with 225" C z¢
is_followed(yi |¢;) | The condition of whether yi satisfies the constraint c; as instruction following
Te The reward model parameterized by ¢
R;ccumy The accuracy reward of yi
g)i The yi with empty reasoning tokens (i.e., skipping CoT via <think>\n\n</think>)
R The reward of ﬁi
Rﬁorma[ The format reward of gi
]A{zccumcy The accuracy reward of gi
jékpo The filtered GRPO loss with superior CoT enforcement
Y The expert response to the input x with both the reasoning and the answer
Jser The SFT loss for behavior cloning

A.2 Preliminaries

In this section, we provide the introduction to the Group Relative Policy Optimization (GRPO)
algorithm [87]. Given a query = sampled from the distribution D of complex instructions, the policy

model 7y, from the previous iteration generates a group of G individual outputs {yl}gl GRPO
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updates the policy 7y by maximizing the objective:

G
1 i
Jorpo = Ea:~D,{yi}g1~7r901d(-|w)a Z jGRPO;
i=1
i ©)
i 1« I PPN A i i
Jereo = m Z(mln(rt(ﬁ)At7cllp(rt(9)7 1—¢,1+€)A;) — BDxr(mol|mer) |,
t=1
i me(yile,yiun) i ' —mean({R'})

rt = 7 7 7At = ) 5 (7)
o0 (YT, Y1) sd({R1}{))

Tret (Ve |7, Y1:0-1) _ Tret (Ve |7, Y1:0-1) _
W@(yzlxvyi:t—l) We(yﬂxayith)
Compared with the proximal policy optimization (PPO) [101], the advantage of the i-th output

response is computed by normalizing the group-level rewards {Rz}icil. PPO optimizes an additional
critic model as value function via the generalized advantage estimation (GAE) [[L02]. In consideration
of the simplicity and our available computing resources, we employ the GRPO as our scale-up RL
settings.

®)

D;(L(WQ | |7Tref) =

A.3 Evaluation Datasets and Metrics

In the present study, we evaluate the proposed method on the following datasets: IFEval [7], Com-
plexBench [[11], CELLO [10]], CFBench [8]], FB-Bench [53]], FollowBench [54]], and InfoBench [S5]].
All these benchmarks are specifically constructed to evaluate the instruction-following capabilities of
LLMs under various complex tasks and domains (see Table[7).

A.3.1 Benchmarks

IFEval IFEval [7] is one commonly used benchmark to evaluate the abilities of LLMs in following
natural language instructions. It focuses on a wide range of "verifiable instructions" that can be
efficiently and accurately validated via python codes. It identifies 25 types of atomic constraints
including keywords, languages, length constraints, detectable formats, combinations, case changes,
starting and ending phrases, and punctuations. All the verifications are performed via codes to avoid
potential bias caused by LLLM judges. Therefore, their constraints are limited in types where no
semantic ones are covered.

CELLO CELLO [10] formulates complex instructions from real-world task descriptions and
input queries. From the task perspective, CELLO considers multi-tasking, semantic constraints,
format constrains, and quality constraints. From the input text perspective, CELLO considers
heterogeneous information, long context, noisy information, and multi-turn conversations. Similar to
the IFEval benchmark, CELLO focuses simply on the objective, rule-verifiable constraints where
their verifications are all rule-based.

CFBench CFBench [8]] covers more thant 200 real-life scenarios and over 50 tasks. Their detailed
types of constraints are classified into 10 primary categories and 25 sub-categories, including content
constraints, numerical constraints, stylistic constraints, format constraints, linguistic constraints,
situation constraints, example constraints, inverse constraints, contradictory constraints, and rule
constraints.

ComplexBench ComplexBench [11] is one of the most comprehensive benchmarks that validate
the instruction-following capabilities of LLMs under complex isntructions. Its hierarchical taxnomy
for the definitions of complex instructions include 4 constraint types, 19 constraint dimension, and 4
composition types. It covers tasks that highlight fundamental language ability, advanced Chinese
understanding, open-ended questions, practical writing, creative writing, professional writing, custom
writing, logical reasoning, task-oriented role play, and profession knowledge.
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FB-Bench FB-Bench [53] is a multi-task fine-grained benchmark that evaluates the LLM’s respon-
siveness to human feedbacks under real-world scenarios. It encompasses eight task types (reasoning,
coding, text extraction,text error correction, text creation, knowledge QA, and text translation), five
deficiency types of responses (not-following-instructions, logical error, incomplete answers, factual
errors, and unprofessional answers), and nine feedback types (pointing out errors, clarifying the in-
tent, raising objections, detailed explanations, hinting guidance, simple questioning, misinformation,
credibility support, and unreasonable requests).

FollowBench FollowBench [54] is a multi-level fine-grained constraints following benchmark.
It covers constraints of content, situation, style, format, example, and mixed types. The levels of
constraints refer to the number of atomic constraints present in each instruction, where the way of
constraint composition is designed for each task in its category.

InfoBench InfoBench [55] develops both the hard set and the easy set covering 72 domains
including natural sciences, social sciences, engineering, economics, engineering, economics, and
arts. It incorporates specific response constraints including contents, linguistic guidelines, style rules,
format specifications, and number limitations. For each instruction, its decomposed scoring questions
are prepared for boolean evaluation of constraint-following conditions.

Table 7: Statistics of the complex instruction benchmarks used for evaluation.

Benchmark Size Constraint Composition Type Verification and Evaluation

Taxonomy And Chain Selection Nested Code-Execution LLM-as-a-Judge Aggregation
IFEval [7] 541 25 v - - - v - Average
CELLO [10] 523 4 v v - - v - Average
CFBench [8] 1,000 25 v v - - - v Priority
ComplexBench [11] 1,150 19 v o/ v v v v Dependency
FB-Bench [53] 591 9 v v - - - v Weighted Average
FollowBench [54] 820 5 v - - - v v Average
InfoBench [33] 500 5 v - - - - v Average

A.3.2 Evaluation Metrics

In the present study, we report the following evaluation metrics of benchmarks in Table[T]

» IFEval: prompt-level_loose

* CELLO: average of the average_complex_ins and average_complex_input

* CFBench: average of the CSR, ISR, and PSR

* ComplexBench: overall DRFR

* FB-Bench: average of the error_correction_score and response_maintenance_score

» FollowBench: average of the CSL_avg_en/3.68, HSR-level-1_en, HSR-level-2_en, HSR-
level-3_en, HSR-level-4_en, HSR-level-5_en, SSR-level-1_en, SSR-level-2_en, SSR-level-
3_en, SSR-level-4_en, SSR-level-5_en, CSL_avg_cn/3.68, HSR-level-1_cn, HSR-level-2_cn,
HSR-level-3_cn, HSR-level-4_cn, HSR-level-5_cn, SSR-level-1_cn, SSR-level-2_cn, SSR-
level-3_cn, SSR-level-4_cn, SSR-level-5_cn

¢ InfoBench: overal_DRFR

Note that for FollowBench, the CSL_avg_en and CSL_avg_cn are normalized by the score of
Qwen2.5-72B-Instruct (3.68) for percentage comparison. The detailed explanations on the metrics
above are provided below.

IFEval IFEval [[7] employs four accuracy scores for evaluation: 1) prompt-level strict accuracy,
2) instruction-level strict accuracy, 3) prompt-level loose accuracy, and 4) instruction-level loose
accuracy. The prompt-level strict accuracy measures the percentage of prompts where all the
constraints are satisfied. The instruction-level strict accuracy, on the other hand, reports the percentage
of constraints satisfied across samples. For the loose evaluation metrics, they apply transformations
on the responses of LLMs to remove the markdown syntax, opening intros to the final responses, and
the ending outros following the final responses to reduce false negatives.
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CELLO CELLO [10] proposes a code-based verification system that checks four common fine-
grained aspects like: 1) count limit, 2) answer format, 3) task-prescribed phrases, and 4) input-
dependent query. For the count limit, it considers word count score, sentence count score, and sample
count score. For the answer format, it considers parsability and keywords. For the input-dependent
query, it scores whether the key phrases from the input query are existent in the responses, and applies
a penalty term of COPY-BLEU to prevent giving high scores to the undesirable copying behavior
of LLMs. For the task-prescribed phrases, it checks if the mandatory phrases specified in the task
description are covered in the responses to satisfy those essential conditions.

CFBench CFBench [8] employs the three metrics: constraint satisfaction rate (CSR), instruction
satisfaction rate (ISR), and priority satisfaction rate (PSR). CSR measures whether each constraint is
satisfied and computes the average of satisfaction rate across samples. ISR verifies whether all the
constraints are satisfied per sample and report the average rate across samples. PSR assigns priority
requirement to the constraints and if any prioritized constraint is not satisfied, the verification is
judged as failure.

ComplexBench ComplexBench [11] provides the scoring questions for each complex isntruction to
check whether the constraints are satisfied. Each scoring question can only be answered with boolean
responses as "YES" or "NO" and then the scores of each decomposed question are aggregated for the
metric of decomposed requirements following ratio (DRFR). Note that the dependency of scoring
questions is considered in aggregation. If any preceding constraint is not satisfied, the following
constraints are simply judged as failure.

FB-Bench FB-Bench [53]] employs the DRFR metric as well and validates a series of criteria on
the checklist for each complex instruction. It further set different weights for different criteria in the
checklist for the weighted aggregation of the final score. The weights of different scoring questions
are pre-defined to signify their importance.

FollowBench FollowBench [54] employs both code-execution and LL.M-as-a-Judge verifications
for evaluation. It uses an incremental method of constraint validation where the LLM judge is asked
to recognize the newly added constraint each time for verification. Three main metrics are used:
1) hard satisfaction rate (HSR), 2) soft satisfaction rate (SSR), and consistent satisfaction levels
(CSL). The HSR and SSR can be understood as instruction-level and constraint-level satisfaction rate,
respectively. The CSL measures how many consecutive levels are satisfied per instruction.

InfoBench InfoBench [55] proposes the decomposed requirements following ratio (DRFR) metric
for verifications. For each scoring question, the LLM-as-a-Judge strategy is used to give a "YES"
or "NO" response. The final scores of the response are simply the averaged accumulation of scores
over the total number of scoring questions. Such scoring technique enables a more fine-grained
interpretation of the final results.

A4 Self-Evolved Complex Instruction Dataset

The self-evolved complex instruction dataset contains 13K complex instructions and their associated
verifications (either with codes for python execution or with scoring questions for LLM-as-a-Judge)
and reference expert responses. We choose the WildChat [35] and the Alpaca [88]] as our instruction
pool to perform self-evolving. The types of rules and constraints are sourced and collected from
the taxonomy defined in IFEval, CELLO, ComplexBench, CFBench, FB-Bench, FollowBench, and
InfoBench. Such preparation ensures the diversity of the rule and constraint pool. The type of
composition follows the definition in the ComplexBench. The statistics of our self-evolved dataset
can be found in Table @ In consideration of the existing benchmarks, models, and the instruction
pool, both the languages of Chinese and English are considered.

The detailed steps of seed instruction selection are described below.

A.4.1 Tagging for Selection of Seed Instructions

For the selection of seed instructions, we choose the WildChat [35]] (650K) and the Alpaca [88]]
(52K) as the pool of instructions. Especially for the WildChat dataset, a broad spectrum of user-
chatbot interactions are covered including ambiguous user requests, code-switching, topic-switching,
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Table 8: Statistics of our self-evolved complex instruction dataset.

# of Scoring

Questions per # of Verifiable

# of Input # of Output # of Constraints uestions p Restrictions

Language # of Samples Sample . .
(Tokens)  (Tokens) per Sample . . (Verification by

(Verification by Code-Execution)
LLM-as-a-Judge)
Chinese 9.1K 256+343 5961422 2.80+1.29 2.59+1.34 3.28+1.01
English 4.1K 1384£261 1013+651 4.00£1.95 4.45+2.17 3.21+1.13

and political discussions. Therefore, it is indispensable to filter out those instructions that are not
appropriate for constructing complex instructions with additional constraints. In this case, we follow
InsTag [89] to perform topic and capability tagging on the instructions. We refer to the "intention
tags" of InsTag as the ability tags in the present study because those open-ended tags are closely
associated with the abilities of LLMs to solve input queries. Specifically, we manually summarize
and define the topic tags from the approximate 3.2K ability tags of the InsTag (see Fig. [6). Two
typical examples of the instag tagging by TaglLM are provided below respectively for Chinese and
English instructions from the WildChat, respectively (see Fig. 7).

After tagging, we perform selection of seed instructions. We choose instructions that possess topic
tags of "Problem Solving", "NLP and Understanding", "Info Processing", and "Creativity & Design"
as candidates. Then, we perform random sampling on those instructions. During sampling, the ability
tags are used to maximize the diversity of the chosen seed instructions (i.e., the number of instructions
classified to each ability tag is controlled). Finally, we obtain 39K seed instructions in total.

Summarized Topic Tags from the Ability Tags of InsTag

Problem Solving

NLP and Understanding

Info Processing

Logic & Reasoning
Programming & Dev
Creativity & Design

Date Science

Math skills

Linguistics & Multiculturalism
Knowledge Q&A

Education & Consulting
Communication & Social Media
Humanities & Social Sciences
Research

Project Management

Literary & Artistic Knowledge
STEM

Finance & Business

Task Generation

Medical & Health

Life Skills

Legal Knowledge

Psychology

Task Completion

Law & Safety

Politics, Military Strategy & Security

Figure 6: Topic tags summarized from the ability tags of InsTag.
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InsTag by TagL.M on WildChat Examples

{

"User Query": "Please paraphase following words to be more formal and cohesive: Among a wide range
of generation tasks, subject-driven generation is a popular topic, which is also known as customization
or personalization. Such task refers to learning object-level representations from a reference set and
regenerate them in new contexts, depending on different conditions or prompts.",

"InsTag Response": "{"Ability Tags":["paraphrase", "formal tone"], "Topic Tags":["NLP and Under-
standing"]}",

{

"User Query": "/4A4— T GradioFldocker",

"InsTag Response": "{"Ability Tags":["programming language", "question answer", "problem-solving"],
"Topic Tags":["Problem Solving", "Programming & Dev", "Knowledge Q&A"]}",

}

Figure 7: Two tagged examples from the WildChat (Chinese and English).

A.4.2 Generation of Rules and Constraints with Verifications

Given the seed instructions, we perform self-instruct [21] to generate instructions with additionally
introduced rules and constraints. Specifically, we employ different techniques to evolve instructions
with constraints that are verified by code-execution and LLM-as-a-Judge, respectively.

Verifications via Code-execution For the code-execution verifications, the constraint templates
and their verification codes are prepared in advance. We follow existing studies [59,[13]] to use the
constraints defined in IFEval [7], and randomly choose atomic constraints from the entire pool of 25
constraints. Specifically, since certain constraints are mutually exclusive (i.e., not able to be fulfilled
simultaneously), we refer to IFEval [7] to filter out impossible combinations. In total, there exist 25
atomic constraints with 210 combinations. Given the pre-defined constraint templates, we need to fill
in the placeholders for instantiation. Note that most of the placeholders can be simply replaced with a
randomly chosen candidate (e.g., number of words, response language, and format of the response).
There still exists certain keyword placeholders (see Fig. [8) that are associated with the semantics of
the seed instructions, which requires LLMs to generate reasonable candidates instead. The detailed
prompts to generate keywords in English and Chinese via LLMs are provided in Figs.[9]and[10]

Atomic Constraint Placeholders

# placeholders that can be simply sampled randomly from the candidate pool
"detectable_format:multiple_sections", "change_case:capital_word_frequency",
"detectable_format:number_highlighted_sections", "detectable_format:number_bullet_lists",
"detectable_content:postscript”, "detectable_content:number_placeholders",
"length_constraints:number_words", "length_constraints:number_paragraphs",
"length_constraints:number_sentences","language:response_language",

"keywords:letter_frequency", "startend:end_checker"

# placeholders that have to be generated with a LLM for semantic coherence
"keywords:existence", "keywords:frequency",
"keywords:forbidden_words", "length_constraints:nth_paragraph_first_word"

Figure 8: Atomic constraints for verifications via code-execution.

Verifications via LL.M-as-a-Judge For the LLM-as-a-Judge verifications, we find that existing
benchmarks [18 140} 55, [11] often prepare a series of scoring questions for each complex instruction,
where each scoring question corresponds to one active sub-instruction. To be clear, we refer to

the active sub-instructions xfgﬁ“ as the truly valid instructions with constraints. According to the
definitions of And, Chain, and Selection [11]], one complex instruction might be composed of multiple

sub-instructions that: 1) have to be fulfilled simultaneously; or 2) are sequentially fulfilled with the
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Prompt to Generate Keywords for Atomic Constraint Templates in English

You are provided with an <instruction>. Your object is to come up some keywords that may be used
to answer the <instruction>. They are usually related to the task described in the <instruction>. you
should output your thinking process and the keywords you come up with.
—INPUT—

<instruction>:

Explain Generative Adversarial Networks (GANs) to me using bullet points. Do not contain any
commas in your response.
—OUTPUT—

thinking process:

the <instruction> as to explain GANs, hence, ’architecture’,’ training’ and ’generator’ may be appropriate
keywords to use in the answer.

keywords:

"architecture”, "training", "generator"

—INPUT—

<instruction>:

{here is the detailed seed instruction}

—OUTPUT—

Figure 9: The keyword placeholders in atomic constraints (English) are generated via LLMs.

Prompt to Generate Keywords for Atomic Constraint Templates in Chinese

You are provided with an <instruction>. Your object is to come up some keywords that may be used
to answer the <instruction>. They are usually related to the task described in the <instruction>. you
should output your thinking process and the keywords you come up with.
—INPUT—

<instruction>:

TERME & EE AR AR 2 ERTIMY (GANs) - EIREIEE AR ERE
o
—OUTPUT—

thinking process:

<instruction> & B AN L4 (GANs) |, L, "ZRK" -~ "R FI AL RLEs AT RER B 3 A
TE A A AR B

keywords:

"D, LR, AR

—INPUT—

<instruction>:

{here is the detailed seed instruction}

—OUTPUT—

Figure 10: The keyword placeholders in atomic constraints (Chinese) are generated via LLMs.
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responses to the preceding sub-instructions being the context to the following sub-instructions; or 3)
are mutually exclusive with only one branch of the sub-instructions being valid for response generation.
Therefore, we propose to first generate a series of scoring questions and their corresponding sub-
instructions under the given context (i.e., the original instruction and its topic). As shown in Fig. [TT}
we fill in the prompt with one of the seed instructions, the expected language of the generated
instruction, and the one-shot complex example. The one-shot complex instruction example includes:
1) the detailed instruction itself; 2) its decomposed sub-instructions; and 3) its scoring questions.
Then, we prompt the LLM to integrate those sub-instructions into one complex instruction, which
improves the coherency and consistency of the final complex instructions. As shown in Fig.[I2] we
fill in the prompt with one-shot complex example and its sub-instructions as reference. The LLM is
asked to fuse these sub-instructions into one integrated complex instruction.

Prompt to Generate Sub-instructions and their Scoring Questions

You are an excellent instruction generator.

Below is an instruction and its decomposed sub-instructions.
For each sub-instruction, scoring questions are provided to judge if a language model can fulfill the
sub-instruction correctly.

[The start of Instruction ]
{input complex instruction as one-shot example }
[The end of Instruction]

[The start of Sub-Instructions and Scoring Questions ]
{the sub-instructions and their scoring questions of the input complex instruction above}
[The end of Sub-Instructions and Scoring Questions ]

According to the sub-instructions and scoring questions, please generate the modified sub-
instructions and their corresponding scoring questions that are similar ONLY in STYLE to the provided
sub-instructions and scoring questions above but NOT semantically identical at all.

- The modified sub-instructions should focus on the instruction: {here is the detailed seed instruction}.
- You MUST modify each sub-instruction one by one.

- If there exists passages/snippets that are enclosed/wrapped by “‘ or ™’ or """ in the original
sub-instructions, you MUST generate NEW passages/snippets that are enclosed/wrapped in a similar
way.

- Your generated sub-instructions and scoring questions MUST be in {language: either in Chinese or in
English}.

- Based on the modified sub-instructions, their corresponding scoring questions are used to judge
whether the response or answer to these instructions are correct. Therefore, each scoring question
MUST be intuitive and clear to be answered in YES or NO.

- The newly generated scoring questions should NOT be semantically identical to the provided ones
above.

- Keep the number of the generated sub-instructions and their scoring questions the same with the
provided ones.

- IMPORTANT: Please strictly follow the following format:

[The start of the Modified Sub-Instructions and Scoring Questions |
{your generation}
[The end of the Modified Sub-Instructions and Scoring Questions ]|

Figure 11: The sub-instructions and their scoring questions are generated via LLMs.

Examples of the Generated Instructions and Verifications We provide examples of the generated
instructions via Qwen2.5-72B-Instruct in Figs [I3] and [T4] respectively for verifications by code
execution and LLM-as-a-Judge.
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Prompt to Merge Sub-instructions for the Integrated Instructions

You are an excellent instruction generator.
Below is a series of sub-instructions and its combined all-in-one instruction.

[The start of Sub-Instructions ]
{sub_instructions of a complex instruction as one-shot example }
[The end of Sub-Instructions ]

[The start of the All-in-One Instruction ]
{a complex instruction as one-shot example }
[The end of the All-in-One Instruction]

Now, the modified sub-instructions are provided below.

[The start of the Modified Sub-Instructions]
{sub_instructions_new }
[The end of the Modified Sub-Instructions ]

According to the modified sub-instructions, please generate their combined all-in-one instruc-
tion.

- The all-in-one instruction should include all the details and requirements mentioned in the
sub-instructions.

- The generated instruction should share the SAME format with the sub-instructions.

- You MUST use the same language as the modified sub-instructions. - You should NOT add any new
sub-instruction.

- You MUST keep the information from the sub-instructions unchanged in the combined instruction.

- You should make the combined all-in-one instruction easy to read and understand.

- IMPORTANT: Please strictly follow the following format:

[The start of the Modified All-in-One Instruction ]
{your generated all-in-one instruction for combining all the new sub-instructions }
[The end of the Modified All-in-One Instruction ]

Figure 12: The sub-instructions are merged via LLMs for the integrated instructions.

A Complex Instruction and its Code-Verifiable Constraints

{ "instructions": "Explain and justify the need to learn coding in school. State the benefits it has for
the future. You will answer this question in relation to using Scratch. Your final product will be to
create a game of your choice. You can explain the ATL skills it helps you develop (200 words) End
your response with a postscript indicated by P.S.. Respond with at least 3 sentences. response should
contain the keyword "digital". The words game cannot be in the response. Your answer must be in the
form of exactly 4 bullet points with the format below:

* This is bullet point 1

* This is bullet point 2.",

"instruction_id_list":"[

"detectable_content:postscript",

"length_constraints:number_sentences",

"keywords:existence",

"keywords:forbidden_words",

"detectable_format:number_bullet_lists"

]
}

Figure 13: An example of the generated complex instruction and its verifications via code execution.
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A Complex Instruction and its Scoring Questions

{ "instructions": "You are tasked with conducting a detailed analysis of the economic impact of a new
trade policy on a small town. Assume you are a researcher with a deep understanding of economic
principles and historical context. Your analysis should be thorough, incorporating both quantitative data
and qualitative insights. The town in question has recently implemented a policy to reduce tariffs on
imported goods. Your task is to evaluate the potential benefits and drawbacks of this policy. Additionally,
you need to provide recommendations for the town’s policymakers based on your findings. Ensure that
your analysis is presented in a formal academic style, with clear and concise language.",
"scoring_questions":"[

"Does the response demonstrate a deep understanding of economic principles and historical context?",
"Does the response include both quantitative data and qualitative insights?",

"Does the response present a clear and concise evaluation of the policy’s potential benefits and draw-
backs?",

"Does the response provide actionable recommendations for the town’s policymakers?",

"Is the response presented in a formal academic style with clear and concise language?"

]

}

Figure 14: An example of the generated complex instruction and its verifications via LLM-as-a-Judge.

A.4.3 Quality Check for Filtering of the LLM-Evolved Instructions

Given the generated complex instructions, we obtain their reference responses by prompting the
existing competent LLMs (e.g., DeepSeek R1). Then, we first filter the responses that fail to meet the
constraints either via code-execution or via LLM-as-a-Judge. We directly discard these responses
and their associated instructions. In addition, we find that even if the remaining responses satisfy all
the requirements in the instructions, there still exist low-quality instruction-response pairs. Typical
issues are categorized as: 1) language inconsistency. The response language is not consistent with
the instruction language, which is an implicit alignment constraint but might be ignored in return
for satisfying other constraints. 2) answer leakage. The preferred response might be unintentionally
mentioned in the input instruction, which is often caused by mis-interpretation of the generation
prompts. 3) under- or over-length. The response contains a snippet that fails to meet the constraint on
length, which is hardly avoided due to the fundamental deficiency of LLMs in perception of length
of characters, words, and sentences. 4) hallucination. The response might contains unsubstantiated
contents that are made up simply to satisfy the constraints. 5) poorly-defined instruction. The
complex instruction itself might be too complicated to understand its core demand. This could
happen during the integration of sub-instructions, where the critical information can be neglected by
LLMs. 6) problematic instruction. The instruction might also contain constraints that are mutually
contradictory. 7) not suitable for work (NSFW) content. The WildChat dataset itself might contain
NSFW user queries that should be removed for safety concerns. In this case, we prepare seven
prompts specifically for quality check and employ the DeepSeek R1 for filtering out those low-quality
instruction-response pairs. The detailed prompts (in Chinese) for identifying the aforementioned

issues are provided in Figs.[T5] [T6] [T7} [T8] [I9] 20| 21]

After sequentially performing the strict quality check with DeepSeek R1 on each prompt, we finally
obtain the complex instruction dataset of 13K instances (with a retention less than 10%).

To make it clearer, we provide the models used in different stages of LLM-based evolving (see
Table[9).

Table 9: The detailed models used in LLM-based evolving of complex instructions.
Stage Model

Seed Instruction Selection TaglLM [89]
Self-Instruct with Rules and Constraints DeepSeek V3 [[103]
Response Gneration and Quality Check DeepSeek R1 [19]
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Prompt to Detect Language Inconsistency

RRE—NERTHTR, ARAW<ERSEBREEN A <RSI L AER

T B AR [AIREA T 2

<[A)#>

{QUESTION}

</[F] >

<EZE>

{ANSWER}

</EZE>

TEVEA) SR 75 ZLAE DL N IR -

<VPHIFRIE>

HHE TEFPER

B SCAIMT<IAIRES B T A 2408 Rh, SRIEHIN<E RS T 1 41EM .

R <A SR EE R T <B 2> AEFIE, ROZ R Fr<B B> HERPEM - . 8
fHAZAIREHIH EIE" < "Use French to respond." S5 BATRZE K T BIZRNEFIE, <E >4
TERXT R ATIES -

TN F< A >V E BT B SR < B 2> HIBFIET , NOZIR < B R HNE R <A B> FEFM—2 . b
%E: <[RS T H3L, <BRSRZMMARF I <@ TR, <BZR>NZB R

WRAERAEINE S . B SERA NS OEER, RREREENNE
RHRL o <ERSHFHNES THIRRI%EIE LA -

<PEAIIR B 1>

<7 ] >

HBREEH

<RBIA RS <oREIZZR-TT %>
TEEB IR,
ML T VT HEAD 2 o

F—ZIFMEBEE -

<IN R >

<TRPFIEH A R

SHT RBERE —E R, EREMT —E5H0F, BREY HEHAMES Skt EsK,
WEZRRERS RES—, fFEEXK-

SERTHE: True

</7RIVEA| 2 >

</VEHARB 1>

<STPHFTE>

AR L & <PPAITIES, BARFIMTERZERHETEENR: True (HEIRE) - False CINH
FTE) - NA (INERIZIRE) -

W TEAE DA A% = H
<PEH|4E >

T <IRI—BE S T>
M. <True/False/NA>
</PEHIEE RS

Figure 15: The prompt used to filter out language inconsistent instruction-response pairs (snippet).
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Prompt to Detect Answer Leakage

PRB—NERIFHAIRR, MRAMN<ERSE BT/ G <> EK .

TE IR Al A2 .

<[A)#>

{QUESTION}

</|F] >

<EZR>

{ANSWER}

</BER>

TV S0 75 25808 DLUT WEA bR -

<PEAIpRifE>

i BRI

W R <A B A BT RSB R T, 2RAMEEME . ERME -
?H%<'§$>E‘] NAEEERLS<P@E>FREREE E I CE R, RABEIEERME . ZFX

&R

<PEHAIR B 1>

<A [A] >

RiE—"NEHBIF, ERSE TNEMZRE, 55 MongoDBIE20235F 4V E & A i/ N
T [AIEELEA2023ERIFR K BRITIHEE L,

{

"R {

"BIRESZ T

"I R R A ROR BRI R L = KBS A B2, MongoDBTE2023EEHE— A NGR T X
TIREME RIMERSH, BB E R EHE M BEE - ",

"HE": "With the maturation of cloud-native technologies and the widespread adoption of multi-cloud
strategies, MongoDB has further enhanced its support for cloud-native and multi-cloud environments in
2023, enabling businesses to manage and migrate data more flexibly."

}s

"SERFEE AT S AL T

"HI3C": "20234F, MongoDBYESEREURE S T AL E T HEUS T BE R, B E kR
FSIAFHIHT TR, W2 T A SERERR SR TR - ",

"HY": "In 2023, MongoDB made significant progress in real-time data analysis and processing,
improving query performance and introducing new analytical tools to meet the demand for real-time
data insights in businesses."

),

" e S AR .
1

<7 Al >

<TRBIEHIEE R

AT BERFEINES R R ESRE BEAR L, TLP= 0 Al S it B s 1 B9 R AN AL -
XAE LR LI R B SR, RN B RHBE RSN, TR EEMER T R
BEHER, HHETTLETE.

B False

</7RBIEHA| L SR>

<A 1>

</VEHA RIS

WAETELE G <PPAITRES, BARFITESZE DML EZRK: True (JHEFRE) - False (INH
BIRE) ~ NA CRERZIRE) -

DAITEAE DA RS 2k H -
<125 >

T <IRI0—BE >
=& <True/False/NA>
<V LE RS

Figure 16: The prompt used to filter out instructions with answer leakage (snippet).
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Prompt to Detect Under- or Over-Length Responses

1/J\E*/l\§%ﬁ¥ﬂ#z:%? A TTHIWT<E >R B A <> 3 K AESK .
TE AR Al R AN 2R 2 .

<[A] &>

{QUESTION}

</[n]#>

<EZR>

{ANSWER}

</ ER>

FEVEAIE SR 75 Zm 0 LT PRAIRRE -

<A B>

#H FRER

%E%d‘ﬂ%ﬂ%? BRI E T FHE SR, ER<EZSFHFH A EXNFE, LB R EE

QR <Al RES A W AR FR A, BR 2 B N ANE A -

<VPPHIRHB 1>

<A ] >

DU R R SIS A R AR ZE 0 (5 R N /1S —E 50005 118 3L

<75 Al >

<% SR>

W SCENFEFICH AR A, it KIRERNES REATR . KiREE - ENES
FERA, HTHEMRERE A AMES TR SR MMIEE - ARERES TS
—REMEEIE, ERER T A5 REFFEMRITERD . KWEACA] UBIRALA -
WERRZZHE A O ThEE, AR DUE T AR O, AR MER R R, B
— MR OREVER - TN KRZERIBIVE - IEIK < SR R EERN 55 5 T SRR T H
BB [REA TN -

— < KIRZERSHEHE L

ﬁ*&%m—ﬂ” DA TR IR, HohfE RS & EE S R FHH P i) B . KR
—FMNIMEERIEAR, TREAMZESEET - WIAMIG— .. KIRBRSHEFTEERTENL
iiﬁqﬁﬁi, EIMHZFEN - NIFEZORES, NREIFLRTFEL T, DR EEZEER
R

KRB ERGERFEES . PIEM S, H**%Eﬁ*&*ﬂ’]%éz—, BEAET KihE
HIFEL4E . ﬁ*&%ﬂﬁ%%ﬁ Lt i e o A%ﬁ“%‘ﬁ’ﬁﬁ n%*ﬂﬁ)& e~ K -

B« . S B B By i B B . E R PR - . B X
Méi@“@?i@ﬂﬂ’]iiﬂﬁ”ﬂfﬁ)\ﬁﬁqﬂ E:’%E%T%UNEE’J ﬁﬁﬁ?ﬁfﬁm% VR B AR T
58I 5 (R GERR -

M&ééﬁ*ﬁ?ﬁfiﬁv?ﬂéi%%E@ﬁ?&%@ﬁuﬂiﬂﬁfﬂm%wﬁo KRBEHPELE RIS - B

H. G PEMEE, ERRSFEESEZOSE, BTN - BT OSFIEE R

g@q@gﬁrﬁumﬁ@ G MG IENEH B DAL AR & F, AR, fRFF &
T

<TRBIITHIES B>

S0 AR SR S — RS 50007 F1E 30, A SR FEH B4 50005, RAEMH & FHEK -

o, BREZNFEHRNAEEART ARENESRE, HHTFENER, BE LR

BESEERFA R AT ESK .

. False

</7NGI PR B>

<PEHIR G 1>

<STPHITES

A éﬁéq?%ﬁ?ﬁ» REFHWERBZETIHEEENR: True (KEFRE) -~ False (1K
RIRE)  NA CRERZIRE) -

WG LA A = H -
<VPH| L >

ST <IRE—BOE 2>
R <True/False/NA>
<A SRS

Figure 17: The prompt used to filter out responses of under- or over-length (snippet).
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Prompt to Detect Hallucination

RRE—NERTHTR, ARAW<ERSEBREEN A <RSI L AER

T B AR [AIREA T 2

<A >

{QUESTION}

</[n] >

<EBEE>

{ANSWER}

</BFE>

TEVFHE SR 35 BB LA N PEA v -

<VPPHIFRIE>

i T AL B

EESHRHEEREE - REZERIERE R « LS & E LR SRR -
<FHAREI>

<7 ] >

FIEAE T — e T i e 2 fSwitchifixk, A AR EAR M LA Felt & A B Ting 2 15 LA
FREEAIIL, REIZE =5 F-FIFRERER, FIRRENNAMAY, F=
B FoRIFH A B R IR o 1B H ORI« B DRI A B AN N B IS 25 N4
</7R A [A] >

< B R

TN SR — R A SRR B AR = R A S 2

| P BRI & AT B 311 A A

li= == |

| CORUEIEAR) 12023-09-15 | ZE36GTHT H B HIEATT, SEAURFRL . |

| (HERERRE) 12023-08-22 | 3ETHERERE , 5| FEREIAL S . |

| (HLEHFRIE) 12023-07-10 | ZEFL B AOFEIE B30, PREARER - |

I (S 12023-06-05 | BRRE— AT LS g FICAS AT . |

BER, XEFRAAFAZRIBSOEREMNR, BAGEERESEIARE . A LR
PEIX L B AR S R LA -

N ESESS

<N B>

AT BRI T FEAT S <H A T R, B RERS W TR . A H
AR L - BP0 K E AL 25N FR/F - SR, B R IR 2 X HeyE i 4
WRFIFA 2 EAR, BERERARESEINE, XEWRE XL AT REHNEE . FHit, &
RAPFAEL] AR EIERE R -

5T R False

</7NI PR B>

</PEHIR G 1>

<A RS

WAL & <PPAITRIES, BARFIMTERZERHETEER: True (HEFRE) - False CINH
FTE) - NA (INERIZIRE) -

W TEAE DA A% = H
<PEH|4E >

T <IRI—BE S T>
M. <True/False/NA>
</PEHIEE RS

Figure 18: The prompt used to filter out responses with hallucination (snippet).
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Prompt to Detect Poorly Defined Instructions

TR-NERFAZR, ASTHAMN<ERSRT TN G <M R EHERK -

T B AR [RIREAI 2T 2

<[A] >

{QUESTION}

</[r] >

<BZ>

{ANSWER}

</ %>

FEVEA|E SR 75 258 G LU T PRI -

<VEHAFRIES

R E UE RS

R <A ESH EE A E R EE RN EITEIES, <& E>INIZMH T 2 rB A8
B, T EE R S ER )

HE Y <A SIEE TR Al T<EEZSNIZERIMER, X<BZSFREE LK,
7R -

<PPHIRAB 1>

<7 ] >

WA ERBEIAR R SCRNE - P OUR A - KA BN, AERGE RS, VIR ER
NEp HENE . NEGHRE, SELUS oA .

IRTFEABIRM2N TR .

= SO

2R A B R A AR

fREAE T 15?

<7~ ) >

< B2 >

TR, BB TERF K. (EA—NANESEA, Fr] LIRS ST R CEE, HRELE
B B, RIFREAL . BFENEREFNIAR: —DRIIFFHNXE, 5— 2K N
FERR RIS o 18 S YR T EE R B SO0

SNk pvin

<IN o R

8T AR AR SRR D T R 1. BIRIFROSOAS, 2. IRSEASEMERRAOSCAS - IR, &
RARFORER TR, HEHREAGOEIRECRSEERSOE . B, EREHEE2
5 A 0] i R4 e R EESR .

R False

</7RMFIVEA| 2 >

</PEHI7R B 1>

</PEAIFRIfES

WAEIELE & <PAITIES, BRFIMERETH LG ER: True (HEIME) - False CINH
FRE) ~ NA (INERIZIRE) -

WG LA A% S H -
<VPH|LE >

ST <IRE—BOE 9>
R <True/False/NA>
</VEH RS

Figure 19: The prompt used to filter out poorly defined instructions (snippet).
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Prompt to Detect Problematic Instructions

RN ERTARRK, ATFTHM<ER>RE TR E<PIE>FHRKAZK .

TG L LT R 22 -

<[A]R>

{QUESTION}

</[A]>

<EZR>

{ANSWER}

<>

FEVEH T SR 75 BB DL R AR -

<PPH|FRiE>

i TIETES

ZE%}I‘EJE%%%EP@%\T%&%EE@?EQ\ ~ AWM . FERHER, IPA<E RS IRAE EAH
HeJt °

Hotn, <Al A ESRARTE BRI "ERAEL . RASOR" L B SEE BRI T
B2 <> HIE IR B BRI SURE . XHR<ERSARRSTE -

Nai#, <Fl@s>A HIL T A EESE AL ESS (mission impossible), FLANESKREZ R, HEF
W E IS FEEq . BT PO FRANF R F RS, XFHE/ME SR TCIA R 5 2
B . BN, <[Al&>Z SRR M —E o SO RSO o BRARX E T ORI B Y
REERR AR, BN TIEEEEER -

B, <mESHHITRET BN, HInZsSKEIZE RN - BigR, (B2 X R &
SR FR IO A B Rt AT E % - GXFPR - FIERE S SR<E RSN E RS DI - N H0
iz . B, BR<FE@>ERE - O TFH<ERS, (HR&REHRE FEAESRT LA
Mo Bl G A —EBHIRAF D FH<E RS HREH R i — P EK

<PFHIR B 1>

<7~ {5l [ >

WHIIE R EAME, HAARt 4

BRT XA, BEPAEEREMEMES. R EEEE N ERONG 5. BEmAE
R, A e s

</7~ 5 [m] >

<& %>

"Das Lied ’Qing Tian’ beginnt mit den Zeilen: ’Die Sonne lacht, der Himmel ist blau, die Wolken
sind weil} wie Schnee. Du ldchelst, und ich bin gliicklich, aber ich wage es nicht, dich anzusehen. Die
Zeit vergeht, die Jahreszeiten wechseln, aber ich kann nicht vergessen, wie du geldchelt hast. Die
Erinnerung an diesen Tag, als der Himmel so klar war, wird fiir immer in meinem Herzen bleiben.” Dies
sind jedoch nicht die genauen Worte, da das Lied urspriinglich auf Chinesisch ist und diese Zeilen eine
Ubersetzung der Bedeutung sind.****#* Das Lied *Qing Tian’ enthilt folgende Zeilen: ’Die Sonne
strahlt hell, der Himmel ist so blau, die Wolken sind wie Watte. Dein Lécheln ist so siif3, es macht mich
gliicklich, aber ich traue mich nicht, dich direkt anzusehen. Die Zeit vergeht, die Jahreszeiten wechseln,
aber die Erinnerung an dein Licheln bleibt. Dieser klare Tag, an dem der Himmel so strahlend war,
wird in meinem Herzen bleiben.” Diese Zeilen sind eine Interpretation der Bedeutung des Liedes, da es
urspriinglich auf Chinesisch geschrieben wurde."

<& RS>

< IPFA 55 5>

ot RIRRESKIE At (RER) BOBRIA, JF B RARAZESK [E% A A5 5 FH PRI SC 2 S AR fe]
BE . A, (X)) £ 930k, HIEE T EERARTOE . B, RERSES
T RIES, AR MEERAR A AT RETE A AIESS - BRERMEH TR, (HRMR
S X R R REANEIIE , T2 SERRRARIA - B, BERIEE TR E R—REK .
B2 False

</TRBIEHIE R

<AFHARBI1>

<SPHFTE>

WAETELE G <PPAITES, BARFITESRZE DA EZR: True (HEFRE) - False (1NH
BIRE) ~ NA CRERZIRE) -

DAITEAE DA RS 2k H -
<A 25 >

ST <RE—BOE 2 HT>
SEIH & <True/False/NA>
<AL RS

Figure 20: The prompt used to filter out problematic instructions (snippet).
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Prompt to Detect NSFW Contents

PRE—NERIPHIER, ARAM<ERSEEZERFE <> 3R K AIER .
m[iﬂb&%?lﬂ@%ﬂ%%

<[A] &>

{QUESTION}

</[n] >

<EZE>

{ANSWER}

</EZE>

TEVPAE SR 75 2808 DL WA bR

<VPPHIFRIES

i AL E S ,

<[FE@>FIMREENEE - WH (B8 - WR (B B0 S8, B4R AW A
A HLER] L -

<EHAPREI>
<A ] >

</
<RPERS

STV S

<TRFIEH A R

SN ERESRAIE . W (A1) £318, RHREAG R . REZERNE U
ERAEW, EHETREOMER, K%Hﬂf”ﬁ’%

JE &I E: False

<RI 5 B>

</VEHARB 1>

<A RIS

WAETEE S <FHIRMES, BEHIWEREGHEIEER: True (HEIME) - False (N
/@l‘ﬂﬁ) NA (INERZPRE) -

WG LA R U H -
<A g B>

ST <IRE—BOE 2>
R RE: <True/False/NA>
</VEH|EE RS

Figure 21: The prompt used to filter out NSFW contents (snippet).

A.5 DeepScaleR-Preview-Dataset

The DeepScaleR-Preview-Dataset [29] provides approximately 40K unique mathematic problems
from: 1) American Invitational Mathematics Examination (AIME) problems (1984-2023), 2) Ameri-
can Mathematics Competition (AMC) problems (prior to 2023), 3) Omni-MATH dataset, and 4) Still
dataset. It is noted that for each mathematic problem, only one answer (final answer) is provided
for reference. For each problem, the dataset provides its solution and answer. The solution is often
formatted in the LaTex with the final answer boxed. However, its solution can be empty (unavailable)
and the reasoning process might be concise and short. Therefore, it is impossible to directly use
this dataset for supervised fine-tuning. One typical example of the DeepScaleR-Preview-Dataset is
presented below (see Fig. [22).

It is noted that in our present study, we only apply reinforcement learning to facilitate reasoning on
mathematic problems. We do not use DeepScaleR-Preview-Dataset to perform supervised fine-tuning.
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Math Problem, Solution, and Reference Answer

"problem": "Let a,, = 6" + 8". Determine the remainder upon dividing ags by 49.",

"solution": "6> + 8% = (6 + 8)(6** — 6%'8 + ... — 8%'6 + 8°%)

Because 7|(6 + 8), we only consider 6°* — 6'8 + ... — 8%'6 + 8%* (mod 7)
6% - 6°'8 +

ldots — 816 + 8%2 = (-1)% — (- 1)81+ —(-1)'+1=83=6 (mod 7)

6% +8% =14.6= (mod 49)"

"answer": "35",

}

Figure 22: One typical example from the DeepScaleR-Preview-Dataset.

A.6 Implementation Details

A.6.1 Hyper-parameters

Reinforcement Learning We present the details of the hyper-parameter settings in the present
study (see Table[12). We follow [94] to keep most of the default empirical settings unchanged for
comparability.

Supervised Fine-Tuning For the SFT experiments in the baselines, we also follow [104] to use
the recommended default settings. The detailed settings of the hyper-parameters are presented in
Table 13

A.6.2 Training

Reinforcement Learning For each experiment on 1.5B, 7B, and 8B models, we use the same
Qwen2.5-7B-Instruct as the reward model that gives boolean judges to verify generated responses. It
is noted that the choice of reward model considers: 1) the comparability of training across model
families (Qwen series, DeepSeek-distilled series, LLaMA, and Ministral); 2) the computing resources
under our budget. We believe that the larger, stronger reward model (e.g., Qwen2.5-72B-Instruct,
DeepSeek V3) would provide more accurate judgement. To evaluate the competence of the Qwen?2.5-
7B-Instruct as a LLM judge, we perform both automatic and manual analysis on its scorings. For
the automatic analysis, we provide the similarity between the scorings of Qwen2.5-7B-Instruct,
Qwen2.5-72B-Instruct, QwQ-32B and those of DeepSeek R1 on 1K randomly sampled generations
(see Table[T0). For the manual analysis, we select 60 generated responses and annotate the answers
to their scoring questions. The accuracy of DeepSeek R1, QwQ-32B, Qwen2.5-7B-Instruct, and
Qwen2.5-72B-Instruct is reported in Table[TT} It can be observed from Table[T0] that compared with
the DeepSeek R1, the Qwen2.5-7B-Instruct model indeed achieves a high recall that can pinpoints
correct responses. However, it might also cause false positive by mistake where certain inferior
responses might be judged as correct. From Table [T} we can see that the average accuracy of
Qwen2.5-7B-Instruct is around 68.8%, which is slightly lower than Qwen2.5-72B-Instruct. In
consideration of the compute resource and training efficiency, we believe Qwen2.5-7B-Instruct is
indeed an acceptable "proxy" reward model. Compared with purely rule-based reward, reward model
more or less introduces noise in scoring, making it non-trivial to extend the GRPO settings beyond
maths problems.

Table 10: The degree of alignment between scorings of DeepSeek R1 and those of smaller models on
1K randomly sampled generations.

Model Precision Recall F1
DeepSeek R1 - _ _
QwQ-32B 85.2 933 89.1

Qwen2.5-7B-Instruct 73.8 942 82.8
Qwen2.5-72B-Instruct ~ 79.9 942 86.5
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Table 11: The accuracy of scorings of models on 60 manually labeled generations.

Model Accuracy
DeepSeek R1 91.8
QwQ-32B 86.8

Qwen?2.5-7B-Instruct 68.8
Qwen2.5-72B-Instruct ~ 73.7

All experiments are performed on workstations with 380 CPU cores, 2.2TB memory, and 8 GPUs.
The 7B and 8B models are trained with 16 GPUs with 4 GPUs for both the policy actor model and
reference model, 4 GPUs for the reward model, and 8 GPUs for vLLM [105] engines. In contrast, the
1.5B models are trained with 4 GPUs with 1 GPU for the policy actor model, 1 GPU for the reference
model, 1 GPU for the reward model, and 1 GPU for vLLM engine.

For all our models, we train for 2K steps (around 3ep) for experiments with 26K samples (Deep-
scaleR:Complex Instructions=1:1). It takes around one week to optimize models via reinforcement
learning.

Supervised Fine-Tuning For training our baselines with the same 13K self-evolved complex
instructions, we conduct experiments with LLaMA Factory [[104] and train all models for 10ep. For
7B and 8B models, it takes 8 GPUs and approximately 16 hours for training. For 1.5B models, it
takes 4 GPUs and approximately 12 hours for training.

Table 12: Hyperparameter settings on GRPO reinforcement learning.

Config Value Explanation
micro_train_batch_size 1 The micro batch size for training
train_batch_size 128 The batch size for training
micro_rollout_batch_size 1 The micro batch size for rollout sampling
rollout_batch_size 32 The batch size for rollout sampling
temperature 1 The temperature for decoding in LLM generation
top_p 1 The top-p for decoding in LLM generation
n_samples_per_prompt 8 The number of generated samples per prompt
max_samples 100,000 The maximum number of samples
max_epochs 1 The maximum number of epochs
num_episodes 30 The number of episodes

use_kl_loss True The boolean flag for applying the KL loss
use_kl_estimator_k3 True The usage of the unbiased implementation of KL loss
prompt_max_len 1024 The maximum length of input prompt
generate_max_len 4096 The maximum length of output generation
zero_stage 3 The DeepSpeed zero stage

bf16 True The precision of training and inference
actor_learning_rate le-6 The learning rate of the actor

init_kI_coef 0.001 The coefficient for the KL divergence term
ptx_coef 1 The coefficient for the SFT loss term
eps_clip 0.2 The clip range

Ir_warmup_ratio 0.03 The learning rate warm up ratio

Reasoning Template Application The original complex instructions do not contain any system-
level instructions that asks LLMs to perform CoT reasoning before they respond for final answers.
Therefore, for fast-thinking LLMs like Qwen2.5-7B-Instruct, we need to provide additional trigger-
instruction as the part of system message. For slow-thinking LLMs like DeepSeek-distilled Qwen
models, we do not add such trigger-instruction because they are already optimized to think before act.
The detailed reasoning instruction is provided in Fig.
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Table 13: Hyperparameter settings on SFT.

Config Value Explanation
per_device_train_batch_size 1 The number of samples per GPU device
gradient_accumulation_steps 16 The gradient accumulation step
evaluation_strategy no The evaluation strategy flag (no evaluation during training)
finetuning_type full Full-parameter fine-tuning

Ir_scheduler_type cosine  The cosine learning rate decaying schedule
warmup_ratio 0.01 The number of steps for learning rate warm-up
learning_rate le-5  The initial learning rate

cutoff_len 16384  The maximum length of input and output
num_train_epochs 10 The number of training epochs
gradient_checkpointing True  The flag of gradient checkpointing

deepspeed zero_3 The DeepSpeed zero stage

bf16 True  The precision of training and inference

System-level Trigger-Instruction for CoT reasoning

You are a helpful assistant. The assistant first thinks about the reasoning process in the mind and
then provides the user with the answer. The reasoning process and answer are enclosed within
<think> </think> and <answer> </answer> tags, respectively, i.e., <think> reasoning process here
</think><answer> answer here </answer>. Now the user asks you to complete a task. After thinking,
when you finally reach a conclusion, make sure all your final responses are enclosed between one
<answer> tag and one </answer> tag.

Figure 23: The trigger-instruction is inserted to the system message for fast-thinking LLM:s to first
perform reasoning and then deliver final answer.

A.6.3 Testing

Inference In the present study, we use the vLLM to host all the trained models and the judge models
for inference. For both the inference and judging, we do NOT use sampling and instead use greedy
search for decoding. The detailed hyper-parameter settings are as follows: do_sample=False,
temperature=0, top_k=1, top_p=0.7, and max_tokens=16384.

For the trained models, we use bfloat-16 (BF16) as the default precision which is in line with training
settings. For the judging model, we use vLLM to host the Qwen2.5-72B-Instruct with INT8 precision
on 8 GPUs for efficient inference.

Self-DeepClaude The self-deepclaude technique includes two steps: 1) prompting a fast-thinking
LLM with the CoT prompt (Fig. [23) for its thought process only, and 2) re-packing the original input
request with the thought process into a new prompt (see Fig. 24).

Self-DeepClaude for CoT reasoning

Here’s my original input request:

“

{original_input_request }

“

Here’s my another model’s reasoning process:
{reasoning process}

Based on this reasoning, provide your response directly to me:

Figure 24: The Self-DeepClaude prompt that packs the original input request with the CoT reasoning.
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A.7 Empirical Insights from Preliminary Studies

We provide the detailed performance variation of existing LLMs with and without CoT reasoning
(see Table[T4). It is observed that most fast-thinking instructed LLMs cannot achieve performance
gains on complex instructions with CoT. Instead, the shallow, superficial reasoning process only leads
to inferior results. As shown in Fig. (1| the brief reasoning does not bring in valuable analyses but
simply summarizes some of the key points. Such hollow reasoning loses critical information and
leads to incorrect intermediate solutions, which ultimately damages the final responses. Therefore, it
is imperative to incentivize real, deep reasoning for boosting LLMs on complex instructions.

Table 14: Performance degradation of existing large, competitive fast-thinking LLMs on instruction
benchmarks due to shallow, superficial reasoning CoT. In contrast, only from deep reasoning can
LLMs (e.g., DeepSeek R1 and QwQ) benefits on solving complex instructions.

CF Complex FB Follow Info A
Bench Bench Bench Bench Bench Ve

Model Method IFEval CELLO

DeepSeek R1-671B wlo CoT* 89.65 77.60 70.67 78.63 73.43 87.47 8836 80.83

DeepSeek R1-671B /Ot 89.65 78.60 79.67 86.24 83.66 9532 90.18 86.19(+5.35%)
QwQ-32B wio CoT* 67.84 7640 53.67 69.79 72.11 61.05 73.69 67.79
QwQ-32B 170" 86.14 76.70 7833 84.52 83.26 90.48 89.69 84.16(+16.36%)
DeepSeek-Qwenl.5B wlo CoT* 2699 4830 1133 2618 27.00 13.92 4173 27.92
DeepSeek-Qwenl.5B 10 36.04 6250 2799 39.89 3451 2029 52.00 39.03¢11.11%)
DeepScaleR-1.5B wlo CoT* 2477 5080 1267 2741 2547 1474 4213 28.28
DeepScaleR-1.5B 10" 4177 65.00 30.00 40.70 4024 26.01 60.31 43.43(+1515%)
DeepSeek-Qwen7B wlo CoT* 5453 6790 2633 4950 43.59 3328 68.04 49.03
DeepSeek-Qwen7B 10 60.81 7239 5799 66.86 59.59 62.80 79.64 65.73(+16.:70%)
Qwen2.5-72B-Instruct  I/O 87.62 79.10 76.67 83.58 70.95 88.92 88.67 82.21
Qwen2.5-72B-Instruct ~ CoT 79.85 7740 7533 81.52 58.10 85.13 86.62 77.70(-4.50%)
Qwen2.5-72B-Instruct ~ SDC 81.15 7840 77.00 8493 66.86 89.00 89.69 81.00-1.20%)
LLaMA3.3-70B-Instruct I/O 91.50 80.20 72.67 82.12 6220 88.82 88.49 80.85
LLaMA3.3-70B-Instruct CoT 7246 72.00 62.67 7079 39.27 81.29 83.38 68.83(12.01%)
LLaMA3.3-70B-Instruct SDC 72.64 7670 66.67 77.42 4934 85.18 88.49 73.77¢1.07%)
" We skip CoT by appending the empty reasoning tokens at the end of input prompts (i.e.,
<think>\n\n</think>).
" The default outputs of reasoning models by I/O prompting already contain both the thought and the answer
parts.

A.8 More Experimental Results and Analysis
A.8.1 Detailed Results on Complex Instruction Benchmarks

In this section, we provide the detailed results of Table E] in each benchmark: IFEval (Table ,
CELLO (Table[T8), CFBench (Table[19), ComplexBench (Table 20), FBBench (Table [21)), Follow-
Bench (Tables [22]and [23), and InfoBench (Table [24). In addition, we provide one randomly chosen
response of our optimized Qwen2.5-7B for each benchmark: IFEval (Fig. 23)), CELLO (Fig. 26),
CFBench (Fig.[27), ComplexBench (Fig. 28), FBBench (Fig. [29), FollowBench (Figs. [30]and [31)),
and InfoBench (Fig. [32).

IFEval The most performance gains are observed on slow-thinking reasoners like DeepSeek-
distill and DeepScaleR models, suggesting that these models might neglect the following of atomic
constraints especially on lexics and formats.

CELLO The CELLO dataset, to a certain degree, is not discriminative enough for revealing the
strength of reasoning as the DeepSeekR1 and QwQ perform quite similar to Qwen2.5-7B-Instruct,
LLaMA3.1-8B-Instruct, and Ministral-8B-Instruct. However, all the 1.5B models achieved gains
especially on complex instructions.

CFBench We find that the ISR results get improved for all models except the degraded LLaMA,
suggesting that the satisfaction of atomic sub-instructions indeed gets improved.
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ComplexBench It is noted that except DeepSeek-Qwen7B and the degraded LLaMA, the per-
formance of all models on Selection and Selection and Chain is improved, implying that the deep
reasoning truly boosts existing LLMs on instructions with sophisticated composition types.

FBBench Comparatively, all the models exhibit stronger response maintenance capability after our
optimization. It confirms that if the user attempts to challenge the correct responses and deliberately
claims that thery are incorrect, the optimized LLMs do not flatter or please the user to deliver
sycophantic responses. Instead, they would maintain the correct responses due to logical reasoning.

FollowBench For both the English and Chinese benchmarks, we observe that more gains are
achieved from level 3 to level 5, confirming that the optimized LLMs excel at handling complex
instructions.

InfoBench We find that the SFT almost causes damages to all models, which might be ascribed to
the distribution differences between the training set and that of the validation set. Compared with
SFT, our RL enjoys a higher level of generalization where the reasoning capability can be effective
across various tasks.

A.8.2 Generalization on Multi-Purpose Benchmarks

In this section, we report the results of our optimized models on six multi-purpose benchmarks
to verify if the incentivized reasoning can generalize to multi-task, multi-domain datasets. Out of
fairness, we adopt the OpenCompass P_-I and used the generation configs for evaluation of ARC-
C (challenge), ARC-E (Easy), BBH, CMMLU, MMLU, and StrategyQA. The max-out-1len for
generation is set to 8192. It is noted that we used the same CoT prompting (see Fig.[23) before and
after training.

As shown in Table[T3} we observe that:

* For most our optimized fast and slow thinking LLMs, their performance on multi-purpose
benchmarks gets improved, suggesting that the reasoning capacity cultivated under complex
instructions is generalizable.

» Compared with the original Qwen2.5-1.5B and 7B models, the vanilla DeepSeek-distilled
and DeepScaleR counterparts exhibit large performance drop, implying that these current
reasoners might be prone to over-thinking problems.

* The LLaMA model, due to its model collapse during the RL process, fail to deliver effective
answers that can be successfully parsed in post-processing, suggesting that it encounters
severe degeneration.

* The mathematic reasoning plays a great role in improving the generalization over multi-
purpose benchmarks, which highlights the incorporation of maths problems for advancing
reasoning during RL.

A.8.3 Generalization on Maths Benchmarks

In this section, we report the results of our optimized models on six popular Maths benchmarks
to verify if the incentivized reasoning can generalize to maths datasets. Out of fairness, we follow
SimpleRL [30] and validate models on GSM8K, MATH500, MINERVA-MATH, OlympiadBench,
AIME24, and AMC23 benchmarks. It is noted that we use the same CoT prompting (see Fig. 23))
before and after training.

As shown in Table[T6} we observe that:

 All the fast-thinking LLMs achieve consistent performance gains on nearly all the Maths
benchmarks. Small model (Qwen2.5-1.5B-Instruct) benefits more than larger ones (Qwen2.5-
7B-Instruct), which is in line with Table Such performance gains confirm that the
reasoning capacity of these fast-thinking LLMs indeed gets improved during RL.

1https:// github.com/open-compass/opencompass
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Table 15: Performance on six multi-purpose benchmarks. Out of comparability, we use the same CoT
prompting (see Fig.[23) to evaluate models before and after reinforcement learning. We also provide
the results of Qwen2.5-7B-Instruct (Maths*) that is optimized purely on the 40K DeepScaleR-Preview
Dataset with rule-based rewards (in line with Table[d]). I/O* denotes the default inference of reasoning
LLMs with CoT reasoning.

Model Method ARC-C ARC-E BBH CMMLU MMLU StrategyQA Avg.
Qwen2.5-1.5B-Instruct  CoT  69.49 80.60 40.88 62.87 61.49 49.00 60.72
Qwen2.5-1.5B-Instruct  Ours  74.23  85.00 33.92 55.07 60.72 59.82 61.46(+0.74%)
DeepScaleR-1.5B I/0* 5695 7390 3343 32.13 47.33 50.17 48.99
DeepScaleR-1.5B Ours  55.59 66.14 40.75 35.77 46.46 50.92 49.27+0.28%)
DeepSeek-Qwenl.5B I/0* 5492 70.72 3223 34.19 45.15 47.42 47.44
DeepSeek-Qwenl.5B Ours  50.51 6490 3726 34.96 46.28 48.78 47.11¢032%)
Qwen2.5-7B-Instruct CoT 8542 9030 67.54 75.60 71.33 65.24 7591

Qwen2.5-7B-Instruct Ours 87.80 89.95 60.75 73.95 75.80 72.14 76.73(+0.82%)
Qwen2.5-7B-Instruct ~ Maths* 91.53  96.12 69.84 78.45 74.33 75.85 81.02(+5.11%)

LLaMA3.1-8B-Instruct CoT  75.59 88.36 68.43 54.34 48.97 75.76 68.58
LLaMA3.1-8B-Instruct  Ours 2.03 0.35 0.15 0.30 0.83 0.00 0.61(-67.97%)
Ministral-8B-Instruct CoT  86.10 9153 62.24 5445 65.67 72.71 72.12
Ministral-8B-Instruct Ours  83.05 8730 5440 56.34 70.82 74.37 71.05¢-1.07%)
DeepSeek-Qwen7B I/0* 7831 88.71 48.68 49.20 62.24 41.22 61.39
DeepSeek-Qwen7B Ours 73.56 82.89 50.81 52.39 66.83 52.71 63.20(+1.81%)

* With respect to the model family, we find that Qwen, LLaMA, and Ministral all develop
mathematic reasoning that leads to improved results.

» Especially for LLaMA3.1-8B-Instruct, despite its collapse under complex instructions
(dropping near zero), its capability of maths problem solving gets improved. Such contrast
reflects although maths problems is beneficial to development of general reasoning, it cannot
guarantee the success of reasoning stimulation. We believe the pre-trained multi-lingual (e.g.,
Chinese) and multi-task (e.g., role-playing) knowledge of base models is also indispensable.

We also notice that compared with the original DeepScaleR-1.5B, DeepSeek-Qwen1.5B, and the
DeepSeek-Qwen7B models, their performance dropped slightly on GSM8K and MATHS500 bench-
marks. Such performance drop is mainly caused by two reasons: 1) the distributional shifting during
our training. The proportion of Maths problems is much smaller than that in training Maths-specific
experts like DeepScaleR. 2) the number of allowed tokens during rollout generation (as shown in
Fig.[36). In the present study, we restrict the number of tokens (containing both the reasoning and
final answer parts) within 4K due to limited computing resources, which is much smaller than that
used in DeepScaleR (e.g., 16K). It is expected that for maths problems, the increased number of
reasoning tokens is positively associated with the improved performance.

A.9 Limitations and Future Work

The main limitations and potential future directions of the present study are three-fold:

Reward Model For accuracy reward, we adopt the rule-centric rewards for complex instructions.
In consideration of their verifications, we only incorporate the LLM-as-a-Judge to provide the True
or False answer for each scoring question as a reward. The lack of a reward model, which directly
assesses the answers with a scalar score, causes incomprehensive validation of the responses and
limits the tasks beyond complex instructions. However, the existing publicly released reward models
are not transparent and comparable, and do not support well languages except English. Therefore, it
is quite challenging to find an open, moderate-sized reward model that offers unbiased judgment.

In the future, we plan to introduce various reward models into consideration. For complex instructions,
it requires the collection of various responses to the same input prompt with scoring from both LLMs
and humans. Such preference order is indispensable to building a precise reward model that not only
checks semantics but also constraints. For other tasks, meticulous efforts are needed to analyze the
scoring criteria and prepare data for reward modeling.
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Table 16: Performance on six Maths benchmarks. Out of comparability, we use the same CoT
prompting (see Fig.[23) to evaluate models before and after reinforcement learning. We also provide
the results of Qwen2.5-7B-Instruct (Maths*) that is optimized purely on the 40K DeepScaleR-Preview
Dataset with rule-based rewards (in line with Table[d]). I/O* denotes the default inference of reasoning
LLMs with CoT reasoning.

Model Method GSM8K MATHS500 MINERVA-MATH OlympiadBench AIME24 AMC23 Avg.
Qwen2.5-1.5B-Instruct CoT 425 36.4 114 7.7 0.0 15.0 18.8
Qwen2.5-1.5B-Instruct  Ours 76.6 59.0 20.6 20.7 33 30.0  35.0+162%)
DeepScaleR-1.5B 1/0* 80.9 78.2 22.1 40.1 23.3 60.0 50.8
DeepScaleR-1.5B Ours 75.0 56.4 19.5 244 13.3 60.0  41.494%)
DeepSeek-Qwenl.5B  I/O* 79.2 72.0 19.5 29.8 23.3 50.0 45.6
DeepSeek-Qwenl.5B  Ours 69.8 55.8 12.9 21.0 23.3 475  38.4¢19%)
Qwen2.5-7B-Instruct ~ CoT 84.2 71.0 404 354 6.7 47.5 47.5
Qwen2.5-7B-Instruct ~ Ours 92.2 77.2 40.8 39.0 6.7 50.0  51.0¢25%)
Qwen2.5-7B-Instruct ~ Maths* 924 75.6 41.5 35.7 13.3 57.5  52.7¢100%)
LLaMA3.1-8B-Instruct CoT 80.9 404 19.1 12.0 6.7 20.0 29.8
LLaMA3.1-8B-Instruct Ours 86.4 56.4 29.4 194 10.0 350  39.4¢s2%)
Ministral-8B-Instruct ~ CoT 82.4 51.2 18.0 17.2 33 17.5 31.6
Ministral-8B-Instruct ~ Ours 86.5 49.6 20.2 17.5 0.0 27.5  33.5:19%)
DeepSeek-Qwen7B 1/0* 92.0 87.4 37.1 49.3 333 85.0 64.0
DeepSeek-Qwen7B Ours 83.3 79.4 38.2 47.0 30.0 725  58.4(56%)

GRPO Variants Along with the development of slow-thinking LLMs, the variants of RL methods
(especially around PPO and GRPO) are attracting increasing attention from researchers. In the present
study, we simply use the original GRPO implementations as our RL algorithm due to its proved
efficiency and validity. We do not target at the improvement over its core mechanism.

In the future, we plan to follow recent studies (e.g., a series of *PO like PPO, DAPO, StarPO) and
compare these algorithms under the same experimental settings. This might necessitate a broader
range of data for testing the robustness and generalization of newly modified RL algorithms.

Scaled Policy Model Most of the researches on promoting self-reasoners of LLMs are limited in
the models of size 1.5B or 3B. In the present study, we conduct experiments with both 1.5B and 7B
models. Such model choice is closely associated with the available computing resources.

In the future, we are interested in experimenting with larger models including 32B, 70B, and mixture-
of-expert (MoE) models. The development of RL training framework itself also makes it possible to
experiment with less GPUs, which appears quite promising.

We acknowledge that the aforementioned limitations are quite challenging where great leaps forward
are not expected instantly. However, we believe the progress of the research community would benefit
future solutions.
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Table 17: Performance on the IFEval dataset.

Model Method Avg. prompt-level_strict instruction-level_strict prompt-level_loose instruction-level_loose
DeepSeek R1-671B /0 89.12 84.47 89.33 89.65 93.05
QwQ-32B 1/0 86.19 81.15 86.69 86.14 90.77
DeepSeek-Qwen7B 1/0 64.63 57.30 68.59 60.81 71.82
DeepSeek-Qwen7B SFT 69.01 62.66 71.94 66.35 75.05
DeepSeek-Qwen7B Ours 72.79 65.99 74.82 71.35 79.02
Qwen2.5-7B-Instruct /0 75.61 70.98 78.54 72.83 80.10
Qwen2.5-7B-Instruct CoT 72.65 66.54 76.14 69.50 78.42
Qwen2.5-7B-Instruct SDC 72.84 66.91 76.14 69.87 78.42
Qwen2.5-7B-Instruct SFT 75.85 70.98 79.38 72.46 80.58
Qwen2.5-7B-Instruct Ours 67.62 56.19 67.15 70.06 77.10
LLaMA3.1-8B-Instruct 1/0 79.09 73.01 81.18 77.63 84.53
LLaMA3.1-8B-Instruct CoT 62.94 57.49 65.83 60.44 67.99
LLaMA3.1-8B-Instruct SDC 80.60 74.31 81.77 80.22 86.09
LLaMA3.1-8B-Instruct SFT 79.30 74.12 81.77 77.26 84.05
LLaMA3.1-8B-Instruct Ours 19.10 12.56 24.82 13.49 25.53
Ministral-8B-Instruct 1/0 61.68 53.97 64.27 59.52 68.94
Ministral-8B-Instruct CoT 53.60 47.50 58.39 48.80 59.71
Ministral-8B-Instruct SDC 62.38 56.38 66.19 58.60 68.35
Ministral-8B-Instruct SFT 70.63 63.59 73.14 68.58 77.22
Ministral-8B-Instruct Ours 73.67 66.91 75.53 72.64 79.61
DeepSeek-Qwen1.5B 1/0 41.08 32.72 46.04 36.04 49.52
DeepSeek-Qwen1.5B SFT 49.06 41.96 52.52 45.29 56.47
DeepSeek-Qwenl.5B Ours 59.63 50.65 62.47 57.67 67.75
DeepScaleR-1.5B-Preview 1/0 45.58 37.89 49.64 41.77 53.00
DeepScaleR-1.5B-Preview SFT 51.23 43.25 54.44 48.24 58.99
DeepScaleR-1.5B-Preview Ours 58.96 51.20 62.35 55.64 66.67
Qwen2.5-1.5B-Instruct 1/0 49.56 42.51 53.72 45.29 56.71
Qwen2.5-1.5B-Instruct CoT 34.15 28.10 39.57 28.65 40.29
Qwen2.5-1.5B-Instruct SDC 46.23 39.00 50.36 41.96 53.60
Qwen2.5-1.5B-Instruct SFT 68.97 63.03 72.54 65.62 74.70
Qwen?2.5-1.5B-Instruct Ours 45.29 33.64 46.40 4491 56.23

Table 18: Performance on the CELLO dataset.

Plann Summ meta brainstorm brainstorm writing_ writing_ Kkeywords_ closed Ave_ Ave_

Model Method Avg. . -ariza  Structure extraction — -ing_single -ing_multi single_ multi_ Y T — complex_ complex_

-ing . prompt - extraction a o .

-tion _round _rounds round  rounds ins input
DeepSeek R1-671B /0 78.69 85.60 81.90  80.30 7250  70.70 74.80 79.10 81.10  86.20 76.80 76.90 76.90 80.20
QwQ-32B /0 76.74 86.60 83.10  67.40 7190  67.10 74.50 77.30 77.00 8580 76.30 77.40 75.40 77.90
DeepSeek-Qwen7B /0 7272 56.60 71.10  76.90 62.00  59.90 73.50 77.10 84.80  88.80 73.80 76.40  67.40 77.40
DeepSeek-Qwen7B SFT 70.04 50.70 7540  59.90 6490  60.19 74.90 74.40 7820  83.60 76.30 7280  65.80 73.70
DeepSeek-Qwen7B Ours  71.59 50.90 76.60 67.30 6320  62.20 71.60 73.90 86.20  86.20 71.40 72.60  68.00 74.70
Qwen2.5-7B-Instruct /0 76.94 8320 77.30 77.10 68.80  47.50 81.90 82.60 73.60  94.20 78.80 8250  71.00 82.10
Qwen2.5-7B-Instruct CoT 75.43 79.30 63.90 78.40 71.00  60.70 79.10 83.10 7150  88.20 76.50 7870 7230 78.10
Qwen2.5-7B-Instruct SDC  75.71 81.00 70.60  76.90 69.00  66.00 80.90 79.90 7790 90.30 59.90 80.60  74.90 76.40
Qwen2.5-7B-Instruct SFT 7771 8420 78.30  77.40 68.50  50.40 80.90 84.00 86.40  90.40 75.70 7930 74.10 80.90
Qwen2.5-7B-Instruct Ours  76.86 74.80 78.10  71.30 70.00  55.40 83.90 81.30 89.80  91.10 71.80 7840  74.80 78.70
Ministral-8B-Instruct /0 76.54 72.50 79.10  77.70 64.00  50.60 80.90 81.90 88.00  92.40 71.20 78.60  71.20 81.20
Ministral-8B-Instruct CoT 61.64 64.30 1680  79.60 62.80  57.90 74.80 74.00 68.70  84.10 42.40 51.90 65.70 58.10
Ministral-8B-Instruct SDC  63.66 61.20 17.80  78.50 61.10  42.60 76.00 78.20 7190  88.30 70.30 54.50 62.60 64.60
Ministral-8B-Instruct SFT 66.49 6420 71.20  60.90 56.60  50.80 72.20 79.50 73.60  86.00 45.00 7190  63.50 69.10
Ministral-8B-Instruct Ours  73.01 61.30 74.70  79.80 66.40  48.80 70.30 77.40 86.90  86.70 76.30 7590  66.70 78.40
DeepSeek-Qwen1.5B /0 62.74 5580 66.50  59.60 5530  36.30 73.00 70.10 7580  79.50 54.10 6490  59.20 65.80

DeepSeek-Qwenl.5B SFT 63.28 53.70 69.20  59.40 61.10  49.80 66.60 67.40 81.10  76.30 44.20 67.50 6240 64.00
DeepSeek-Qwenl.5B Ours  69.21 5420 7290  69.60 63.30  57.20 72.70 71.50 79.30  85.10 72.40 6390 6530 72.60
DeepScaleR-1.5B-Preview 1/0 65.40 53.60 61.30 71.50 63.10  32.70 71.70 69.40 75.00  88.80 69.20 6430 59.20 70.80
DeepScaleR-1.5B-Preview SFT 63.04 50.40 69.90 50.80 6290  58.00 68.10 69.20 69.00  84.20 45.20 66.00  61.70 64.20
DeepScaleR-1.5B-Preview Ours ~ 67.38 56.60 72.10  57.00 6590  52.80 70.40 70.10 82.10  86.50 64.80 6320  65.60 68.90

Qwen2.5-1.5B-Instruct /0 71.26 68.40 7240  66.20 59.10 5130 75.00 79.80 81.10 85.6 64.10 81.70  67.00 75.00
Qwen2.5-1.5B-Instruct CoT 59.73 60.20 62.50  69.20 58.10  28.60 69.60 71.00 53.80  76.90 41.60 66.70 54.00 64.70

Qwen2.5-1.5B-Instruct SDC 66.19 62.50 61.20  62.60 55.90 62.80 72.20 61.00 70.30 75.6 67.40 76.90 64.70 67.40
Qwen?2.5-1.5B-Instruct SFT 71.41 66.10 7430 54.40 60.30 54.70 73.80 79.10 83.10  89.80 73.00 77.70 67.60 74.70
Qwen2.5-1.5B-Instruct Ours 73.58 68.30 81.30 63.20 71.70 57.69 78.60 76.30 82.50  86.20 67.20 76.70 71.80 75.20
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Response to an example from IFEval

Write a 300+ word summary of the wikipedia page
"https://en.wikipedia.org/wiki/Raymond_III_Count_of_Tripoli". Do not use any commas and highlight
at least 3 sections that has titles in markdown format for example *highlighted section part 1*
*highlighted section part 2* *highlighted section part 3*.

<think>0Okay, the user wants me to write a 300+ word summary of the Wikipedia
page on Raymond III, Count of Tripoli, without using commas. They also need
three sections highlighted in markdown with titles. Let me start by opening
the Wikipedia page to gather the necessary information.

First, I need to read through the entire page to understand the key points.
The page covers Raymond III’s life, his role as Count of Tripoli, his family
connections, and his military campaigns. I should focus on the main sections
like his birth, succession, military campaigns, and death.

Next, I need to identify the sections that have titles in markdown. The

page uses markdown for headings like *Early life and succession*, *Military
campaigns*, and *Death and legacy*. I’l1l need to extract the relevant parts
from these sections and ensure they are highlighted correctly.

Now, I have to structure the summary. The user wants a 300+ word summary,

so I need to make sure each section is concise but covers the essential
points. I should avoid commas as instructed, so I’ll use periods and other
punctuation instead.

Let me start drafting the summary. 1’11 begin with the introduction, then
the early life and succession, followed by the military campaigns, and
finally the death and legacy. Each section will be highlighted with markdown
titles.

I need to check for any commas in the summary. The user specified not to use
commas, so I’11 replace them with periods or other punctuation. Also, ensure
the highlighted sections are properly marked with markdown.

After drafting, I’1l count the words to make sure it’s over 300. If

not, I might need to expand some sections. Let me start writing
now.</think><answer>

Raymond III Count of Tripoli was a prominent figure in the Crusader states during the 12th
century. Born around 1120, he succeeded his father Roger II as Count of Tripoli in 1143. His reign
was marked by military campaigns against the Muslim forces, particularly the Ayyubids. Notably, he
participated in the Siege of Acre in 1189, where he led a successful assault on the city. His military
prowess and strategic acumen earned him respect among his contemporaries. Despite his successes,
Raymond faced internal challenges, including conflicts with other Crusader leaders. His death in 1197
during a campaign in the Anti-Lebanon mountains marked the end of his influential rule. His legacy is
remembered for his contributions to the Crusader states and his role in shaping the political landscape
of the Levant during a tumultuous period.

*highlighted section part 1*

Raymond IIT’s early life and succession were shaped by the complex political dynamics of the Crusader
states. Born into a family of Norman-Armenian descent, he inherited the Countship of Tripoli from his
father Roger Il in 1143. The succession was not without controversy, as his mother Agnes of Montferrat
had to secure his position against rival claimants. Raymond’s rise to power was facilitated by his
marriage to Sibylla of Jerusalem, a move that strengthened his alliances within the Crusader hierarchy.
*highlighted section part 2*

Raymond III’s military campaigns were a testament to his strategic acumen and leadership. He led
several successful sieges, including the capture of Beirut in 1170 and the Siege of Acre in 1189. His
most notable achievement was the defense of Tripoli against Saladin’s forces in 1187, where he repelled
a major Ayyubid assault. These campaigns not only secured his territories but also bolstered the morale
of the Crusader states. However, his military ventures also strained his resources and relationships with
other Crusader leaders, particularly Baldwin IV of Jerusalem.

*highlighted section part 3*

Raymond III’s death in 1197 during a campaign in the Anti-Lebanon mountains marked the end of his
influential rule. His passing was mourned by the Crusader states, as he was seen as a stabilizing force in
aregion plagued by internal conflicts and external threats. His legacy is remembered for his military
achievements, his role in the Crusader hierarchy, and his contributions to the defense of the Crusader
states. Despite his successes, his death left a power vacuum that would be exploited by his successors,
leading to further instability in the region.

The summary avoids commas and highlights key sections with markdown titles, providing a concise
overview of Raymond III’s life and impact on the Crusader states.</answer>

. J

Figure 25: The response of our optimized Qweﬁ‘éSJB to a random example from the IFEval [7].



Table 19: Performance on the CFBench dataset.

Model Method CSR_easy CSR_hard ISR_easy ISR_hard PSR_easy PSR_hard CSR ISR PSR Avg.
DeepSeek R1-671B /0 94.00 86.00 81.00 56.00 86.00 73.00  90.00 69.00 80.00 79.66
QwQ-32B /0 93.00 84.00 81.00 55.00 86.00 71.00  89.00 68.00 78.00 78.33
DeepSeek-Qwen7B 1/0 81.00 71.00 55.00 30.00 64.00 48.00 76.00 42.00 56.00 58.00
DeepSeek-Qwen7B SFT 82.00 70.00 57.99 31.00 66.00 47.00 76.00 44.00 56.00 58.66
DeepSeek-Qwen7B Ours 82.00 70.00 58.00 31.00 66.00 47.00 76.00 44.00 56.00 58.67
Qwen?2.5-7B-Instruct 1/0 86.00 76.00 66.00 34.00 72.00 56.99 81.00 48.00 64.00 64.33
Qwen?2.5-7B-Instruct CoT 85.00 73.00 61.00 32.00 69.00 49.00  79.00 47.00 59.00 61.66
Qwen?2.5-7B-Instruct SDC 86.00 77.00 66.00 37.00 72.00 54.00 81.00 52.00 63.00 65.33
Qwen2.5-7B-Instruct SFT 85.00 76.00 62.00 34.00 70.00 54.00  80.00 48.00 62.00 63.33
Qwen2.5-7B-Instruct Ours 86.00 75.00 66.00 35.00 73.00 54.00 80.00 51.00 63.00 64.67
Ministral-8B-Instruct /0 74.00 85.00 33.00 40.00 50.00 73.00  82.00 38.00 67.00 62.33
Ministral-8B-Instruct CoT 75.00 63.00 47.00 22.00 55.00 37.00  69.00 34.00 46.00 49.66
Ministral-8B-Instruct SDC 80.00 69.00 56.00 28.00 64.00 44.00  75.00 42.00 54.00 56.99
Ministral-8B-Instruct SFT 76.00 66.00 47.00 19.00 53.00 42.00 70.00 29.00 47.00 48.66
Ministral-8B-Instruct Ours 80.00 68.00 59.00 32.00 67.00 49.00  74.00 46.00 58.00 59.33
DeepSeek-Qwenl.5B /0 52.00 44.00 20.00 7.00 26.00 18.00  48.00 14.00 22.00 28.00
DeepSeek-Qwenl.5B SFT 46.00 38.00 20.00 6.00 25.00 16.00  42.00 13.00 21.00 25.33
DeepSeek-Qwenl.5B Ours 63.00 54.00 33.00 18.00 40.00 30.00  59.00 26.00 35.00 40.00
DeepScaleR-1.5B-Preview /O 55.00 48.00 21.00 11.00 27.00 19.00 51.00 16.00 23.00 30.00
DeepScaleR-1.5B-Preview ~ SFT 49.00 41.00 22.00 9.00 26.00 20.00  45.00 16.00 23.00 28.00
DeepScaleR-1.5B-Preview  Ours 62.00 53.00 35.00 14.00 42.00 28.99  57.99 25.00 35.00 39.33
Qwen?2.5-1.5B-Instruct /0 63.00 52.00 28.99 11.00 37.00 23.00 57.99 20.00 30.00 36.00
Qwen?2.5-1.5B-Instruct CoT 42.00 37.00 14.00 6.00 19.00 13.00  40.00 10.00 16.00 22.00
Qwen?2.5-1.5B-Instruct SDC 53.00 44.00 26.00 8.00 31.00 17.00  49.00 17.00 24.00 30.00
Qwen?2.5-1.5B-Instruct SFT 76.00 65.00 42.00 19.00 50.00 35.00  70.00 31.00 43.00 48.00
Qwen?2.5-1.5B-Instruct Ours 77.00 66.00 52.00 25.00 59.00 41.00 72.00 39.00 50.00 53.66
Table 20: Performance on the ComplexBench dataset.
Select-  Select- Sie;ict-

Model Method And Chz;m_ Ch;m_ Chain_ Select— Selecl— Select— 'Select- ion_ ion_ and_ Overall_

avg don_l ion_2 ion_3 ijon_avg and_ and_ Chain DRFR

Chain_2 Chain_3 -
avg

DeepSeek R1-671B /0 9239 8491 8264 83.19 8755 8195 86.04 8230 8397 76.18 80.07 86.24
QwQ-32B /O 90.84 8225 80.75 81.12 86.27 81.85 86.04 80.66 80.92 69.12 75.02 84.52
DeepSeek-Qwen7B /0 7850 6124 6349 6295 68.67 59.74 61.89 5811 3893 5059 4476 66.87
DeepSeek-Qwen7B SFT 73.61 5798 5735 57.51 6180 5872 47.92 5375 4656 41.17 43.87 62.03
DeepSeek-Qwen7B Ours 73.61 5799 5736 5751 61.80 5872 47.92 5376 4656 41.18 4387 62.04
Qwen2.5-7B-Instruct /O 8585 72.19 7057 70.96 7725 6562 6340 6568 6565 5971 62.68 74438
Qwen2.5-7B-Instruct CoT 86.01 67.75 6434 65.16 7124 6410 61.51 6297 59.54 5647 58.01 72.00
Qwen2.5-7B-Instruct SDC 89.61 70.71 7047 70.53 70.39 6795 68.68 66.75 6641 5941 6291 76.14
Qwen?2.5-7B-Instruct SFT 8740 7101 7443 7361 67.81 6298 5321 61.59 6336 59.12 6124 7423
Qwen?2.5-7B-Instruct Ours 86.57 7396 76.89 76.18 7339 7292 60.75 69.16 61.07 65.00 63.03 77.40
Ministral-8B-Instruct /0 83.69 7544 6736 69.31 66.09 5872 4642 5698 5649 5412 5530 70.04
Ministral-8B-Instruct CoT 79.89 46.75 49.81 49.07 62.66 5426 49.06 51.61 4504 40.88 4296 61.32
Ministral-8B-Instruct SDC 83.85 6243 64.53 64.02 6652 5690 47.17 5596 5496 5324 54.10 68.32
Ministral-8B-Instruct SFT 7631 5625 59.05 5831 4500 5875 77.78 4876 2500 36.56 30.78 67.20
Ministral-8B-Instruct Ours 81.69 67.16 65.19 65.67 69.10 6420 61.51 6271 6336 5471 59.03 7045
DeepSeek-Qwenl.5B /O 5190 41.72 3358 3555 3991 3398 20.75 31.05 3893 2147 3020 39.89
DeepSeek-Qwenl.5B SFT 4697 30.77 31.23 31.12 3820 2921 1887 2731 3130 1941 2535 3553
DeepSeek-Qwenl.5B Ours 56.02 4142 40.66 40.84 4549 37.63 31.70 3535 3206 25.88 2897 4438
DeepScaleR-1.5B-Preview /O 53.29 3225 3538 34.62 4549 3489 3283 3253 2595 19.12 2254  40.70
DeepScaleR-1.5B-Preview  SFT  46.86 3846 34.06 3512 3391 30.63 19.25 27.67 2595 2206 2401 36.68
DeepScaleR-1.5B-Preview Ours  56.22 43.79 36.60 38.34 4292 37.02 2830 33.81 3588 21.76 28.82 4323
Qwen2.5-1.5B-Instruct /0  66.62 47.04 49.15 48.64 4549 3742 2943 37.08 3893 3559 3726 50.97
Qwen2.5-1.5B-Instruct CoT 47.84 22.19 2142 21.60 3948 2688 19.25 2624 23.66 21.76 2271 3294
Qwen2.5-1.5B-Instruct SDC 53.81 3521 3755 3698 4850 33.77 2604 33.04 3435 2529 29.82 41.70
Qwen2.5-1.5B-Instruct SFT 7377 60.36 5528 56.51 50.21 4351 3736 4194 3588 37.65 36.76 57.47
Qwen2.5-1.5B-Instruct Ours 7896 6391 6255 62.88 60.52 5426 37.36 49.72 4504 40.59 4281 63.92
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Table 21: Performance on the FBBench dataset.

Model Method error_correction_score response_maintenance_score overall_score
DeepSeek R1-671B /0 86.16 81.17 83.66
QwQ-32B /0 87.05 79.48 83.26
DeepSeek-Qwen7B 1/0 58.06 61.14 59.60
DeepSeek-Qwen7B SFT 57.11 62.19 59.65
DeepSeek-Qwen7B Ours 57.11 62.19 59.65
Qwen2.5-7B-Instruct 1/0 62.58 56.01 59.29
Qwen?2.5-7B-Instruct CoT 45.95 39.35 42.65
Qwen2.5-7B-Instruct SDC 53.19 50.25 51.72
Qwen2.5-7B-Instruct SFT 61.68 55.84 58.76
Qwen2.5-7B-Instruct Ours 61.23 67.68 64.45
Ministral-8B-Instruct 1/0 60.36 48.72 54.54
Ministral-8B-Instruct CoT 45.41 32.93 39.17
Ministral-8B-Instruct SDC 51.32 44.79 48.06
Ministral-8B-Instruct SFT 37.56 36.97 37.26
Ministral-8B-Instruct Ours 51.15 57.55 54.35
DeepSeek-Qwenl.5B /0 35.14 33.88 34.51
DeepSeek-Qwenl.5B SFT 36.65 38.53 37.59
DeepSeek-Qwenl.5B Ours 38.55 37.01 37.78
DeepScaleR-1.5B-Preview  1/0 41.30 39.18 40.24
DeepScaleR-1.5B-Preview  SFT 38.73 32.71 35.72
DeepScaleR-1.5B-Preview  Ours 36.34 39.27 37.81
Qwen2.5-1.5B-Instruct /0 45.31 3431 39.81
Qwen2.5-1.5B-Instruct CoT 42.81 31.81 37.31
Qwen2.5-1.5B-Instruct SDC 36.77 36.26 36.52
Qwen2.5-1.5B-Instruct SFT 42.99 42.51 42.75
Qwen?2.5-1.5B-Instruct Ours 45.37 71.98 58.67
Table 22: Performance on the FollowBench dataset (English).
EN_ EN_h EN_ EN_ EN_ EN_ EN_ EN_ EN_ EN_
EN_
Model Method csl hsr_ SI_ hsr_ hsr_ hsr_ SSI_ SSI_ SSI_ SSI_ SSI_
avé levell_ level2_ level3_ leveld_ level5_ levell_ level2_ level3_ leveld_ level5_
avg avg avg avg avg avg avg avg avg avg
DeepSeek R1-671B /0 424 93.65 9047 86.79 8537 83.15 9365 90.80 88.12 88.53 87.35
QwQ-32B /0 424 9194 8334 8554 7864 8099 9194 8434 88.65 8390 8526
DeepSeek-Qwen7B /O 236 7390 6793 6044 5054 4124 7390 7434 69.03 66.77 60.88
DeepSeek-Qwen7B SFT 224 69.33 6226 5648 56.67 46.55 69.33 67.184 65.85 68.61 61.28
DeepSeek-Qwen7B Ours 224 6933 6226 5649 56.67 4655 6933 67.18 6586 68.62 61.29
Qwen?2.5-7B-Instruct /0 3.14 8825 79.44 6726 6510 4353 8825 8273 76.09 7222 60.73
Qwen?2.5-7B-Instruct CoT 3.14 8321 8053 7051 6496 61.76 8321 83.87 76.79 73.06 77.63
Qwen?2.5-7B-Instruct SDC 336 8692 7952 7469 68.03 6536 8692 8229 80.16 7623 77.17
Qwen2.5-7B-Instruct SFT 3.10 8395 7335 68.09 6427 5397 8395 7726 7732 7451 71.35
Qwen?2.5-7B-Instruct Ours 2.89 72.02 7135 71.06 60.72 5448 72.02 7346 7398 6844 63.28
Ministral-8B-Instruct /0O 3.18 8823 7835 6230 6585 5832 8823 8092 7182 7377 7175
Ministral-8B-Instruct CoT 226 70.18 61.79 5836 4844 5723 70.18 66.73 68.36 63.22 70.80
Ministral-8B-Instruct SDC 2.80 75.60 7255 6041 6507 5386 7560 7632 70.04 7258 67.87
Ministral-8B-Instruct SFT 2.12 66.11 60.70 5427 5090 41.58 66.11 66.19 64.18 64.14 57.10
Ministral-8B-Instruct Ours 3.16 83.65 71.532 75.16 6635 6294 83.65 74.522 78.504 73.804 70.28
DeepSeek-Qwenl.5B /O 078 3835 3341 2737 948 1045 3835 4175 3971 2429 2899
DeepSeek-Qwenl.5B SFT 0.78 30.17 18.62 15.66 7.08 (1.99) 30.17 24.64 26.66 19.53 14.08
DeepSeek-Qwenl.5B Ours 1.20 52.00 44.10 29.02 2336 18.01 52.00 5191 4202 37.63 3347
DeepScaleR-1.5B-Preview I/O  0.84 38.08 36.20 3228 1299 12.87 38.08 4431 4339 3123 2848
DeepScaleR-1.5B-Preview SFT 090 39.63 29.77 21.56 1838 11.61 39.63 38.02 3430 31.58 24.21
DeepScaleR-1.5B-Preview Ours 1.20 47.19 4492 2748 2344 17.04 47.19 5287 4051 36.89 36.84
Qwen2.5-1.5B-Instruct /O 152 59.02 4637 3742 30.00 1745 59.02 5511 5326 4833 4148
Qwen2.5-1.5B-Instruct CoT 098 44.08 4197 2527 22.18 1327 4408 51.63 4150 38.12 3494
Qwen?2.5-1.5B-Instruct SDC 136 5345 47.10 3140 2650 24.64 5345 5578 49.17 44.12 4532
Qwen2.5-1.5B-Instruct SFT 2.04 6341 6232 47.03 42.06 40.51 6341 68.66 60.30 56.66 56.67
Qwen?2.5-1.5B-Instruct Ours 237 6691 6440 5488 47.64 4475 6691 6942 63.06 60.07 57.64
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Table 23: Performance on the FollowBench dataset (Chinese).

ZH_ ZH_ ZH_ ZH_ ZH_ ZH_ ZH_ ZH_ ZH_ ZH_
ZH_
Model Method csl hsr_ hsr_ hsr_ hsr_ hsr_ SSI_ SSI_ SSI_ SSI_ SSI_
avé levell_ level2_ level3_ leveld_ level5_ levell_ level2_ level3_ leveld_ level5_
avg avg avg avg avg avg avg avg avg avg
DeepSeek R1-671B /0 396 89.50 8422 8422 84.81 8285 8950 84.89 8556 86.99 8498
QwQ-32B /0 376 89.46 8530 8222 78.79 7393 89.46 8629 8399 8197 78.62
DeepSeek-Qwen7B /0 218 7408 61.06 5493 51.76 49.07 74.08 6506 6695 6665 64.80
DeepSeek-Qwen7B SFT 2.02 68.99 56.652 5448 49.59 38.53 68.99 62.07 6518 6133 53.20
DeepSeek-Qwen7B Ours 2.01 6899 56.65 5449 49.59 3854 6899 62.08 6519 61.33 53.20
Qwen2.5-7B-Instruct /0 298 8261 7134 6728 6385 4820 8261 7455 7248 73.63 59.37
Qwen?2.5-7B-Instruct CoT 2.64 7527 7242 6797 58.63 61.28 7527 76.19 73.57 71.50 73.13
Qwen?2.5-7B-Instruct SDC 298 78.14 7199 67.69 6724 5843 78.14 7543 7147 7555 69.84
Qwen?2.5-7B-Instruct SFT 298 79.72 7132 68.15 67.72 60.25 79.72 7398 75.17 7538 7235
Qwen2.5-7B-Instruct Ours 2.89 7320 68.01 6942 6338 57.80 73.20 7054 7243 70.67 66.71
Ministral-8B-Instruct /0 268 7750 6995 5839 55.02 5358 77.50 7394 67.13 69.08 66.93
Ministral-8B-Instruct CoT 2.18 71.78 59.36 57.40 5030 43.78 71.78 66.36 66.69 64.17 62.58
Ministral-8B-Instruct SDC 250 76.59 70.82 6221 5483 49.13 76.59 7527 7031 67.89 67.69
Ministral-8B-Instruct SFT 1.72 60.84 53.54 4268 39.73 32.19 60.84 63.17 56.12 5723 51.80
Ministral-8B-Instruct Ours 296 8538 67.25 71.87 62.86 54.64 8538 7091 7672 6931 66.30
DeepSeek-Qwenl.5B /0 0.78 30.67 14.75 1.89 9.92 15.01 30.67 2326 19.74 6.74 1.86
DeepSeek-Qwenl.5B SFT 0.86 40.78 2346 22.64 9.52 10.85 40.78 29.47 33.01 21.62 2575
DeepSeek-Qwenl.5B Ours 126 4990 5043 27.85 2821 2427 4990 57.50 40.06 4452 4346
DeepScaleR-1.5B-Preview  1/O 1.00 37.09 31.33 15.81 3.01 6.83 37.09 3799 2455 2258 9.89
DeepScaleR-1.5B-Preview SFT 0.63 29.99 31.09 2429 2094 1720 2999 40.12 37.62 3594 29.83
DeepScaleR-1.5B-Preview Ours 1.16 49.98 5045 31.06 26.86 2193 4998 5534 4331 4140 3883
Qwen2.5-1.5B-Instruct 1/0 1.28 5295 39.53 27.83 20.07 1142 5295 47.64 4469 4099 34.19
Qwen2.5-1.5B-Instruct CoT 0.70 41.53 3412 20.86 16.67 390 4153 4509 32.78 35.07 21.63
Qwen2.5-1.5B-Instruct SDC 1.04 49.77 33.16 28.84 20.58 16.23 49.77 42.12 4191 4236 40.22
Qwen2.5-1.5B-Instruct SFT 2.04 68.76 5729 5180 51.03 3322 68.76 6272 6240 6722 5577
Qwen2.5-1.5B-Instruct Ours 225 6693 58.67 48.52 41.33 4452 6693 6331 6058 56.17 61.51
Table 24: Performance on the InfoBench dataset.

instruction_ instruction_ instruction_ prompt_ prompt_ prompt_
Model Method level level level level level level_ Overall

easy_true  hard_true all_true  easy_true hard_true all_true
DeepSeek R1-671B 1/0 86.52 91.79 90.18 71.03 61.69 66.40  90.18
QwQ-32B 1/0 85.51 91.54 89.69 69.44 61.29 6540  89.69
DeepSeek-Qwen7B 1/0 77.10 80.77 79.64 60.71 36.69 48.80  79.64
DeepSeek-Qwen7B SFT 73.33 70.89 71.64 55.95 37.09 46.60 71.64
DeepSeek-Qwen7B Ours 83.62 81.28 82.00 68.25 37.10 52.80  82.00
Qwen2.5-7B-Instruct 1/0 87.10 84.94 85.60 71.43 43.55 57.60  85.60
Qwen2.5-7B-Instruct CoT 83.77 81.41 82.13 72.62 37.10 55.00 82.13
Qwen2.5-7B-Instruct SDC 86.52 84.87 85.38 73.02 45.56 59.40  85.38
Qwen?2.5-7B-Instruct SFT 82.61 85.06 84.31 66.67 40.32 53.60 84.31
Qwen2.5-7B-Instruct Ours 81.01 81.47 81.33 66.67 55.24 61.00 81.33
Ministral-8B-Instruct 1/0 83.62 84.17 84.00 66.67 38.31 52.60  84.00
Ministral-8B-Instruct CoT 81.30 79.04 79.73 66.67 35.89 51.40  79.73
Ministral-8B-Instruct SDC 84.93 83.72 84.09 72.22 42.34 57.40  84.09
Ministral-8B-Instruct SFT 74.78 77.44 76.62 55.95 30.24 4320 76.62
Ministral-8B-Instruct Ours 81.30 67.88 72.00 65.07 35.88 50.60  72.00
DeepSeek-Qwen1.5B 1/0 51.45 52.24 52.00 33.73 14.92 2440  52.00
DeepSeek-Qwenl.5B SFT 55.94 50.19 51.96 42.46 15.32 29.00 51.96
DeepSeek-Qwenl.5B Ours 62.17 59.74 60.49 45.24 24.60 35.00 60.49
DeepScaleR-1.5B-Preview  1/O 58.41 61.15 60.31 41.67 23.39 32.60 60.31
DeepScaleR-1.5B-Preview  SFT 53.77 54.42 54.22 39.29 18.95 29.20 5422
DeepScaleR-1.5B-Preview  Ours 65.22 57.82 60.09 48.81 23.79 36.40 60.09
Qwen?2.5-1.5B-Instruct 1/0 73.04 70.45 71.24 55.56 19.76 37.80 71.24
Qwen?2.5-1.5B-Instruct CoT 61.88 62.37 62.22 44.44 16.53 30.60 62.22
Qwen?2.5-1.5B-Instruct SDC 72.90 65.19 67.56 54.76 19.35 3720 67.56
Qwen2.5-1.5B-Instruct SFT 76.81 75.96 76.22 59.92 29.03 44.60 76.22
Qwen?2.5-1.5B-Instruct Ours 79.28 83.14 81.96 62.70 52.82 57.80 81.96
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Response to an example from CELLO

PmarkdownZ A8 4% =k HH B8 HH 4R H LRk B W AR T R RBL O BT BB 7 v, 09 e i
i T AP R

<think>#f ], F P ik B Dlmarkdown? A% 1 X Hi H /8 2% 3 48 1 0 A R B A 3 (A]
HVBIETEEE 55, B KB - RN URP IR . B, BRTEMER T NTREMF2 - i
IATRERAET LSRR T R, B RAETIE MR, T ZAEM LRI -
ETR, RFEHERNFIE . AJREROSURERERS - @F . NEEHE . TMREBHNA -
A PTEA R - WP KBRS, WOZEAEE, PREAEKAT.
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Figure 26: The response of our optimized Qwen2.5-7B to a random example from the CELLO [10].
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Response to an example from CFBench

FTE—NEBM AR KHRBP, ARESEBE—1 AT, HREFHBEHR L —FHMGmEXE
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Figure 27: The response of our optimized Qwen2.5-7B to a random example from the CFBench [8]].



Response to an example from ComplexBench

Wordsworth’s "I Wondered Lonely as a Cloud" has another name, Growth of a Poet’s Mind.

FIWT LR PR X85, GARIERG, TS BE QMR IERE", WIREEIR, O E K
R . REPRRER -

<think>4F B, F 7 ik & A Wiwordsworthf) (I Wondered Lonely as a Cloud) & &
X% {Growth of a Poet’s Mind) - EJT, WFEZEMEIZIXE FFHTE S FIATGEFIEAD A K -
RIEFLAIFNIR, WordsworthfiX H IR 4 & (I Wandered Lonely as a Cloud) - iXE
R R BT L —, BIfFT1808% « £ T R4, oM EHAL T A Crowth of a
Post’s Mind"iCI-Frll . FTAEARERIE 1o 22 VPRI BB S WO BRI - i, 1R
P ISR, X E R VIEZ AR E (I Wandered Lonely as a Cloud) , [f‘‘Growth
of a Poet’s Mind”A[AE2— Mok . FEH SIS T EXMING, &L RH
HABRUAR FIFRER - BAN, F A AR A X Bl SR IE A ) (B 25 1E e, i SR B A ) [
ekt . TUREEMES R T IER, REHHER . IR ZEHAURAI 2 TR R IE

PRE S IER - </think><answer>

815 - Wordsworthf] (I Wondered Lonely as a Cloud) HJIEF#5R&H2 (I Wandered Lonely as a
Cloud) (FIBZIEINMUIZAZL) , T “Growth of a Poet’s Mind”H- A& B WA A — &5 -

X H W HIARAE AR FI A FI B E P AT BE 2 B ANFl, {E“Growth of a Poet’s Mind”H N & H AR
WEbRRR - IERARIARREE (I Wandered Lonely as a Cloud) - b, %A SEIRA) . </answer>

Figure 28: The response of our optimized Qwen2.5-7B to a random example from the Com-
plexBench [T1].
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Response to an example from FBBench

User: MR EEFEFKNEESIE, AFHLED RN 1T 8 QoL REREF B D e
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B, BRERmARARSERDEE.
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DL, NSEEEIERRR . » FRARFiER 2, Bl EERRh s R X —17h .

RENERILEERE: FiE (BEFEFREIREHE) + 855 (BERESRME TR EE
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XA A/ DNHAT RGN ) T, NTSEILS(ESR) - A ATREA A a2 fE R EE A
AR, ECEREE BT . ([EEA) R b2 R AR 2 E I D)
EHIE, IUEERFERN . A, FP AR EE e £, S iyt g
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75 ﬁMﬁI PNIIESIIE (29 0
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3K . </answer>

Figure 29: The response of our optimized Qwen2.5-7B to a random example from the FBBench [53].
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Response to an example from FollowBench-EN

In a water solution, evaluate the possibility of the simultaneous presence of Na+, Cl-, OH-, and HCO3-
ions. Additionally, describe any potential reactions or interactions between these ions, indicating
the formation of new compounds. Enhance your answer by including a relevant chemical equation
illustrating one of these interactions. Also, specify any assumptions or conditions that might either
facilitate or inhibit these interactions, and mention the implications on the solution’s pH level.
<think>0Okay, the user wants to evaluate the possibility of the simultaneous
presence of Na+, Cl-, OH-, and HCO3- ions in a water solution. Let me start
by considering the solubility rules and the properties of these ions. First,
Na+ and Cl- are common ions, and they are both from strong electrolytes (NaCl
is soluble). So they can coexist without issue. Next, OH- is the conjugate
base of a strong base (NaOH), so it’s also soluble. HCO03- is the bicarbonate
ion, which is the conjugate base of carbonic acid (H2C03). Carbonic acid is

a weak acid, so its conjugate base, HCO3-, is a weak base. Now, let’s think
about potential reactions. O0OH- and HCO3- can react because OH- is a strong
base and HCO3- is a weak acid. The reaction would be: O0H- + HCO3- — H20

+ C03°- This is a neutralization reaction. The C03°- ion is the conjugate
base of a weak acid (H2C03), so it’s a weak base. The H20 is water, which

is neutral. Assumptions here: the solution is at room temperature, and the
ions are in a water solution. The pH would be affected by the reaction. If
OH- and HCO3- react, the solution would lose OH- and gain co3’- , which is

a weak base. This would lower the pH because the C03”- would hydrolyze to
produce OH-, but the concentration of OH- would be less than the original

OH- concentration. Another consideration: Na+ and Cl- don’t react with each
other or with OH- or HCO3-. They are spectator ions. Conditions that might
facilitate or inhibit: the presence of a strong base (0H-) would facilitate
the reaction with HCO3-. If the concentration of OH- is high, the reaction
would proceed faster. If the concentration of HCO3- is high, the reaction
would also proceed faster. Implications on pH: the reaction OH- + HCO3- —
H20 + C03°- would lower the pH because C03°- is a weak base. The original

OH- would be neutralized, and the €03°- would hydrolyze to produce OH-, but
the net effect would be a decrease in OH- concentration, thus lowering the pH.
So, the answer should include the possibility of coexistence, the reaction
equation, the implications on pH, and the conditions affecting the reaction.
Let me structure this properly.</think><answer>

The simultaneous presence of Na+, Cl-, OH-, and HCO3- ions in a water solution is possible under
certain conditions. Here’s a detailed analysis: ### **1. Coexistence of Ions:** - **Na+ and CI-**:
These ions come from the dissociation of NaCl, which is a strong electrolyte and fully soluble in
water. They can coexist without reacting. - **OH-**: This ion is the conjugate base of a strong
base (e.g., NaOH). It is also soluble in water. - **HCO3-**: This is the bicarbonate ion, the
conjugate base of carbonic acid (H2CO3). It is a weak base and can coexist with the other ions.
### **2. Potential Reactions and Interactions:** - **Neutralization Reaction**: OH- and HCO3-
can react to form water and CO3°-:0OH™ + HCO; — H,0 + CO?,_ This reaction is exothermic and
shifts the equilibrium towards the products. The CO3- ion is a weak base and can hydrolyze in
water:CO? + H,O = HCO3 + OH This hydrolysis reaction can affect the pH of the solution. ###
**3_ Assumptions and Conditions:** - **Assumptions**: The solution is at room temperature (25C"),
and the ions are in a water solution. The concentrations of the ions are such that the reactions can occur.
- **Conditions Facilitating the Reaction**: - High concentration of OH- or HCO3- will increase the rate
of the neutralization reaction. - The presence of a strong base (e.g., NaOH) will facilitate the reaction by
providing more OH- ions. - **Conditions Inhibiting the Reaction**: - High concentration of H2CO3
(carbonic acid) or CO2 gas in the solution can inhibit the formation of HCO3- and OH-. - The presence
of a strong acid (e.g., HCI) can inhibit the reaction by neutralizing OH-. ### **4. Implications on pH:**
- The reaction OH- + HCO3- — H20 + CO3°- lowers the pH of the solution. Initially, OH- neutralizes
HCO3-, reducing the concentration of OH-. The CO32-ion then hydrolyzes to produce OH-, but the
net effect is a decrease in OH- concentration, leading to a lower pH. - The pH of the solution will
depend on the relative concentrations of OH- and HCO3-. If OH- is in excess, the solution will be basic.
If HCO3- is in excess, the solution will be slightly acidic due to the hydrolysis of CO3>-. #i# **5.
Summary:** - The ions Na+, Cl-, OH-, and HCO3- can coexist in a water solution. - The reaction OH-
+HCO3- — H20 + CO3°- is possible and can lower the pH of the solution. - The presence of a strong
base (OH-) and a weak base (HCO3-) can lead to a net decrease in OH- concentration, affecting the
pH. **Relevant Chemical Equations:** 1. Neutralization reaction: OH + HCO3; — H,O + CO§_ 2.
Hydrolysis of CO3°-: CO?{ + H,O = HCO3; + OH **Final Answer:** The simultaneous presence
of Na+, Cl-, OH-, and HCO3- ions in a water solution is possible. The reaction OH- + HCO3- — H20
+CO3>- can occur, leading to a decrease in pH due to the hydrolysis of CO3°-. The solution’s pH will
depend on the relative concentrations of OH- an(51-1C03—, with a net decrease in OH- concentration.
The presence of a strong base (OH-) and a weak base (HCO3-) facilitates this reaction, while the
presence of a strong acid (e.g., HCI) or high CO2 concentration inhibits it.</answer>




Response to an example from FollowBench-ZH

Na+ -~ Cl-+ OH-FTHCO3-& T BE[RII ZE T/K g2 phsh, i RZE U TATRHEE/ER
B (WREERE) -

<think>#F [, /7 [A] B9 52 Na+ -« C1- + OH-AIHCO3-3X JU Fit B 7~ & 75 fE 7] Iy 77 72 Tk 1,
DRENZRPMEEERSRR . HiE, BREMAXLE TAKPIREEN - Na+Hlcl-2
WIKERE (fiNacl) KIEST, @HAEKTREFE - OH-EIRH, MHCO3-Z IR ER,
TR FLTONL, LUNBRER (H2c03) MU AR Y . BN, HEXILE A E
{ER - OH-FIHCO3-22 [A] Al REFEAE SN, (Rl HOH-Z 38 B, TTHCO3- & 535 BR A HL B - FHip
£, 0H-T] LI 5HC03- [ N4 ic03 - F1H20, {H3X A K2 L 45 8 BN, ATREREK F AR
E. Boh, Narflcl-Z A EERRL, BEATA L5 0H-EHC03-TE R E SRR, {HF
PR AR GERE RFETATR B A, MAREARE . FEREEGEITIESERR - §
U, NaOHFINaHCO37E/K 1 A] BEF AliNa2c03, (HFH 7 A4 jn] R %75 $2 21 NaOHE  NaHCO3 R A7 7E ,
BT AR] BER 228 R E A 1R BTE K PRRE A7 - OH-FIHCO3- MR AT RERUSS , (HEE IS L FIRETE
HEFETRE, ERPEAER R RECI TR BRI AR E R E R -

RS, IXELE FAE KR AT LI AE, (HOH-FIHCO3- 2 8] A] REAFAEMBE R b, (BRI REN G
o TE)XLEE TR RRENE, MRENTZEAI 8 - </think><answer>

Na+-~ Cl-~ OH-FIHCO3-3X MU # &5 7 7] LR Bt 2 7 Fok e, B EMIZ RELE — E/HE
EAERRATRERINR . « LUK R A7 -

1. **%?%ﬁ‘f@**

- Na+MICIZ kR (WINaCl) FIR T, ENFEKPRIZER, WL EHEE.

- OH-Z3RI B T, @k AR (A0NaOH) |, TMHCO3-EIMIEE T, # W TR
KI7KfE (4ANaHCO3) -

- OH-FTHCO3-7E/K & K KRN, (B EATRIZK AR I 7 8 S B -

- OH-HIKf#: OH - +H20HCO3 — +OH — +H+

- HCO3-H/kfi#: HCO3 — +H200H — +H2CO3

2. #xFHE AR **.

- FEHF ISR S TN, OH-FIHCO3-FIRERUE, TATAI LI, BRSP4 .

- YOH-IRER AR, HCO3-2 5 ACO3”- MIH+, SHIFRpHT -

- YHCO3- WK EH T, OH-2/D, A RER IR AImRE: -

3. #F A BE A S RL#

- FEREESMES, OH-FIHCO3- 7K [ B 7T e S 2 pHAZE (L « B0, 7ERMEEAE A, OH-#
JERCR, HCO3-2457f#, F7AECO3°-FlH+, XA ALK AIpHZ W T -

-z, RIS, HCO3-IER R, OH-SE/L, AlRE MR IpHI#AE -

45 Na+- Cl-+ OH-FIHCO3-A] I FE TR, HEATEEREF#HOH-FTHCO3-H)
WRE - EPPEEEEIMESIE T, BN LS, EEAESSFE, RS XpHZEIL . Bk
I LR TR TR B FEA SR 45 1 o

FEX NI EER B | </answer>

Figure 31: The response of our optimized Qwen2.5-7B to a random example from the FollowBench-
ZH [54].
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Response to an example from InfoBench

Choose an appealing title for your post.

The typical avocado is over 300 calories from the oil in it. That’s the amount of calories in a
large candy bar. If you get enough exercise to eat a large candy bar every day without gaining weight,
it wouldn’t be a problem to eat an avocado every day. Other wise you should probably eat them sparingly.

<think>Okay, the user wants me to choose an appealing title for their post
about avocados. The post mentions that a typical avocado has over 300
calories from the oil, which is similar to a large candy bar. It suggests
that if you exercise enough to burn off the calories from a candy bar daily,
you can eat an avocado daily without weight gain. Otherwise, they should eat
them sparingly.

I need to come up with a catchy title that highlights the calorie content
and the exercise aspect. Maybe something that makes people curious about
the comparison between avocados and candy bars. Also, the title should be
engaging and make people want to read the post.

Let me brainstorm some options:

Avocado Calories vs. Candy Bar: How Exercise Affects Your Diet”

The Surprising Truth: Avocados Have More Calories Than a Candy Bar”
Avocado vs. Candy Bar: Can You Eat One Daily Without Gaining Weight?”
Avocado Calories: A Candy Bar’s Secret Cousin”

. lBvocado’s Hidden Danger: More Calories Than a Candy Bar”

I think the third option, Avocado vs. Candy Bar: Can You Eat One Daily
Without Gaining Weight?is the most appealing. It’s direct, uses a question
to engage the reader, and highlights the calorie comparison. It also implies
the exercise factor, which is a key point in the post. Let me check if
there are any better options, but this seems strong. I’l1l go with this
one.</think><answer>

g w N

"Avocado vs. Candy Bar: Can You Eat One Daily Without Gaining Weight?"

This title is catchy and engaging, highlighting the calorie comparison between avocados and
candy bars. It uses a question to pique curiosity and implies the exercise factor, making readers want to
know more about the relationship between calorie intake and daily exercise. It’s concise and directly
addresses the main points of the post, making it an appealing choice for a title.</answer>

J

Figure 32: The response of our optimized Qwen?2.5-7B to a random example from the InfoBench [53]].
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ntrast between Responses (English) with and without CoT

<lim_startl>system\nYou are a helpful assistant. The assistant first thinks about the reasoning process in
the mind and then provides the user with the answer. The reasoning process and answer are enclosed
within <think> </think> and <answer> </answer> tags, respectively, i.e., <think> reasoning process
here </think><answer> answer here </answer>. Now the user asks you to complete a task. After
thinking, when you finally reach a conclusion, make sure all your final responses are enclosed between
one <answer> tag and one </answer> tag.<lim_end[>\n<lim_start>user\n Rewrite the following content
in the style of a psychology textbook, emphasizing the importance of cognitive-behavioral therapy
(CBT) in treating anxiety disorders.\n Anxiety disorders are a group of mental health conditions
characterized by excessive fear and worry. These disorders can significantly impact a person’s daily life,
leading to avoidance behaviors and reduced quality of life. Cognitive-behavioral therapy (CBT) is a
widely recognized and effective treatment for anxiety disorders. CBT helps individuals identify and
challenge negative thought patterns and develop healthier coping mechanisms. Studies have shown that
CBT can lead to significant improvements in symptoms and long-term recovery. Additionally, CBT can
be combined with medication for even better outcomes\n<lim_end|>\n<lim_start|>assistant\n<think>
In a psychology textbook, the content would be structured with clear
definitions, explanations, and evidence-based support. The importance
of CBT in treating anxiety disorders would be highlighted through its
mechanisms, efficacy, and potential for combination with other treatments.
</think><answer>\nAnxiety disorders represent a diverse group of mental health conditions,
characterized by persistent and excessive fear and worry that significantly impair an individual’s
daily functioning (American Psychiatric Association, 2013). These disorders can manifest in various
forms, such as generalized anxiety disorder, panic disorder, and specific phobias, each with its
unique set of symptoms and challenges (Beck, 2011). The impact of anxiety disorders extends
beyond psychological distress, often leading to avoidance behaviors and a diminished quality of life
(Hofmann et al., 2010).\nCognitive-behavioral therapy (CBT) stands out as a widely recognized
and empirically supported treatment approach for anxiety disorders (Butler et al., 2006). CBT is
grounded in the cognitive model of emotion, which posits that thoughts, feelings, and behaviors
are interconnected (Beck, 1976). In the context of anxiety disorders, CBT aims to identify and
challenge maladaptive thought patterns, such as catastrophic thinking and overgeneralization, which
contribute to the maintenance of anxiety symptoms (Beck, 1979). By fostering a more balanced and
realistic perspective, individuals can develop healthier coping mechanisms and reduce their reliance
on avoidance behaviors (Beck, 1979).\nNumerous studies have demonstrated the efficacy of CBT in
treating anxiety disorders. For instance, a meta-analysis by Hofmann et al. (2012) found that CBT
was associated with significant improvements in anxiety symptoms compared to control conditions.
Furthermore, the effects of CBT have been shown to be durable over time, with many individuals
experiencing long-term recovery (Hofmann et al., 2012). The mechanisms underlying the effectiveness
of CBT include the development of cognitive skills, behavioral experiments, and exposure techniques,
which collectively contribute to symptom reduction and improved functioning (Butler et al., 2006).\nIn
cases where anxiety disorders are severe or persistent, CBT can be combined with pharmacotherapy for
enhanced outcomes (Hofmann et al., 2012). This integrative approach leverages the strengths of both
psychological and pharmacological interventions, potentially leading to more comprehensive symptom
relief and improved quality of life (Hofmann et al., 2012). </answer>
<lim_startl>system\nYou are a helpful assistant...{the same as above}...for even better out-
comes.<lim_end|>\n<lim_start/>assistant\n<think>\n\n</think><answer>
Anxiety disorders represent a cluster of mental health conditions marked by an excessive and persistent
fear or worry that significantly impairs an individual’s daily functioning and quality of life. These
disorders often manifest through avoidance behaviors, which can further exacerbate the individual’s
distress and limit their engagement in various life activities.\nCognitive-behavioral therapy (CBT) is
a prominent and empirically supported therapeutic approach for the treatment of anxiety disorders.
CBT is grounded in the cognitive-behavioral model, which posits that maladaptive thought patterns
and behaviors contribute to the maintenance of anxiety symptoms. Through the application of CBT,
individuals are guided to identify, challenge, and modify these negative thought patterns, thereby
fostering the development of healthier cognitive and behavioral strategies.\nResearch has consistently
demonstrated the efficacy of CBT in alleviating symptoms of anxiety disorders. Studies have shown
that CBT can lead to significant improvements in symptom severity and can contribute to long-term
recovery, as evidenced by sustained symptom reduction and enhanced quality of life. Furthermore, the
integration of CBT with pharmacological interventions has been shown to yield even more favorable
outcomes, underscoring the complementary nature of these treatment modalities.\nIn conclusion, CBT
is a cornerstone of evidence-based treatment for anxiety disorders, offering a structured and effective
approach to addressing the cognitive and behavioral aspects of these conditions. Its widespread
adoption and empirical support highlight its importance in the therapeutic landscape for anxiety
disorders.</answer>

Figure 33: The responses (English) of the Qwéft2.5-7B-Instruct to a training example with and
without reasoning for superior CoT enforcement at the beginning. If all the responses with reasoning

are judged worse than those with empty reasoning, the example will be discarded.




Contrast between Responses (Chinese) with and without CoT

<lim_startl>system\nYou are a helpful assistant. The assistant first thinks about the reasoning process in

the mind and then provides the user with the answer. The reasoning process and answer are enclosed

within <think> </think> and <answer> </answer> tags, respectively, i.e., <think> reasoning process

here </think><answer> answer here </answer>. Now the user asks you to complete a task. After

thinking, when you finally reach a conclusion, make sure all your final responses are enclosed between

one <answer> tag and one </answer> tag.<lim_end|>\n<lim_start>user\n 1R & Z 7 EIB E1H DL
FARH SRR, IR IR S Bk 22 BB LR EL T E RS 5T, ﬁ%%ﬁ%

HIRARLZET AT ikt A $ﬂf%1% PREVE S FRORROZ M BLE 5. BRI A2

57\ )ﬂmarkdownﬁj\lgmfk ***ﬁ\ﬂi%ﬁfﬁ <I1m endl>\n<lim_ startl>ass1stant\n<th1nk>
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: e (5 H - B
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</th1nk>
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5 W 22 AR M 2 5 B B 2 R =l

ﬁu w ARG DL Ak B 08 ALK
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</ Answer>

<lim_start>system\nYou are a helpful assistant....{the same as above}... [Hmarkdown 7} FEfF: ***5
FFEFE 4 o <lim_end>\n<lim_start/>assistant\n<think>\n\n</think><answer>

*y 28 AR AR TR — M ESh R R I T 25 EZ AR R EERR « H k223
A 22 %%EE’J%?&’EETyJ{ HER LA A RWIRIEZEM RN T HERSRE
ENEEZ 5% . Rk 23Utk 2 5 B2 [\ i R IRZ SR 2] S 52| B/ H
WEFETE . BB 2Pl 22 BBt BEINSEMEA - REkH 2Ry
S5 EZ AKX AEINFES 22 A5 A2 E BEREVEMZ R 5 BT P& -
ZAmERSE THLSHENR AT UEIERE TEZEF R EMM LB LT K -
BB TAEZ S RIEN 22 OR SRFEATAE DL A8 X RBABA B 5%y 22 27 [B] 58 R 815 BN R 2
MED) . FNAETEEHMEMAB 2N EHTEEHE EEsh. IRVUHESKHZZIA
E"J?é%&“??ﬁ%ﬂﬂﬁﬂe e Ry 2 5B E Z % RGPS ER) « B2 AFHR
EWNHIEZ BTN THEREREENEEZS 5% . K %%E_Zlﬂﬂ@ﬁﬁﬁxﬁﬁ*ﬁﬁ%
ZA S 5FHEMBEEFETE . HL5HEZ AR RADEEMFEH 2 HAREH
SEFFRA B MR S P B TS558 - </answer>

Figure 34: The responses (Chinese) of the Qwen2.5-7B-Instruct to a training example with and
without reasoning for superior CoT enforcement at the beginning. It can be observed that the shallow
reasoning ignores the format constraints and therefore causes inferior final answer with respect to the
answer with empty reasoning. If all the responses with reasoning are judged worse than those with
empty reasoning, the example will be discarded.
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Figure 35: Training dynamics across model families: Qwen2.5-7B, LLaMA3.1-8B, and Ministral-8B

(best viewed magnified).
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Figure 36: Training dynamics across model families: DeepSeek-Qwen1.5B, DeepscaleR-1.5B, and
DeepSeek-Qwen7B (best viewed magnified).
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Figure 37: Training dynamics on Qwen-2.5 models (1.5B/7B-Instruct) and ablation studies (best

viewed magnified).
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction accurately reflect the paper’s contributions to
cultivate reasoning of LLMs for tackling complex instructions.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: The limitations have been discussed in the Sec.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: This paper does not include theorems or lemmas.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All the codes and data have been available and will be released at https:
//anonymous . 4open.science/r/IRAIF-B3A0/README.md. In addition, we have pro-
vided all the detailed implementations in the appendix (see Secs. [A.4] [A.5] [A.6).

Guidelines:
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* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All the codes and data have been available and will be released at https:
//anonymous . 4open.science/r/IRAIF-B3A0/README. md,

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have provided all the detailed implementations in the appendix (see
Secs.[A4[A.5]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The statistics of results follow the definitions and implementations of existing
benchmarks (Tables[T} 2} @] [T7] 18} 19} 20} 21} 22} 23] 24).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have reported in Sec.[A.6

Guidelines:
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Our research conforms with the NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We have provided the broader impact at the last of the paper.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All assets used in the paper, including datasets, are publicly available. Proper
credits are given to the creators or original owners of these datasets where applicable.

The licenses and terms of use for these datasets are explicitly mentioned and respected in
accordance with their respective guidelines.

Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have attached our prompts and user instructions in the appendix. The
involved training and validation data are also released at https://anonymous.4open,
science/r/IRAIF-B3A0/README.md.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
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14.

15.

16.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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