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Abstract001

With the widespread proliferation of the in-002
ternet among children, residual toxic con-003
tent and the absence of value-oriented guid-004
ance in online news have emerged as press-005
ing safety challenges. This paper proposes a006
multi-model collaborative framework for chil-007
dren’s news rewriting — CRV-LLM (Chil-008
dren’s Risk-control and Value-guidance Large009
Language Model) — designed to conduct in-010
depth risk identification and precise rewrit-011
ing across four key dimensions: vocabulary,012
events, headlines, and values. CRV-LLM inte-013
grates four lightweight risk detection models014
with a DeepSeek-R1-Distill-Qwen-32B rewrit-015
ing model, achieving effective removal of po-016
tentially harmful information and embedding017
of positive value guidance, all while ensuring018
readability for young audiences. Experimen-019
tal results demonstrate that CRV-LLM outper-020
forms mainstream models on core indicators021
such as safety and educational value, with a022
62% improvement in inference efficiency. This023
work offers an efficient, scalable technical so-024
lution for the safe management of children’s025
online news content.026

1 Introduction027

News reading plays a crucial role in children’s de-028

velopment (jinlili, 2025), as it not only broadens029

their knowledge horizons but also cultivates critical030

thinking, information literacy, and a sense of social031

responsibility. However, the language, content, and032

narrative styles of many traditional news articles033

are not suitable for young readers. Such texts may034

involve complex societal issues, violent events, or035

negative emotions, which may mislead children’s036

cognitive understanding. Therefore, rewriting news037

articles to make them more comprehensible, safe,038

and educational has become a central goal in the039

development of child-friendly news.040

At present, risk management for children’s texts041

primarily relies on keyword filtering and machine042

Figure 1: Examples of adult and corresponding chil-
dren’s news on the same topic

learning models. Keyword filtering (Aho and Cora- 043

sick, 1975) identifies and blocks potentially harm- 044

ful content by defining specific words or phrases, 045

while machine learning models (Rosenblatt, 1958) 046

classify texts to detect risks through algorithmic 047

training. Although these methods have improved 048

content safety to some extent, they still exhibit sig- 049

nificant limitations. Keyword filtering struggles to 050

accurately identify implicit or context-dependent 051

risks, often resulting in false positives or false neg- 052

atives. Machine learning models may fail to de- 053

tect subtle risks—such as psychological impact or 054

value misalignment—due to limited training data 055

and may even introduce algorithmic bias leading to 056

misclassification. 057

In contrast, large language models (LLMs) have 058

demonstrated strong capabilities in semantic under- 059

standing and content generation through pretrain- 060

ing on massive corpora (Zhao et al.). Compared 061

to traditional small-scale models, LLMs can sig- 062

nificantly enhance the coherence, readability, and 063

richness of rewritten texts without requiring task- 064

specific fine-tuning. In terms of safety control, 065

existing AI safety research has mainly focused on 066
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adult users, national security, and general misin-067

formation. A few recent studies (Kurian, 2024)068

have begun to explore potential risks in interac-069

tions between children and LLMs, proposing con-070

strained generation strategies to align outputs with071

ethical standards. Nonetheless, research specifi-072

cally addressing child-oriented content safety re-073

mains scarce, especially in systematic forms. Al-074

though some work has explored using LLMs to075

assist in child-friendly news rewriting (Xiaomeng076

et al., 2024), outputs often retain inappropriate con-077

tent for children and lack sufficient value-oriented078

guidance (see Figure 1). These limitations high-079

light the need for more refined risk management080

strategies to ensure safety, educational value, and081

value alignment in generated content. Furthermore,082

the end-to-end nature and computational intensity083

of LLM-based workflows pose challenges for real-084

time rewriting and large-scale deployment.085

We introduce an innovative framework integrat-086

ing four lightweight risk detection models with the087

DeepSeek-32B large language model to enhance088

child-oriented news rewriting efficiency and accu-089

racy. These models target vocabulary, events, head-090

lines, and values, facilitating multi-dimensional091

risk assessment and targeted suggestions, thus092

improving precision and reducing over-filtering.093

DeepSeek-32B, as the core rewriting engine, syn-094

thesizes risk detector inputs to generate coherent,095

age-appropriate content. This decoupling of de-096

tection and rewriting enables parallel processing,097

significantly speeding up the process. Our experi-098

ments confirm substantial enhancements in rewrit-099

ing quality and controllability, bolstering real-time100

and scalable child-friendly news generation. Lever-101

aging this framework, we developed a specialized102

dataset for children’s news risk analysis to refine103

detection performance and foster future research104

on safe content creation. This approach not only105

boosts detection and rewriting efficiency but also106

addresses the current lack of value alignment in107

child news rewriting.108

Our contributions include: An efficient, scal-109

able framework for managing child-oriented online110

news content risks, addressing limitations such as111

weak risk control and real-time generation inef-112

ficiency;A robust risk detection mechanism that113

precisely identifies inappropriate content across114

multiple dimensions, preventing over-filtering and115

misclassification;A high-quality dataset for chil-116

dren’s news risk analysis, supporting future model117

optimization and secure content production.118

2 DataSet 119

The primary dataset used in this study is derived 120

from the THUCNews text classification dataset. 121

THUCNews was curated by the Natural Language 122

Processing Group at Tsinghua University based on 123

historical data collected from Sina News between 124

2005 and 2011. After filtering and preprocessing, 125

the dataset includes approximately 740,000 news 126

articles. From this collection, we selected three rep- 127

resentative categories—sports, politics, and enter- 128

tainment—to ensure content diversity and domain 129

coverage. We randomly sampled 10,000 news ar- 130

ticles from these categories to construct a founda- 131

tional dataset for downstream tasks including risk 132

detection and child-friendly rewriting. 133

To define potential risk factors in news content, 134

we referred to legal and regulatory documents such 135

as the Law on the Protection of Minors and the Reg- 136

ulations on the Protection of Minors in Cyberspace. 137

Based on these guidelines, we constructed a de- 138

tailed risk taxonomy comprising four dimensions: 139

vocabulary, events, headlines, and values. This 140

taxonomy includes content potentially harmful to 141

children’s mental development or moral cognition, 142

such as violent, explicit, misleading, or contextu- 143

ally inappropriate expressions. 144

To further evaluate the risk management capa- 145

bilities of large language models across various 146

content types, we annotated news articles with sen- 147

timent attributes. Utilizing GPT-4, the articles were 148

categorized into three distinct sentiment classes: 149

positive, neutral, and negative. Subsequently, these 150

classifications underwent rigorous review by hu- 151

man annotators to ensure their accuracy.The re- 152

sulting test dataset comprises 1,000 news articles, 153

which are distributed as follows: 300 articles are 154

labeled as positive, characterized by encouraging, 155

inspiring, or emotionally neutral content; 300 are 156

considered neutral, conveying factual or objective 157

information with a minimal emotional tone; and 158

400 are classified as negative, encompassing top- 159

ics related to social conflict, violence, or anxiety- 160

inducing subjects. This sentiment-based classifica- 161

tion facilitates a more nuanced evaluation of model 162

performance within risk contexts that are driven 163

by sentiment. Consequently, it enables us to refine 164

the multi-model coordination framework to better 165

address these challenges. 166

In rewriting experiments, we used this sentiment- 167

labeled dataset to evaluate several mainstream 168

LLMs, including Xunfei Xinghuo-v3.5, ERNIE- 169
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Risk Content Risk Values
News Category Xunfei Xinghuo-v3.5 ERNIE-3.5 GLM-4 Xunfei Xinghuo-v3.5 ERNIE-3.5 GLM-4
Politics 13 10 4 7 4 3
Entertainment 34 58 42 23 34 20
Sports 27 18 17 14 20 17
Total 74 86 63 44 58 40

Table 1: Distribution of risk content and risk values in negative news across different categories

Figure 2: Framework Process Diagram

3.5, and GLM-4, by prompting them to generate170

child-friendly versions of the news content using171

a unified instruction template. Results showed172

that models exhibited the most vulnerability when173

rewriting negative news, often failing to avoid risk-174

related vocabulary, events, and value omissions. In175

contrast, performance on positive and neutral ar-176

ticles was generally more controlled and aligned177

with safety standards.178

3 Method179

3.1 Overview180

The proposed framework for Child Internet News181

Risk Management and Value Guidance, referred182

to as CRV-LLM, is illustrated in Figure 2. This183

multi-model collaborative architecture is designed 184

to operate in three sequential stages: 185

Risk Detection.Four lightweight, LoRA-tuned 186

models are employed to detect potential risks 187

in the input news text across four dimen- 188

sions—vocabulary, events, headlines, and values. 189

These models analyze whether any content is inap- 190

propriate for children and provide corresponding 191

rewriting suggestions or alternatives based on their 192

assessments. 193

Value Alignment. A dedicated value guidance 194

model evaluates the presence and completeness of 195

value-oriented content in the original text. If value 196

deficiencies are detected, the model supplements 197

the text with positive, educational content aimed 198

at enhancing children’s moral cognition and social 199

3



Figure 3: Instruction Dataset Construction Process Diagram

learning.200

Collaborative Rewriting. The original article,201

combined with risk-level suggestions and value-202

enhancement segments from the detection mod-203

ules, is passed into a rewriting module built upon204

DeepSeek-32B. The model synthesizes this input to205

generate a final version of the news article suitable206

for children.207

The architecture adopts a modular design that208

decouples risk detection from rewriting. The four209

risk detection models are fine-tuned versions of210

DeepSeek-R1-Distill-Qwen-7B(hereafter referred211

to as DeepSeek-7B), with each LoRA-based model212

occupying only about 2.1% of the parameter size213

of the base model.214

The following subsections describe the construc-215

tion of the instruction dataset (Section 4.2) and the216

fine-tuning of the risk detection models (Section217

4.3).218

3.2 Instruction Dataset Construction219

Building upon the foundational news dataset de-220

scribed in Section 3, we further designed four tai-221

lored instructional data schemas to support the222

training of risk detection modules across four di-223

mensions: vocabulary, events, headlines, and val-224

ues. These schemas are implemented as struc-225

tured questionnaire frameworks that guide the226

data mining process toward extracting high-quality,227

dimension-specific risk examples. The data serve 228

both as training material for model fine-tuning 229

and as evaluation benchmarks for risk detection 230

effectiveness. Each questionnaire framework is 231

designed to capture not only explicit risk indica- 232

tors—such as sensitive words or extreme emotional 233

language—but also implicit risks, including mis- 234

leading narratives, latent biases, or subtle negative 235

implications. This ensures comprehensive cover- 236

age and high annotation precision. The frameworks 237

are detailed in Supplementary Appendix B. 238

To support the model’s reasoning process, each 239

questionnaire follows a chain-of-thought (CoT) de- 240

sign. The process is divided into three stages: 241

1. Risk Identification: Scanning sentences line- 242

by-line to identify potential risk elements un- 243

der each dimension. 244

2. In-Depth Analysis: Categorizing and scoring 245

identified risks to validate their severity and 246

contextual relevance. 247

3. Remediation Suggestions: Proposing action- 248

able rewrite strategies for each risk point, in- 249

cluding alternatives and appropriateness anal- 250

ysis. 251

From the THUCNews corpus, we extracted an 252

additional 10,000 articles for annotation. These 253
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texts were subjected to four rounds of risk-specific254

labeling using a locally deployed teacher model255

(DeepSeek-R1-32B). The results were cleaned au-256

tomatically and verified manually, resulting in four257

base instruction datasets—each aligned with one258

risk detection dimension.259

To ensure the interoperability and consistency of260

the modular risk detectors, we developed a unified,261

multi-dimensional data construction pipeline, as262

shown in Figure 3. Key features of this pipeline263

include:264

Sequential Construction. Each article is pro-265

cessed through the three CoT stages: identification,266

analysis, and suggestion, with explicit chain-of-267

thought prompts injected at every step to maintain268

coherence and consistency.269

Cross-Dimensional Linking. A unified Sample270

ID system binds annotations across dimensions271

for the same article, eliminating redundancy and272

avoiding label conflict across modules.273

Parallel Fine-Tuning Preparation. After con-274

structing the full dataset, we split it into four275

dimension-specific subsets for parallel fine-tuning276

of the risk models. This ensures high efficiency277

while maintaining consistency and comparability278

across tasks.279

This unified, efficient dataset construction280

methodology not only preserves the interdepen-281

dency among the risk detection modules but also282

reduces preprocessing and tuning costs, laying a283

solid foundation for subsequent multi-model coor-284

dination.285

3.3 Instruction-Based Fine-Tuning286

DeepSeek-7B is utilized as the base model for287

fine-tuning four risk models, employing the Alpha-288

formatted instruction dataset in conjunction with289

the LoRA technique (Hu et al., 2021) for the fine-290

tuning of the DeepSeek-7B model. The principle291

of LoRA involves the addition of low-rank adjust-292

ments to the model’s original weights, and we have293

applied LoRA to all query/key/value/output projec-294

tion matrices within the self-attention modules.295

4 Experiments and Results296

4.1 Experimental Setup297

To comprehensively evaluate the effectiveness and298

applicability of the proposed framework, this paper299

selects four mainstream Large Language Models300

(LLMs) as experimental models, namely: Xunfei301

Xinghuo-v3.5, ERNIE-3.5, Hunyuan-Turbo-Latest,302

and Baichuan3-Turbo. Through comparative anal- 303

ysis across multiple models, the aim is to test the 304

framework’s stability and generalization capabili- 305

ties under various generation systems. All models 306

are uniformly set with a temperature parameter of 307

0.5 in the experiments to ensure consistency and 308

controllability of the generation outcomes. Addi- 309

tionally, this paper introduces the DeepSeek series 310

models for comparative testing, including both the 311

32B and 7B models, with the 32B model desig- 312

nated as the framework’s baseline model to mea- 313

sure overall performance improvements. In terms 314

of experimental design, this paper constructs three 315

sub-experiments to systematically assess the frame- 316

work from three critical dimensions: rewriting qual- 317

ity, risk management module effectiveness, and 318

system inference efficiency: 319

Rewriting Quality Assessment. A cross- 320

validation mechanism is employed to conduct ex- 321

pert reviews of the rewriting results from five di- 322

mensions: content safety, educational guidance, 323

content appropriateness, information integrity, and 324

language coherence, thereby comprehensively eval- 325

uating the quality of the framework’s generated 326

text. This experiment selects three leading LLMs 327

as evaluation models. These models include: GPT- 328

4.o, Deepseek-R1, and Qwen-max. The dataset 329

used consists of two parts: D containing 400 chil- 330

dren’s news texts, and D with 400 corresponding 331

adult news texts thematically related to the chil- 332

dren’s news texts. Considering the randomness 333

of LLM-generated texts, the texts were transmit- 334

ted three times, and the final average results were 335

calculated. 336

Risk Management Module Assessment. To 337

quantitatively evaluate the performance of the risk 338

detection module, this paper introduces two met- 339

rics, Risk Avoidance Rate (RAR) and Rewriting 340

Rate (RR), to measure the model’s detection and 341

avoidance capabilities for potentially harmful con- 342

tent and its rewriting performance after detecting 343

high-risk content. Let N be the total number of 344

texts, for the i-th text, Rirepresents the number 345

of actual existing risk points, Direpresents the 346

number of risk points detected by the model, and 347

Firepresents the number of undetected risk points 348

among those detected. 349

RAR =
1

N

N∑
i=1

Di

Ri
(1) 350
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351

RR =
1

N

N∑
i=1

Fi

Di
(2)352

Efficiency Assessment. By comparing the to-353

tal inference latency (IL) and GPU memory usage354

metrics between the framework and the full de-355

ployment of DeepSeek-32B during the inference356

phase, the resource optimization capabilities and357

execution efficiency in practical deployment are358

analyzed. Through the aforementioned multidi-359

mensional comprehensive experiments, this paper360

verifies the controllability, practicality, and scal-361

ability of the proposed framework in the task of362

rewriting children’s internet news, providing the-363

oretical and practical foundations for subsequent364

model security and value-oriented optimization.365

4.2 Experimental Results and Analysis366

Rewriting Quality Assessment Re-367

sults:Comparing results in Table 2 and Figure 4,368

the CRV-LLM framework demonstrates superior369

performance in rewriting children’s news across370

multiple dimensions. It achieves a top safety371

score of 91.0, outperforming others by 3-7 points,372

indicating its precision in filtering risky content373

and moderating negative language. With an374

educational guidance score of 86.0, it significantly375

surpasses other models (73-81 points), showcasing376

its capability to embed positive content effectively.377

CRV also excels in appropriateness, aligning378

well with children’s cognitive styles and narrative379

rhythms. Although slightly lower in information380

completeness, this trade-off is intentional to381

prioritize safety and educational value. CRV382

maintains a coherence score of 91.6, ensuring text383

fluency and logical consistency during rewriting.384

Overall, CRV-LLM’s integrated risk management385

and value guidance not only ensure text safety386

but also enhance educational impact and reading387

experience. To assess the consistency of three

Figure 4: Multi-dimensional experimental evaluation
results radar chart

388
evaluation models, we randomly sampled 50389

texts from each, totaling 300, and used ICC 390

for consistency assessment, supplemented by 391

correlation and non-parametric variance tests. 392

Results in Appendix D show high consistency 393

across dimensions, with correlation coefficients 394

above 0.6 and significant positive Spearman rank 395

correlations. The Friedman test indicates model 396

differences in some dimensions, reflecting varying 397

design focuses, yet overall consistency remains 398

unaffected, confirming model reliability. The CRV- 399

LLM’s success in rewriting children’s news is due 400

to its dual-module architecture: a risk management 401

module for precise filtering of negative content 402

and a value guidance module for embedding 403

positive prompts. Its multi-model fusion strategy 404

integrates safety review with content generation, 405

forming a "filtering—suggesting—optimizing" 406

loop, adaptable to various contexts. Optimized 407

for children’s cognition, it enhances language 408

style, sentence length, vocabulary, and narrative 409

rhythm, improving engagement and readability, 410

thus achieving comprehensive improvements in 411

safety, educational value, and coherence. 412

Risk Management Module Assessment Re- 413

sults: This study evaluated the Risk Avoidance 414

Rate (RAR) across four modules—vocabulary, 415

event, title, and values—and focused on the Rewrit- 416

ing Rate (RR) for titles and values. As per Table 417

3, the framework showed the lowest RAR in titles 418

and values, highlighting its sensitivity to risks in 419

these areas. Notably, it achieved a 100% identifica- 420

tion rate for values, underscoring its effectiveness 421

in detecting value biases. In vocabulary and event 422

RAR assessments, the Hunyuan-turbo-latest model 423

excelled with scores of 0.0149 and 0.0991, respec- 424

tively. Although our framework’s RAR values were 425

slightly higher, they significantly surpassed the 426

baseline and 7B models, matching general mod- 427

els like Xunfei Xinghuo and ERNIE-3.5, indicat- 428

ing comparable risk identification capabilities. For 429

RR, our framework led in title rewriting with an 430

RR of 0.0201, the lowest among compared mod- 431

els, showing its ability to provide precise rewrit- 432

ing suggestions. Its RR in values rewriting was 433

close to the top-performing 32B model, confirm- 434

ing high-quality rewriting while maintaining high 435

identification rates. 436

In summary, our framework effectively identifies 437

and intervenes in multi-dimensional risks, particu- 438

larly in titles and values, combining high identifi- 439

cation rates with superior rewriting quality, demon- 440

strating practical value and potential in children’s 441
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Model Name Safety Educational Guidance Appropriateness Information Completeness Coherence
CRV 91.0 86.0 86.3 76.5 91.6
Xunfei Xinghuo-v3.5 84.2 75.3 78.6 76.3 88.1
Baichuan3-turbo 88.2 70.5 82.7 79.8 91.5
Hunyuan-turbo-latest 84.0 73.3 78.0 80.1 88.8
ERNIE-3.5 89.7 74.7 72.3 76.3 86.2
DeepSeek-R1-Distill-Qwen-32B 86.6 80.2 81.0 80.1 90.0

Table 2: Comprehensive assessment results of the generated text across five dimensions by three evaluation models

RAR RR
Model Name Vocabulary Event Title Values Title Values
CRV 0.2626 0.1900 0.0197 0 0.0201 0.0754
DeepSeek-r1-32b 0.2835 0.1322 0.1578 0.0471 0.0703 0.0462
DeepSeek-r1-7b 0.5223 0.2396 0.1513 0.1069 0.2558 0.4718
Xunfei Xinghuo-v3.5 0.3134 0.4942 0.1776 0.0597 0.0880 0.0635
ERNIE-3.5 0.2388 0.1157 0.0328 0.0503 0.2721 0.1059
Hunyuan-turbos-latest 0.0149 0.0991 0.0592 0.0094 0.1328 0.0506
Baichuan3-Turbo 0.0298 0.1042 0.0592 0.0440 0.0629 0.0526

Table 3: Assessment results of generated text based on RR and RAR metrics

news risk control.442

Efficiency Assessment Results: As shown in

Model Name IL (s) GPU (G)
CRV 15.6 391.5
DeepSeek-R1-32B 41.12 708.5

Table 4: Comparison of model inference efficiency

443
Figure 4, in terms of inference efficiency, the av-444

erage time taken by our framework to process a445

news article, from risk identification, suggestion446

generation, to rewriting into a child-friendly ver-447

sion, is 15.6 seconds, significantly outperforming448

the 41.12 seconds required for full processing using449

the 32B model. In terms of GPU memory usage,450

the framework’s average usage is 312.3 GB, which451

is approximately 44% of the 708.5 GB used by the452

DeepSeek-32B model, indicating a notably lower453

consumption.454

These results indicate that while ensuring text455

safety and rewriting quality, our framework has a456

clear advantage in inference speed and resource effi-457

ciency, demonstrating its good adaptability in prac-458

tical deployment and large-scale application sce-459

narios. The acceleration advantage of CRV-LLM460

stems from two aspects: First, the lightweight de-461

tection models reduce the parameter scale through462

low-rank adaptation (LoRA), increasing the infer-463

ence speed of a single model by 3.2 times; Second,464

the modular design supports parallel execution of465

risk detection and rewriting tasks, shortening the466

time delay by 60% compared to a serial process.467

4.3 Ablation Study 468

Our ablation study assessed the impact of indi- 469

vidual and combined modules—risk vocabulary, 470

risk event, risk title, and value guidance—on the 471

safety of children’s news text generation. Results 472

in Appendix C reveal that each module surpasses 473

the Baseline in specific dimensions: vocabulary, 474

event, and title modules enhance safety and ap- 475

propriateness, while the value module boosts ed- 476

ucational guidance. Combined modules, partic- 477

ularly dual and triple combinations, significantly 478

improve performance across most dimensions. For 479

instance, the vocabulary+event combination en- 480

hances safety, and vocabulary+values combination 481

excels in educational guidance. The triple-module 482

combination achieves optimal balance, with in- 483

creased module numbers enhancing overall perfor- 484

mance. The CRV framework demonstrates superior 485

performance across five dimensions, underscoring 486

the importance of complete module integration for 487

comprehensive model performance enhancement. 488

The grouped bar charts in Appendix C emphasize 489

the value module’s role in enhancing educational 490

content. Combinations including the value module 491

consistently outperform those without it in educa- 492

tional scoring, with educational scores improving 493

as more modules are added, reaffirming the value 494

module’s pivotal role in multi-module collabora- 495

tion. In conclusion, the study highlights the critical 496

role of multi-module collaboration in optimizing 497

text generation. Each module contributes uniquely 498
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across dimensions, and their strategic combination499

significantly amplifies advantages, providing a ro-500

bust foundation for generating high-quality chil-501

dren’s news text.502

5 Related Work503

Safety in Large Language Models.Safety re-504

search for large language models (LLMs) is crucial505

for preventing the generation of harmful content506

and enhancing robustness against adversarial in-507

puts. This involves real-time monitoring, risk de-508

tection, and behavioral regulation to ensure model509

stability and reliability. (Zhao et al., 2025) en-510

hances model generalization in out-of-distribution511

scenarios using data augmentation and Negative512

Preference Optimization (NPO), strengthening re-513

sistance to jailbreak attacks through critical refusal514

tokens. In risk detection, safety guardrail models515

combine data-driven classification with probabilis-516

tic graphical models (PGMs) for logical reasoning517

to block unsafe content. (Li et al., 2024) introduces518

a "risk-benefit tree" framework for content modera-519

tion, while (Han et al., 2024) improves LLM safety520

and response quality through detection and error521

correction. (Belmoukadam et al., 2024) proposes a522

user-centric zero-shot learning method for filtering523

malicious text, integrating LLMs with stochastic524

gradient descent (SGD) and optimal control. For525

real-time monitoring, (Zhang et al., 2024) extends526

safety analysis to interactive environments, and527

(Xie et al., 2024) explores online safety analytics528

for live text generation. Kurian (2024) emphasizes529

the need for AI system design that prioritizes chil-530

dren’s vulnerabilities and needs.531

Alignment of Large Language Mod-532

els.Ensuring LLM behaviors align with intended533

objectives involves techniques like Supervised534

Fine-Tuning (SFT), Reinforcement Learning from535

Human Feedback (RLHF), and principle-driven536

integration. However, these face limitations537

such as imprecise rule-setting and insufficient538

risk awareness. (Yao et al., 2023) proposes a539

paradigm based on Schwartz’s Basic Human540

Values theory, analyzing LLM behaviors with541

the FULCRA dataset. Raoul (2024) develops542

a tool combining LLMs and dictionary-based543

methods for extracting context-specific values,544

enhancing decision-making accuracy. (Luo545

et al., 2024) introduces the Guide-Align method,546

enforcing value consistency with a guideline547

repository. (Wang, 2024) validates LLMs as direct548

reward signals in 2D grid-world environments, 549

guiding agents to avoid negative effects. In news 550

applications, (Piotrkowicz et al., 2024) advances 551

automated news value extraction from headlines 552

using NLP, addressing scalability issues. (Liu 553

et al., 2024) optimizes alignment with implicit 554

and explicit value functions at token and block 555

levels. However, domain-specific fine-tuning 556

of aligned LLMs risks safety degradation, and 557

current methods like freezing "safety layers" (Li 558

et al., 2025) inadequately maintain parameter-level 559

safety. 560

6 Conclusion 561

In this pioneering study, we systematically inte- 562

grated large language models (LLMs) into chil- 563

dren’s news safety, introducing the Children’s In- 564

ternet News Risk Management and Value Guid- 565

ance (CRV-LLM) framework. This framework 566

comprises two key modules: Risk Management 567

and Value Guidance. Our experiments indicate 568

that the Risk Management Module efficiently fil- 569

ters risky content, enhancing text safety, while 570

the Value Guidance Module bolsters positive mes- 571

saging. CRV-LLM, through its fine-grained con- 572

trol and optimization, not only meets children’s 573

news generation needs but also improves readabil- 574

ity, safety, and educational value. It maintains con- 575

tent quality, increases inference efficiency by 62% 576

over traditional LLMs, and cuts memory usage to 577

44%. The modular, lightweight design of CRV- 578

LLM offers an efficient, scalable solution for real- 579

time rewriting and broad deployment of children’s 580

news, enhancing its educational value for learning 581

and growth. 582

Limitations 583

Despite the framework’s promising initial achieve- 584

ments, there are still areas for improvement. These 585

include fine-grained risk identification in complex 586

contexts, detection of implicit biases, and knowl- 587

edge coverage. Additionally, the value guidance 588

strategy needs to better adapt to diverse cultural 589

backgrounds and the needs of different age groups. 590

Future work will focus on supplementing and in- 591

tegrating knowledge to enhance risk identifica- 592

tion quality, connecting to authoritative knowledge 593

bases to reinforce content accuracy, and developing 594

personalized value intervention mechanisms. We 595

also plan to validate the system’s generalizability 596

and stability in more real-world scenarios. 597
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Title expression appropriateness: Does the text703

title avoid using sensational, shocking, frightening,704

or exaggerated expressions, or misleading, emo-705

tionally provocative content.706

Educational Guidance Positive values: Does707

the text convey positive emotions, social responsi-708

bility, such as honesty, bravery, compassion, etc.709

Behavior guidance: Does the text provide prac-710

tical information or suggestions to help children711

learn life skills, encouraging them to make correct712

judgments and actions.713

Content Appropriateness714

Topic and context matching: Does the text avoid715

involving complex political, ethical conflicts, adult716

plots, and is it suitable for children’s psychological717

development.718

Language and knowledge difficulty matching:719

Does the text use common vocabulary, simple sen-720

tences, and avoid overly abstract or jargon-heavy721

language.722

Information Completeness723

Fact retention: Are the core events, characters,724

and backgrounds of the original text accurately725

restated.726

Structure restoration: Are the causes, processes,727

and results of the original text’s causal relationships728

preserved.729

Coherence730

Grammar and word choice correctness: Is the731

text free of grammatical errors, typos, or improper732

word usage.733

Sentence structure naturalness: Does the text734

have any breaks, jumps, or repetitive sentences.735

Tone and style consistency: Does the text match736

the tone of children, expressing consistency and737

readability.738

Original Text = Adult version news739

Text to be Evaluated = Text generated by the740

model741

B Survey Framework742

This study has developed a personalized question-743

naire framework across four dimensions, which is744

designed for data mining in the training sets of four745

lightweight models. Each of these questionnaire746

frameworks shares a three-stage thought process747

chain.748

C Evaluation Results of Ablation Study749

The ablation study investigated the impact of single,750

dual, and triple module combinations on the gener-751

Figure 5: Vocabulary Specialized Survey Framework

Figure 6: Event Specialized Survey Framework

Figure 7: Title Specialized Survey Framework

ation of text, with a particular focus on examining 752

the significance of the value guidance module. 753

D Evaluation results of the consistency 754

experiment 755

To verify the consistency and validity of the eval- 756

uation models, this paper conducts a consistency 757
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Figure 8: Value Specialized Survey Framework

Figure 9: Radar chart of a single module on five dimen-
sions

Figure 10: Radar chart of two modules on five dimen-
sions

study and analyzes the score distribution across758

various evaluation models to explore the scoring759

preferences of different models.760

Figure 11: Radar chart of three modules on five dimen-
sions

Figure 12: Bar chart of the assessment results of the
value module in terms of education

Figure 13: Heatmap of evaluation results of each mod-
ule combination across multiple dimensions

Figure 14: The correlation of three evaluation models
across various dimensions.
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Figure 15: Safety

Figure 16: Educational Guidance

Figure 17: Coherence

Figure 18: Appropriateness

Figure 19: Information Completeness

Figure 20: ICC
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