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Abstract

The abundance of free internet data offers unprece-
dented opportunities for researchers and develop-
ers, but it also poses privacy risks. Utilizing data
without explicit consent raises critical challenges
in protecting personal information. Unlearnable
examples have emerged as a feasible protection
approach, which renders the data unlearnable, i.e.,
useless to third parties, by injecting imperceptible
perturbations. However, these perturbations only
exhibit unlearnable effects on either a particular
dataset or label-consistent scenarios, thereby lack-
ing broad applicability. To address both issues
concurrently, we propose a universal perturba-
tion generator that harnesses data with concept
unlearnability, thereby broadening the scope of
unlearnability beyond specific datasets or labels.
Specifically, we leverage multi-modal pre-trained
models to establish a connection between the data
concepts in a shared embedding space. This con-
nection enables the information transformation
from image data to text concepts. Consequently,
we can align the text embedding using concept-
wise discriminant loss, and render the data un-
learnable. Extensive experiments conducted on
real-world datasets demonstrate the concept un-
learnability, i.e., cross-dataset transferability and
label-agnostic utility, of our proposed unlearnable
examples, and their robustness against attacks.

1. Introduction

In the past few decades, the abundance of free data available
on the internet has revolutionized the field of deep learn-
ing (Deng et al., 2009; Brown et al., 2020; Han et al., 2024;
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Figure 1. An illustration of the capability boundary of existing un-
learnable examples and the desired capability of concept unlearn-
ability, which exhibits both cross-dataset transferability (applicable
to a new dataset without retraining) and label-agnostic utility (ap-
plicable to data with different labels).

Liu et al., 2023b; 2021a; 2023a). However, this easy access
to vast amounts of data has raised concerns regarding pri-
vacy and data security. As data is increasingly used without
explicit consent from owners, protecting personal informa-
tion becomes paramount. One emerging approach to address
this concern is generating unlearnable examples, which en-
sures that an unauthorized third-party model cannot retain
any useful information about the protected data (Huang
et al., 2021; Fu et al., 2022; Ren et al., 2023). Unlearnable
examples are generated by injecting imperceptible pertur-
bations, making the data samples usable for humans but
unlearnable for models. The perturbation is typically error-
minimizing noise that creates shortcut features which mod-
els can readily capture, thereby disregarding the data’s orig-
inal features (Yu et al., 2022). Consequently, injecting this
perturbation renders the data sample unlearnable.

However, the practical applicability of unlearnable examples
is limited. As shown in Figure 1, existing methods either
i) suffer from a lack of cross-dataset transferability (Ren
et al., 2023) or ii) are confounded by label-agnostic scenar-
ios (Zhang et al., 2023). On the one hand, the majority of
perturbations are designed specifically for a target dataset,
resulting in a notable decrease in their unlearnability when
applied to other non-target datasets. The absence of cross-
dataset transferability necessitates generating perturbations,
i.e., retraining, for each dataset, posing challenges in real-
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world scenarios with dynamic and even streaming data. On
the other hand, existing methods predominantly assume a
label-consistent setting where both the data owners and third
parties assign the same labels to the data. In reality, this
assumption is highly improbable, as third parties commonly
employ different labeling schemes compared to the data
owners, thus creating label-agnostic scenarios.

Recently, several methods have been proposed to address the
aforementioned issues separately (Ren et al., 2023; Zhang
et al., 2023). However, these methods fall short of con-
currently addressing both issues. There are three primary
challenges. Firstly, the transferable approach conducts cross-
class perturbation interpolation to achieve cross-dataset
transferability. However, this approach requires determining
the class label of perturbations, making it inapplicable in
label-agnostic scenarios. Secondly, the label-agnostic ap-
proach relies on pseudo-labels obtained from clustering to
replace the data owner’s labels. Nevertheless, the clustering
results are unstable, e.g., sensitive to initialization and the
number of clusters. Last but not least, the efficiency of both
approaches is not satisfactory. The transferable approach
follows the time-consuming gradient-based method, while
the label-agnostic approach requires training a separate gen-
erator for each cluster.

To concurrently address both issues, we propose a univer-
sal perturbation generator (One-for-All, 14A) capable of
producing unlearnable examples that enjoy concept unlearn-
ability, including both cross-dataset transferability and label-
agnostic utility. In other words, our universal generator is
designed to render concepts unlearnable beyond specific
datasets or labels. Thus, it exhibits zero-shot generation
ability. Once trained, this generator enables input from any
sample, providing significant efficiency advantages over
gradient-based methods and multi-generator methods. To
automatically assign unique labels to all data samples, we
introduce a multi-modal pre-trained model, e.g., CLIP (Rad-
ford et al., 2021), that connects input image data with text
labels in a shared embedding space, naturally overcoming
the label-agnostic issue. Additionally, these automatically
assigned labels eliminate the need for clustering. To render
data unlearnable, we determine the similar and opposite con-
cepts as the alignment target. Specifically, we optimize the
alignment process through an efficiency-improved concept-
wise discriminant loss, which exaggerates the intra-concept
distance while diminishing the inter-concept distance.

The main contributions of this paper are summarized as
follows:

* We propose a universal perturbation generator to produce
data with concept unlearnability, concurrently addressing
two key issues of unlearnable examples, i.e., cross-dataset
transferability and label-agnostic, encountered in real-
world scenarios.

* Our proposed generator is universally applicable for all
data samples, as it connects the concept of data through
multi-modal models. This concept unlearnability tran-
scends beyond specific datasets or labels, eliminating the
need to train individual generators for each dataset or
class.

» To achieve concept unlearnability, we align each sam-
ple embedding into target embeddings using efficiency-
improved concept-wise discriminant loss, thereby mis-
leading the adversary model.

» Extensive experiments on real-world datasets illustrate
the concept unlearnability of our proposed unlearnable
examples and the robustness of attacks, demonstrating
their practical effectiveness.

2. Preliminary

The unlearnable example can be interpreted as a type of
poisoning attack that aims to completely disrupt the perfor-
mance of a model trained on such poisoned data. This attack
differs from two well-known types of poisoning attacks, i.e.,
backdoor attack (Saha et al., 2020; Nguyen & Tran, 2020;
Li et al., 2021) and adversarial attack (Dong et al., 2018;
Dai et al., 2018; Yuan et al., 2021). The backdoor attack
involves injecting a backdoor trigger into the model during
training, causing it to perform poorly specifically on trig-
gered data while maintaining normal performance on clean
data. On the other hand, the adversarial attack aims to inject
imperceptible perturbations into the inputs during testing,
leading to poor performance.

Unlearnable examples are typically generated by the data
owner, i.e., defender, and any third party attempting to
train a model using these examples is considered an ad-
versary. Formally, given a dataset D = {(x;,y;)},, the
data owner’s goal is to render this original data into unlearn-
able examples D’ = {x}, y;}!, where ' = x + §, which
will be exposed to adversaries.

Since the condition of the adversary is unknown to the
defender, unlearnable examples will encounter the following
two challenges in practice:

* Cross-dataset Transferability refers to the perturbation
4 being applicable to multiple datasets, not just the target
dataset used for training.

» Label-agnostic describes a scenario where the adversary
assigns different labels to the data compared to the de-
fender, e.g., D = {(@;,y;)}"_, and D' = {(x},y})} 1.
This is both common and crucial, as the adversary may
apply additional data pre-processing steps in practice.

In this paper, we introduce the idea of concept unlearnabil-
ity to broaden the scope of unlearnability, and enhance its
applicability by addressing the aforementioned challenges.
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Figure 2. Training scheme of One-for-All (14A) generator. (1) 14A generator takes as input the image and its embedding; (2) 14A
generates the corresponding perturbation and concatenates it with the image to produce an unlearnable example; (3) We determine the
target text embedding in the shared embedding space; (4) To render the data unlearnable, we align the image embedding with the target

text embedding using concept-wise discriminant loss.

3. One-for-All Generator

In this section, we first emphasize the motivation behind
the concept of unlearnability, and then present the training
and inference details of the 14A generator, which is used
to produce the unlearnable examples, following the specific
order of its workflow.

3.1. Motivation

Unlearnable examples offer a promising solution to protect
data from unauthorized use, but they encounter challenges
in real-world applications. In this paper, we highlight two
significant challenges faced by existing unlearnable exam-
ples, i.e., the absence of cross-dataset transferability and
label-agnostic utility. Accordingly, our goal is to produce
unlearnable examples that possess both of these abilities
concurrently.

Existing methods typically involve injecting imperceptible
perturbations into the original data. Note that these perturba-
tions are designed to be imperceptible to ensure that the data
remains useless to models while remaining interpretable for
humans. However, this approach naturally suffers from the
aforementioned challenges because the perturbations serve
as shortcuts to trick the model into learning away from the
original label/pseudo-label and towards a target one (Yu
etal., 2022).

In our approach, we aim to break away from the confines
of labels and instead focus on transferring the underlying
concept of the data. This underlying concept refers to the
description that is associated with the data. By transferring
the concept, we can broaden the scope of unlearnability

beyond a specific dataset or set of labels. For example, as
depicted in Figure 1, an image of a dog can be included
in datasets like Animal Picture or Chatting Sticker based
on the category of the concept. It can also be labeled as
either ‘dog’ or ‘animal’ depending on the conceptual scope.
However, the underlying concept goes beyond these datasets
or labels.

3.2. Perturbation Generator

Taking inspiration from (Zhang et al., 2023), we adopt a
generator-based approach to generate perturbations, avoid-
ing the use of labels in the gradient-based bi-level optimiza-
tion approach (Feng et al., 2019; Tao et al., 2021; Fowl et al.,
2021; Huang et al., 2021; Liu et al., 2021b; Fu et al., 2022).
However, in previous work (Zhang et al., 2023), a gener-
ator is constructed for each cluster, representing a specific
class of data with an assigned pseudo-label. Additionally,
these generators are primarily effective for a specific tar-
get dataset. These limitations pose challenges in achieving
concept unlearnability, i.e., cross-dataset transferability and
label-agnostic utility.

Driven by the goal of concept unlearnability and acknowl-
edging the well-established efficacy of deep learning in
fitting complex patterns, we propose a bold endeavor: the
construction of a universal generator capable of generating
perturbations for diverse concepts, transcending the confines
imposed by specific datasets or labels.

In previous work (Zhang et al., 2023), the generator takes
uniform noise » and the target data « as input and generates
the perturbation, i.e., § = G(u,x,8) where 0 is optimiz-
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able parameters of the generator. However, this design is
only suitable for a one-generator one-cluster scenario. To
construct a universal generator, we propose to incorporate
concept information as input, which serves as a guide for
the generator in place of uniform noise. This concept in-
formation is expected to operate beyond the original label,
as our goal is to achieve unlearnability that transcends the
confines imposed by specific datasets or labels. To obtain
such concept information, we introduce multi-modal embed-
ding, which connects the visual and textual modalities of the
data, enabling us to link the image with a wealth of textual
concepts. Formally, the universal generator computes as

0 =6((z),z,0), )]

where &;(+) denotes the image encoder. Following (Zhang
et al., 2023), we employ an encoder-decoder structure (Pour-
saeed et al., 2018) for the generator. This architecture
demonstrates its effectiveness in our empirical study. In
Section 4.1, we will provide details regarding the model
structure of the generator and the input location of image
embedding in the generator.

3.3. Multi-modal Embedding

The universal generator represents a bold endeavor, and
its implementation relies on the utilization of multi-modal
embedding. As mentioned earlier, by modeling visual and
textual data in a shared embedding space, we can establish
a connection between images and textual concepts. This
unique capability enables the generator to transcend the
limitations imposed by datasets or labels, fostering unlearn-
ability that reaches beyond traditional boundaries. More
importantly, the universal generator can input from any sam-
ples to produce the unlearnable ones without the need for
retraining. This one-trained multiple-used generator opens
up the potential for making anything unlearnable.

Furthermore, multi-modal embedding eliminates the need
for a surrogate model. In the context of unlearnable exam-
ples, a surrogate model refers to the simulated adversary
model used by adversaries, given that data owners may not
have knowledge of potential adversaries. The surrogate
model operates akin to a discriminator in GAN, aiding in
optimizing the quality of generated perturbations. Previ-
ously, in (Zhang et al., 2023), a pre-trained multi-modal
model was utilized to extract visual embeddings. However,
the multi-modal property was not leveraged in that work.
In this work, we propose to eliminate the surrogate model
altogether and directly align the visual embeddings with
the textual embeddings to create a shortcut, thereby render-
ing the data unlearnable. This approach fully explores the
multi-modal property and simplifies the process of generat-
ing perturbations. The details of the embedding alignment
process will be introduced in the upcoming section.

Specifically, we utilize CLIP (Radford et al., 2021), a multi-
modal pre-trained model, to obtain the embeddings for
our approach. This choice is motivated by two key rea-
sons. Firstly, CLIP is pre-trained with textual descriptions
rather than one-hot labels, mitigating overfitting to specific
class labels and enhancing the extractability of underlying
concepts. Consequently, this design makes CLIP a great
concept-extraction model for describing the main content of
images. Secondly, previous work (Zhang et al., 2023) has
demonstrated the effectiveness of CLIP in modeling unlearn-
able examples. This prior research supports the decision to
employ CLIP as a reliable multi-modal modeling tool for
our current work. For simplicity, we use £7(+) and E7(+) to
denote the image and text encoders of CLIP respectively.

3.4. Target Embedding Alignment

The key to rendering data unlearnable lies in creating an im-
perceptible shortcut within the data. This shortcut misleads
the adversary model into learning false information about
the data. To achieve this objective, the training phase of our
proposed 14A generator follows three main steps. Firstly
(step 3 in Figure 2), we determine the target embedding,
i.e., concept, that we aim to deceive the model into learning.
Secondly, we explore both opposite and similar concepts to
enhance the robustness and transferability of the generated
perturbations. Lastly (step 4 in Figure 2), we align the de-
rived embeddings with the target concept using a derived
loss function. During the inference phase, 14A generator
stops updating its parameters, and only steps 1 and 2 are
executed. Thus, the application of 14A generator is simple
and straightforward.

3.4.1. TARGET DETERMINATION

In this step, we determine the target embeddings from the
text encoder. As shown in Figure 2, following steps 1 and 2,
we obtain unlearnable examples through pixel-wise addition
of the original data and the perturbation:

' =z +G(&(x),x,0). 2)

Subsequently, we determine the target embedding based
on the embedding generated from the image encoder, i.e.,
& I (:El ) .

From all the available text embeddings provided by CLIP,
we select opposite (most dissimilar) and similar concepts
according to their distances from &7 (') in the shared em-
bedding space. A shorter distance indicates a greater simi-
larity.

3.4.2. TARGET ALIGNMENT

In this step, we align the image embedding £7(x’) to target
text embeddings, thereby creating a shortcut to mislead the
adversary model.
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Inspired by clustering algorithms (Jia et al., 2014; Ahmed
et al., 2020), Ren et al. identify two factors crucial in creat-
ing this misleading shortcut, i.e., larger inter-class distance
and smaller intra-class distance. To achieve this, Ren et al.
propose a class-wise discriminant loss, formulated as:

1 & 1 K+
_ ? J
EI_MZi_lM—lz< di ; ) ©)

J#i b

where 7; and d; ; denote the intra-class and inter-class dis-
tance, and M is the number of classes.

However, this approach is limited by the availability of data
labels. To overcome this limitation, we adopt a concept-
based approach, and take an opposite optimization direction,
i.e., exaggerating the intra-concept distance while diminish-
ing the inter-concept distance. Formally, the concept-wise
discriminant loss computes as:

| d(Er (@), Er(@))
k )

Ly = d(&r(a), Er(2)) — “
where d(-) is the distance measurement, and A is the trade-
off coefficient. Intuitively, concept-wise loss operates on
two principles. On the one hand, we push the data away
from its similar concepts, creating a clear distinction be-
tween the original concept £;(x’) and other similar ones
Er(&). On the other hand, we guide the data towards the op-
posite concept, misleading the adversary model into learning
irrelevant concept Er (). Therefore, a lower concept-wise
discriminant indicates a larger intra-concept distance and a
smaller inter-concept distance. This characteristic enhances
the ability to trick the adversary model, rendering the data
unlearnable.

In contrast to the class-wise loss, we make two key modifi-
cations to concept-wise loss. Firstly, we choose the addition
form instead of the multiplication form. This decision is
driven by the fact that concepts are widely dispersed across
the embedding space, resulting in different scales for intra-
concept and inter-concept distances. By using the addition
form, we avoid the issue of the intra-concept distance (de-
nominator) becoming infinitely large, which would lead
to an all-black perturbation. Secondly, we select only the
top associated concepts instead of traversing through all
labels. This modification helps to reduce the computational
complexity while still achieving effective results.

4. Experiments

In this paper, we conduct a comprehensive evaluation of
our proposed unlearnable examples on multiple real-world
datasets. To validate the concept unlearnability of our pro-
posed method, we explore their cross-dataset transferability
and label-agnostic utility (Section 4.2). Furthermore, we

examine the performance of the proposed unlearnable ex-
amples against attacks that attempt to learn from these ex-
amples (Section 4.3). We also investigate the limitations of
our method (Section 4.4) and the effect of hyper-parameters
(Section 4.5).

4.1. Experimental Settings

Datasets. To comprehensively evaluate the concept un-
learnability, we conduct experiments on a diverse range
of datasets. These include widely used benchmarks, i.e.,
CIFAR10, CIFAR100 (Krizhevsky et al., 2009), and Ima-
geNet (Russakovsky et al., 2015), which provide a broad rep-
resentation of different domains. Additionally, we explore
specific domains by including Pets (Parkhi et al., 2012),
Flowers (Nilsback & Zisserman, 2008), Cars (Krause et al.,
2013), Food (Bossard et al., 2014), and Sun (Xiao et al.,
2010). Together, these datasets also facilitate the evaluation
of cross-dataset and label-agnostic scenarios.

Backbones. We evaluate the unlearnability on sev-
eral representative and time-validated backbones, i.e.,
ResNet18 (He et al., 2016), MobileNetV2 (Sandler et al.,
2018), and ShuffleNetV2 (Ma et al., 2018). To enhance
generality, we also evaluate large-scale backbones, i.e.,
ResNet50 (He et al., 2016), VGG16 (Simonyan & Zis-
serman, 2015), VIT (Dosovitskiy et al., 2021), in a cross-
dataset and label-agnostic scenario. The backbones serve
as the adversary model, which means they are trained us-
ing unlearnable examples and tested on clean data. A low
performance on the clean data demonstrates effective un-
learnability.

Compared Baselines. 'We compare our proposed method
(14A) with the original data and several state-of-the-art
baselines that have demonstrated potential in tackling cross-
dataset and label-agnostic scenarios.

* CLEAN: The original data.

* CP (He et al., 2023): Contrastive Poisoning (CP) biases
the model toward recognizing poisoning patterns instead
of real features to achieve unlearnability for unsupervised
learning. It also shows promise in cross-dataset and label-
agnostic supervised learning scenarios.

* TUE (Ren et al., 2023): Transferable Unlearnable Exam-
ples (TUE) transfer the unlearnability to other training
settings and datasets by interpolating linearly separable
perturbations.

* LaUE (Zhang et al., 2023): Label-agnostic Unlearnable
Examples (LaUE) are generated using cluster-wise per-
turbations, which eliminates the requirement for explicit
labels. We use CLIP image embedding to determine the
cluster of input images, making it applicable for cross-
dataset scenarios.
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Note that CP and TUE are gradient-based approaches that
generate statistical perturbations. In contrast, LaUE and our
proposed 14A are generator-based approaches that generate
dynamic perturbations for each input image.

Implementation. To fulfill our requirements, we improve
the structure of the autoencoder generator in the existing
generator-based approach (Zhang et al., 2023). This im-
provement involves increasing the depth of the network.
Additionally, we concatenate the encoded embedding with
the image embedding generated by CLIP to provide con-
cept information. To ensure imperceptibility, we consider
L o-norm restriction in this paper. Specifically, we enforce
|6]]c < € = 8/255, ensuring that the generated perturba-
tion remains within acceptable limits. To train our generator,
we employ Adam optimizer with an initial learning rate of
0.0001. The trade-off coefficient is set as |I1 /l2| where I3
and [, denote the first and second terms of Equation (4). The
training process spans 200 epochs on the entire ImageNet
dataset. We use cosine similarity as the distance measure-
ment d(-). We run all experiments on an Ubuntu 20.04
LTS system server with 256GB RAM, and four NVIDIA
GeForce RTX 3090 GPU.

Cross-dataset Settings. We generate perturbations on the
ImageNet, and evaluate their unlearnability on other domain-
specific datasets, i.e., Pets, Flowers, Cars, Food, and Sun,
thereby creating a cross-dataset scenario. In the case of
gradient-based approaches (CP and TUE), their perturba-
tions are interpolated to generate unlearnable examples for
other datasets during evaluation.

Label-agnostic Settings. For each dataset, we leverage
the text encoder of CLIP to extract the embedding of the
original labels. Subsequently, we employ the k-means clus-
tering algorithm (Ahmed et al., 2020) to derive 20 clusters,
treating all original labels within the same cluster as a single
new label. Our objective is to create a label-inconsistent sce-
nario without compromising the latent concept of the data.
This is also aligned with the intentions of adversaries who
aim to utilize this data. Note that we conducted an empirical
study (Section 4.6) to determine the optimal number of clus-
ters for our tested dataset. As a result, while the clustered
labels may exhibit some conceptual overlap with the orig-
inal labels, they are notably inconsistent with the original
labels, thereby creating a label-inconsistent scenario.

4.2. Concept Unlearnability

We evaluate concept unlearnability in terms of cross-dataset
transferability and label-agnostic utility. We begin by inves-
tigating the cross-dataset scenario and subsequently extend
to the scenario of both cross-dataset and label-agnostic, as
our goal is to fulfill both capabilities. We present the details

of our investigation below.

4.2.1. CROSS-DATASET

We present the results of the cross-dataset scenario in Ta-
ble 1, where all compared methods are trained on ImageNet
and tested on other domain-specific datasets.

Performance on Different Backbones. In most cases,
14A consistently outperforms baselines across various back-
bones, demonstrating its robustness and resilience to differ-
ent adversary models.

Performance on Different Datasets. Except Cars, 14A
consistently outperforms baselines across different datasets.
There are two primary reasons: i) the relatively small num-
ber of car images in ImageNet hinders the effective training
of the generator specifically for car images; and ii) the slight
variation in image sizes within Cars necessitates the inclu-
sion of a resizing module, which in turn affects our overall
performance. For a more detailed discussion on this matter,
please refer to Section 4.4.

4.2.2. CROSS-DATASET AND LABEL-AGNOSTIC

Based on the cross-dataset scenario, we further investigate
the cross-dataset and label-agnostic scenario. The results
are presented in Table 2. Compared with the cross-dataset
scenario, this scenario impairs the performance of both
adversaries and protectors. Specifically, CLEAN exhibits
a decrease in testing accuracy, suggesting that it is more
challenging for adversaries to learn from the data. On the
other hand, compared methods show an increase in testing
accuracy, indicating the difficulty in protecting the data.

Performance on Different Backbones. In this scenario,
we also evaluate on large-scale backbones, i.e., ResNet50,
VGGL16, and VIT. We observe a significant advantage of
14A over the baselines when tested on these larger mod-
els, with an average improvement of 41.91% compared to
27.01% for smaller models. We hypothesize that the supe-
rior feature extraction capabilities of larger models make
them more vulnerable to the shortcut perturbations gener-
ated by our method.

Performance on Different Datasets. Our observation is
consistent with the cross-dataset scenario.

4.3. Performance towards Attack

Although using unlearnable examples is a feasible approach
to protect personal data, it is important to acknowledge that
adversaries have developed various attacking methods to
overcome this defense mechanism, i.e., learning from un-
learnable examples. Under the scenario of cross-dataset and
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Table 1. Testing accuracy (%) | of different backbones, i.e., adversary models, trained on different unlearnable datasets generated from
other datasets (cross-dataset scenario). The top results are highlighted in bold.

METHODS RESNETI18 MOBILENETV2 SHUFFLENETV2

PETS FLOWERS CARS FooD SUN PETS FLOWERS CARS FooD SUN PETS FLOWERS CARS FooD SUN
CLEAN 43.68 84.47 40.43 65.45 50.40 | 45.84 90.22 59.95 67.88 57.22 | 42.27 83.61 45.16  69.29 53.88
CP 15.34 58.19 5.85 2649 25.14 | 8.80 47.43 2.98 1497 28.14 | 11.42 54.64 4.47 2649 23.82
TUE 15.99 57.09 6.14 2584 23.85 | 8.04 47.67 3.70  16.99 25.33 | 10.98 54.52 4.82  26.839 22.14
LAUE 13.79 62.34 7.30 47.84 342 | 14.41 81.05 2,73  51.10 44.68 | 6.67 66.25 4.14 41.37 35.67
14A(Ours) | 3.10 15.15 6.69 17.18 16.01 | 4.03 19.07 10.25 12.21 20.28 | 3.10 22.00 4.31 10.94 15.31

Table 2. Testing accuracy (%) | of different backbones, i.e., adversary models, trained on different unlearnable datasets generated from
other datasets with inconsistent labels (cross-dataset and label-agnostic scenario). The top results are highlighted in bold.

METHODS ‘ RESNETI8 ‘ MOBILENETV2 ‘ SHUFFLENETV2

PETS FLOWERS CARS Foob  SUN PETS FLOWERS CARS Foob  SuN PETS FLOWERS CARS Foob  SUN
CLEAN 42.16 75.67 56.95 62.96 56.14 | 40.58 83.49 66.89 61.39 65.22 | 46.75 76.89 58.21 67.81 62.62
CP 23.54 55.86 20.68 33.60 39.70 | 16.65 49.14 13.58 21.81 43.30 | 21.80 50.97 16.42 33.35 39.20
TUE 23.27 53.30 20.14 33.01 39.63 | 15.12 39.48 13.44 31.88 42.62 | 18.23 51.71 15.29 31.88 38.40
LAUE 19.51 62.34 19.98 43.67 41.55 | 19.56 69.31 7.98 4240 52.74 | 18.04 54.27 16.04 44.59 4991
14A(OuURS) | 7.24 29.58 19.21 19.19 28.74 | 6.92 36.06 25.32 17.46 35.68 | 9.37 30.68 18.04 15.87 30.04
METHODS ‘ RESNET50 ‘ VGG16 ‘ VIT

PETS FLOWERS CARS FooD SUN PETS FLOWERS CARS FooD SUN PETS FLOWERS CARS FooD SUN
CLEAN 37.69 69.07 48.4  68.71 60.59 | 41.41 71.39 43.78 52.49 57.85 | 30.36 58.68 36.00 45.63 41.78
CP 17.41 48.28 15.50 29.73 39.50 | 22.29 35.57 14.28 19.58 30.59 | 17.49 45.84 15.61 32.85 32.49
TUE 15.94 45.96 15.30 34.86 40.45 | 21.01 40.95 1436 18.80 29.97 | 17.47 44.86 14.71  32.36 32.13
LAUE 15.56 45.35 5.73 48.67 43.24 | 16.76 33.12 8.90 1553 19.04 | 14.00 31.05 10.09 2291 24.55
14A(OuURrS) | 9.18 25.42 11.10 13.88 25.93 | 9.21 21.51 9.40 7.36 17.22 | 8.55 10.63 13.54 13.46 17.40

label-agnostic, we evaluate the robustness of 14A against
various existing attacks, including data augmentation attack,
i.e., Mixup (Zhang et al., 2017) and Gaussian smoothing, as
well as the attack tailored for unlearnable examples, i.e., Or-
thogonal Projection Attack (OPA) (Sandoval-Segura et al.,
2023).

From Table 3, we have the following observations: i) the
average accuracy post-attack is 16.91% (with a maximum of
34.10%), indicating that the model remains far from being
useful after the attack. Hence, the data remains unlearn-
able after attacking; ii) among the three attacking methods
(Mixup, Gaussian, OPA), Mixup and Gaussian attacks in-
crease accuracy by 45.92% and 24.80% respectively, while
OPA decreases it by 16.89%, suggesting that Mixup and
Gaussian attacks are effective to some extent. Conversely,
OPA’s negative impact on testing accuracy further solidifies
the unlearnability of the data. This is attributed to OPA
leveraging linear separability for attacks. However, our pro-
posed method is based on concept transferring rather than
linear separable perturbations. and iii) attacking methods
exhibit better performance on larger models, i.e., VGG16
and VIT, compared to ResNet18. We suppose that the larger
model’s superior feature extraction capabilities make it more
sensitive to perturbations, aligning with the observations in
Section 4.2.2. These results validate the effectiveness of
14A in real-world applications, and gain further confidence
in the reliability and practicality of our proposed approach.

4.4. Performance on Low-resolution Images

Our proposed 14 A generator aims to be a universal generator
that is once-trained multiple-used. It can render any input
data sample unlearnable without the need for retraining.
However, note that the size or resolution of the input image
can have a significant impact on the generator’s performance.
This can be also seen as a form of data transformation attack
that affects unlearnability. Therefore, we investigate the
performance of 14A on low-resolution images.

Due to the design of a universal generator, 14A is primarily
trained on high-resolution images from ImageNet (224 x
224). The generator’s structure is predefined, which limits
its applicability to images of other sizes, e.g., CIFAR10
and CIFAR100 (32 x 32). Consequently, we add a resiz-
ing module before 14A to align with the generator’s input
dimension. Figure 3 illustrates that 14A’s performance on
low-resolution images is not as strong as its performance
on other domain-specific datasets. This is primarily due to
the loss of image details caused by resizing, which affects
both the embedding modeling by CLIP and the perturba-
tion generation by our generator. Nevertheless, compared
with the unprotected data, the testing accuracies for CI-
FAR10 and CIFAR100 still decrease by 58.5% and 70.1%,
respectively, demonstrating effective unlearnability. In com-
parison, gradient-based approaches directly generate per-
turbations without taking images as input during inference,
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Table 3. Testing accuracy (%) | against attacking methods under cross-dataset and label-agnostic settings.

METHODS RESNETI18 VGGl16 VIT
PETS FLOWERS CARS FooD SUN PETS FLOWERS CARS FooDp  SUN PETS FLOWERS CARS FooD SUN
NULL 7.24 29.58 19.21 19.19 28.74 | 9.21 21.51 9.40 7.36 17.22 | 8.55 10.63 13.54 13.46 17.40
Mixup 9.10 34.10 15.17 26.21  32.50 | 14.39 26.40 11.24 16.22 32.85 | 15.78 20.9 16.50 21.25 25.86
GAUSSIAN | 8.58 21.63 13.41 26.95 30.05 | 11.77 23.59 12.93 1271 30.53 | 11.47 14.18 13.95 17.82 23.95
OPA 5.83 13.93 5.40 8.58 10.71 | 6.59 13.44 7.88 5.42 9.61 15.34 13.69 14.56 16.22 21.83
H CIFAR10

@
o

B CIFAR100

o)
o

Accuracy (%)
5

N
o

14A(Ours)

Figure 3. Cross-dataset transferability to low-resolution images.

allowing for resizing of the perturbations to fit the low-
resolution images. As depicted in Figure 3, CP and TUE
exhibit better performance in this scenario. Overall, there
is room for improvement in the application of 14A to low-
resolution images, and we leave the exploration of resizing
modules in future work.

4.5. Effect of k&

The hyper-parameter k plays a crucial role in concept-wise
discriminant loss. To validate the effect of k, we investigate
by varying k within the range of 1 to 10. We report the
training loss of different k in Figure 4(a). Our observations
are as follows: i) all values of k converge to similar loss
values; ii) introducing multiple similar concepts (k > 1)
significantly accelerates coverage speed; and iii) Among
the tested values, k¥ = 4 and k = 5 converge to relatively
lower loss values. Additionally, we report the final cosine
similarity between the training image embeddings and their
corresponding similar concepts (after the generator stops
updating) in Figure 4(b). Smaller cosine similarity values
indicate that the perturbations push the input data further
away from their similar concepts. Based on these findings,
we select k = 5 as it has the smallest cosine similarity,
indicating a greater separation from similar concepts.

4.6. Number of Clusters

The domain-specific datasets have a label category ranging
from 37 to 397. To achieve a satisfactory clustering result,
we investigate the effect of the number of clusters, as k-
means algorithm is sensitive to this parameter (Ahmed et al.,
2020). Specifically, we use three well-known metrics, i.e.,
Sum of Squares of Errors (SSE), Silhouette Coefficient

(SC), and Calinski-Harabasz Index (CH), to measure the
clustering result.

» SSE: A clustering result is considered to be optimal when
the descent rate of SSH slows down.

* SC: This metric considers both the cohesion and separa-
tion of clusters.

e CH: This metric computes the ratio of inter-cluster and
intra-cluster distance.

As shown in Figure 5, despite occasional fluctuations, the
overall trend in clustering metrics remains stable across
most datasets. Increasing the number of clusters generally
improves performance, aligning with previous findings that
more clusters can overlap with the original labels (Zhang
et al., 2023). However, a smaller number of clusters em-
phasizes the impact of inconsistent labels on unlearnable
examples. To strike a balance, we select 20 clusters for all
datasets.

5. Related Work

Producing unlearnable examples is a feasible approach to
prevent unauthorized usage of protected data. An unautho-
rized adversary model that is trained on unlearnable exam-
ples would perform poorly. Existing unlearnable examples
are produced by injecting perturbations through a bi-level
optimization (Feng et al., 2019; Tao et al., 2021; Fowl et al.,
2021; Huang et al., 2021; Liu et al., 2021b; Fu et al., 2022).
The perturbations are constrained within a predefined bud-
get (||8]|co < €), to ensure they are imperceptible to the
human eye. Recent studies have pointed out that these per-
turbations can serve as shortcuts, making the model easily
learn on them while ignoring the original data’s features (Yu
et al., 2022; Sandoval-Segura et al., 2022).

Several methods have been proposed to address cross-
dataset transferability (Sandoval-Segura et al., 2022; Yu
et al., 2022; Ren et al., 2023; Han et al., 2023) and label-
agnostic utility (Zhang et al., 2023). However, there is
currently no method that can demonstrate both applicability
simultaneously. In a recent study (He et al., 2023), unlearn-
able examples for unsupervised learning are investigated.
Nevertheless, our work mainly focuses on supervised learn-
ing, which is more commonly encountered in practice.
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Figure 4. Effect of k in terms of training loss and cosine similarity in the embedding space.
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Figure 5. Clustering results (evaluated by three metrics, i.e., SSE, SC, and CH) of different numbers of clusters.

6. Conclusion

In this paper, we identify limitations of existing unlearnable
examples in real-world applications, i.e., suffering from a
lack of cross-dataset transferability and being confounded
by label-agnostic scenarios. To address these limitations, we
put forth the concept of concept unlearnable, which allows
us to broaden the unlearnability beyond specific datasets
or labels. To achieve this, we adopt the generator-based
approach and propose a bold endeavor, developing a uni-
versal perturbations generator (14A) capable of producing
data with concept unlearnability, i.e., enjoying cross-dataset
transferability and label-agnostic utility. Specifically, we in-
tegrate all data samples in a shared embedding space through
multi-modal modeling. This integration connects the in-
formation from the image data with the sufficient concept
from the text data, thereby promoting concept unlearnabil-
ity. The use of multi-modal modeling also eliminates the
need for a surrogate model, simplifying the perturbation
generation process. In addition, the concept unlearnability
enables the 14A generator to allow input from any samples
without requiring retraining. This remarkable capability
opens up possibilities for achieving an “unlearnable any-
thing” model. Through extensive experiments on real-world
datasets, our proposed unlearnable examples demonstrate
effective concept unlearnability with impressive robustness
against attacks, validating the effectiveness and reliability
of our universal generator.

Limitations and Future work. Although our proposed
14A generator enables cross-dataset and label-agnostic con-
cept unlearnability, it remains distant from a once-trained
multiple-used generator. As illustrated in Section 4.4, due
to its inherent design, 14A faces performance degradation
when inputting images with significantly different sizes from
whose it was trained on. Our future work involves incorpo-
rating an adaptive resizing module to rectify this limitation.
Additionally, extending unlearnability beyond image data
to other modalities, e.g., audio (Gokul & Dubnov, 2024),
text (Li et al., 2023), and videos, represents another research
direction for continued exploration.
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