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Abstract

An important factor when it comes to gener-001
ating fact-checking explanations is the selec-002
tion of evidence: intuitively, high-quality expla-003
nations can only be generated given the right004
evidence. In this work, we investigate the im-005
pact of human-curated vs. machine-selected006
evidence for explanation generation using large007
language models. To assess the quality of expla-008
nations, we focus on transparency (whether an009
explanation cites sources properly) and utility010
(whether an explanation is helpful in clarifying011
a claim). Surprisingly, we found that large lan-012
guage models generate similar or higher quality013
explanations using machine-selected evidence,014
suggesting carefully curated evidence (by hu-015
mans) may not be necessary. That said, even016
with the best model, the generated explanations017
are not always faithful to the sources, suggest-018
ing further room for improvement in explana-019
tion generation for fact-checking. Code and020
data are available here: ANONYMISED.021

1 Introduction022

Automated fact-checking systems are designed to023

classify claims based on their truthfulness (Guo024

et al., 2022). However, debunking via simply025

calling it “false” can trigger a backfire effect,026

where the belief of false claims is further rein-027

forced rather than hindered, reducing their effec-028

tiveness (Lewandowsky et al., 2012). As such,029

there’s growing research on generating textual ex-030

planations to justify the outcomes of fact-checking031

systems (Guo et al., 2022; Russo et al., 2023).032

Large language models (LLMs) have been used033

to generate explanations in various contexts (Wiegr-034

effe et al., 2022). For automated fact-checking, the035

typical input is a claim and a list of retrieved evi-036

dence passages, from which a subset of evidence037

passages is selected and fed into the LLM for expla-038

nation generation. We present Figure 1 to illustrate039

the fact-checking explanation generation process.040

How to perform effective evidence selection is 041

an important question. Intuitively, high-quality ex- 042

planations can only be generated given the right 043

evidence. This constitutes the core research ques- 044

tion of this paper: is carefully hand-curated evi- 045

dence needed for explanation generation, or does 046

machine-selected evidence suffice? 047

To answer this question, we need to first de- 048

fine how we evaluate the quality of explanations. 049

We focus on two traits: transparency and util- 050

ity. Transparency assesses whether an explana- 051

tion cites the sources evidence appropriately (Gao 052

et al., 2023); this is motivated by journalistic prac- 053

tices in fact-checking, where experts carefully track 054

their sources to ensure every cited statement is pre- 055

cise (Baker and Fairbank, 2022). Utility, on the 056

other hand, captures whether users find an explana- 057

tion helpful in clarifying the claim (Liu et al., 2023). 058

We evaluate transparency and utility manually. For 059

transparency, we introduce a new approach where 060

we mask citations in explanations and ask humans 061

to recover them: the idea is that explanations that 062

cite the sources correctly should produce a higher 063

identification accuracy. 064

Our findings are: (1) machine-selected evidence 065

is either on-par or superior to manually-selected 066

evidence for explanation generation, depending on 067

the LLM; (2) machine-selected evidence, based 068

on manual analysis, appears to include a larger 069

set of evidence passages that are relevant to the 070

claim; and (3) despite encouraging performance 071

using LLMs for generating fact-checking explana- 072

tions, there is still room for improvement. 073

2 Automatic Explanation Generation 074

Our LLM-based explanation generation system as- 075

sumes the following as input: (1) a claim; (2) a 076

(large) set of evidence passages, some of which 077

may be useful for debunking the claim; and (3) 078
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LLM

1. Have you ever come 
across a photo…

6. The post was flagged 
as ...

9. Facebook doesn’t 
make donations based…

10. This is an example 
of long-running scam …

Evidence passage

The claim that … is false. The 
assertion was flagged as … 
misinformation on its News 
Feed [6]. … not influenced by 
the number of shares or 
comments … [9]. The claim 
also seems to be … aid a sick 
child's healthcare[10]. These 
types of scams, … who 
engage with such posts [12]. 
According to … and other 
personal data[14].

The claim that … is false. It 
is crucial to note that 
Facebook does not make 
donations … [9]. Such posts 
are typically part of a long-
running scam … a sick child 
[10]. Though it might 
initially appear benign … 
This increased visibility 
subsequently allows the 
scammers … further 
deceptions [11].

Claim

LLM

Generated ExplanationSelected Evidence

11. This is an example 
of long-running scam …

12. In 2015, the Better 
Business …

14. This is an example 
of long-running scam …

6. ...

9. …

10. …

12. …

14. …

9. …

10. …

11.…

…
…

…

combined via prompt 

Machine selected

Human selected

For every "share" 
that a photograph 
of a sick boy gets, 
Facebook will 
donate one dollar.

False

Veracity

Figure 1: Automated explanation generation for fact-checking. Given a claim and a list of evidence passages, a
subset of these passages is selected, either by humans or machines, and input into a large language model (LLM)
along with the claim to generate the explanation.

the veracity of the claim (e.g. True).1 Because the079

set of evidence passages is typically large and not080

all of them are relevant, we propose a pipeline ap-081

proach where we first do evidence selection and082

then feed the selected evidence, claim and verac-083

ity label to an LLM to generate the explanation.084

Figure 1 illustrates the whole process.085

Evidence Selection We experiment with two086

methods: (1) (one-shot) prompt an LLM (Appendix087

Table 6); or (2) ask human judges to select a sub-088

set of the most relevant evidence passages given a089

claim and the full set of evidence passages.2090

Explanation Generation Given a claim, veracity091

label and selected evidence (machine- or human-092

selected), we (zero-shot) prompt an LLM to gener-093

ate an explanation to clarify the claim (Appendix094

Table 5); the prompt explicitly asks it to use in-line095

citations, making it clear that all given evidence096

passages should be used (see “Generated Expla-097

nation” in Figure 1). We test a range of LLMs098

in our experiments, noting that we always use the099

1The rationale for assuming the veracity label as input
is we see our explanation generation system being applied
to a fact-checking classification system to provide a layer of
interpretability in a real-world application.

2The dataset we use for our experiments contains the
human-selected evidence passages, so we manually source
this ourselves (see Section A).

same LLM for evidence selection and explanation 100

generation. 101

3 Assessing Explanation Transparency 102

and Perceived Utility 103

We use Amazon Mechanical Turk to source work- 104

ers to evaluate two qualities of the generated expla- 105

nations: transparency, which assesses whether an 106

explanation is citing the evidence passages appro- 107

priately; and utility, which measures the extent to 108

which an explanation helps clarify the claim. 109

Transparency Evaluation Assume we have a 110

claim c, a veracity label v, m evidence passages 111

E = {e1, e2, e3, ..., em}, and a generated explana- 112

tion with n sentences X = {x1, x2, x3, ..., xn}.3 A 113

subset of sentences Xcit = {xi, xi+1, ..., xj} ⊆ X 114

contains inline citations (e.g. [6]), where 1 ≤ i ≤ 115

j ≤ n. We randomly select ek ∈ E (1 ≤ k ≤ m) 116

and mask its inline citation marker in the expla- 117

nation (e.g. you are wrong [6] → you are wrong), 118

producing Xmask, the masked explanation. We 119

denote Xmask
cit ⊆ Xcit as the subset of explanation 120

sentences without citation markers. 121

We next ask annotators to recover the masked 122

sentences (see Appendix D for more annotation de- 123

tails). That is, annotators are presented with claim 124

3Sentences are segmented with spaCy v3.7.2.
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Setting Model Precision Recall F1 Entropy Utility

Human
GPT4 0.62±0.29 0.67±0.29 0.63±0.29 0.28±0.18 66.86±19.38

GPT35 0.52±0.29 0.59±0.30 0.52±0.29 0.41±0.18 72.47±19.52
LLaMA2-70b 0.48±0.31 0.52±0.32 0.49±0.31 0.34±0.16 65.13±18.00

Machine
GPT4 0.72±0.32 0.79±0.31 0.74±0.31 0.18±0.19 76.34±17.88

GPT35 0.55±0.39 0.55±0.39 0.53±0.37 0.21±0.18 70.47±20.89
LLaMA2-70b 0.49±0.39 0.51±0.40 0.49±0.38 0.21±0.17 66.20±21.84

Table 1: Evaluation results of generated explanations for transparency (“Precision”, “Recall”, “F1” and “Entropy”)
and utility (“Utility”). The “Setting” column indicates whether evidence is human- or machine-selected.

c, veracity v, full evidence set E, evidence passage125

ek and masked explanation Xmask, and they are126

asked to find all sentences that should cite ek. In127

other words, the task is to recover Xmask
cit . Denot-128

ing their prediction as Xmask
pred , a perfect identifica-129

tion means Xmask
pred = Xmask

cit . Note that Xmask
cit130

sometimes contains multiple sentences (e.g. when131

the explanation has 2 sentences that cite ek) so this132

is not a trivial judgement. To measure the degree of133

overlap between Xmask
pred and Xmask

cit , we compute134

set precision, recall, and F1 (see Appendix B).135

Utility Evaluation Utility measures to what ex-136

tent the generated explanation clarifies a claim.137

Though a five-point Likert scale is commonly138

used (Liu et al., 2023; Gao et al., 2023), Ethayarajh139

and Jurafsky (2022) found that averaging using the140

Likert scale can result in a biased estimate. As such141

we use Direct Assessment (Graham et al., 2013)142

where annotators rate on a (continuous) sliding143

scale from 0–100, where 100 = best.4 We aggre-144

gate the judgements of multiple annotators for each145

explanation by computing the mean.5146

4 Experiments147

Dataset We use PolitiHop (Ostrowski et al.,148

2021) as our dataset for all experiments. An in-149

stance contains a claim, a veracity label, a set of150

evidence passages, and a subset of human-selected151

evidence passages. The human-selected evidence152

passages are a set of relevant passages that clarify153

the claim. For each claim, PolitiHop contains mul-154

tiple human-selected evidence sets; we randomly155

select one for our experiments.156

Large Language Models We experiment157

with three language models: GPT-4 (OpenAI,158

4We ask annotators the following question: How helpful is
the explanation in clarifying the truthfulness of the claim?

5We also applied a Bayesian model for utility score cali-
bration, but it showed a similar tendency, so we decided to use
the original scores. See Appendix F for details.

2024) (gpt-4-0613, accessed Aug-Nov, 2023), 159

GPT-3.5 Turbo (gpt-3.5-turbo-16k, accessed 160

Aug-Nov, 2023) and LLaMA2-70B (Touvron 161

et al., 2023).6 Note that we always use the same 162

LLM for both evidence selection and explanation 163

generation, and as such the machine-selected 164

evidence can also be interpreted as self-selected 165

evidence. We generate explanations for 100 claims 166

sampled from PolitiHop. See the Table 4 in the 167

Appendix for generation statistics. 168

Evaluation In addition to citation preci- 169

sion/recall/F1 for transparency and mean utility 170

scores (Appendix B), we also compute the entropy 171

of the distribution of human judgements for trans- 172

parency.7 Entropy tells us how well the annotators 173

agree with each other: a low entropy means 174

annotators selected a similar set of sentences. 175

5 Results and Discussion 176

Though competitive, there’s still room for LLMs 177

to improve on transparency. As shown in Ta- 178

ble 1, GPT-4 is the most transparent model (in 179

terms of precision, recall, F1, and Entropy) by 180

a comfortable margin, followed by GPT-35 and 181

LLaMA2. Manual analysis reveals that LLaMA2 182

explanations often contain incorrect citations, such 183

as [1][2][3] which are directly copied from the 184

prompt/instruction, as well as random links. That 185

said, even the best model (GPT-4 with machine- 186

selected evidence) only produces an F1 of approx- 187

imately 0.74, which means a good proportion of 188

citations are still not faithful. There’s also substan- 189

tial variance (±0.31), indicating the performance 190

is far worse in the worst case scenario, limiting the 191

real-world applicability. 192

6We also tested other models (LLaMA2-7B, FlanT5-
xxl (Chung et al., 2024), Falcon-30B (Almazrouei et al., 2023)
and MPT (Team, 2023)) but excluded them because these
models generated repeated content with fabricated citations.

7Concretely, an outcome corresponds to an explanation
sentence, and the weight for an outcome (sentence) is the
fraction of annotators who selected it.
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Machine-selected evidences result in similar or193

better transparency and utility scores for expla-194

nations. Table 1 shows that for GPT-4, machine-195

selected evidence produces substantially better ex-196

planations in terms of transparency (F1 = 0.74 vs.197

0.63) and utility (76.34 vs. 66.86). For GPT-35 and198

LLaMA2-70b, the results are similar,8 suggesting199

that machine-selected evidence is at least as good200

as that selected by humans.201

Machine-selected evidence is more comprehen-202

sive. Our previous finding suggests two possibil-203

ities: (1) LLMs are tolerant to noisy evidence for204

explanation generation; or (2) machine-selected205

evidence is higher-quality in the first place. Look-206

ing at the evidence retrieval performance (Table 2)207

where we measure how well the machine-selected208

evidence set overlaps with the human-selected ev-209

idence set, we see that GPT-4 performs best com-210

pared to other LLMs, but in absolute terms (F1 =211

0.47) the machine-selected set is still substantially212

different to the human-selected set. To understand213

the quality of machine-selected evidence better,214

we manually examine the GPT-4-selected evidence215

and found that GPT-4 selected more evidence pas-216

sages on average (5 vs. 3 per claim) and as such217

the evidence set is more comprehensive. We also218

notice that there is sometimes redundancy in GPT-4219

selected evidence passages, but this isn’t necessar-220

ily a negative outcome as it can further reinforce a221

key point in the explanation.222

High utility doesn’t necessarily imply high trans-223

parency. Although we found a a general corre-224

lation between utility and transparency (Table 1),225

GPT-35 achieved the highest utility score when us-226

ing human-selected evidence (72.47), even though227

its transparency is much lower compared to GPT-4228

(0.52 vs. 0.63). This demonstrates that utility and229

citation represent two distinct qualities and has an230

important implication: an explanation that appears231

helpful can actually still be misleading.232

Transparency is hindered by LLM’s paramet-233

ric knowledge. We manually analyse instances234

with the lowest F1 (transparency) and found that235

the majority of them (60%) include fabricated state-236

ments, likely generated using the LLM’s parametric237

8The exception here is Entropy, where we see a much
lower entropy for machine-selected evidence (0.21 vs. 0.41
for GPT-35; 0.21 vs. 0.34 for LLaMA2-70b); this result im-
plies machine-selected evidence is somewhat better (as it leads
to higher annotator agreement for recovering the masked sen-
tences).

Model Precision Recall F1

GPT-4 0.40±0.21 0.75±0.23 0.47±0.20
GPT-35 0.34±0.22 0.60±0.35 0.39±0.22

LLaMA2-70b 0.29±0.18 0.68±0.32 0.36±0.18

Table 2: Evidence retrieval performance.

knowledge and not the evidence passages. 238

6 Related Work 239

Automated fact-checking aims to classify the ve- 240

racity of a claim (Guo et al., 2022; Russo et al., 241

2023). However, debunking by giving a classifi- 242

cation label (e.g. False) is not persuasive and can 243

induce a “backfire” effect where the erroneous be- 244

lief is reinforced (Lewandowsky et al., 2012; Guo 245

et al., 2022). This motivates the task of justifica- 246

tion or explanation generation for fact-checking. 247

Explanation generation in the literature is framed 248

as either extractive or abstractive summarization 249

over evidence (Atanasova et al., 2020; Kotonya 250

and Toni, 2020; Xing et al., 2022). But extractive 251

methods struggle to produce explanations with suf- 252

ficient context and abstractive methods are prone 253

to hallucination (Russo et al., 2023). To address 254

hallucination, explanation generation models now 255

incorporate citations to sources (Huang and Chang, 256

2023). Liu et al. (2023) introduced the evalua- 257

tion of citation quality and used human judges to 258

audit the verifiability of popular commercial gen- 259

erative engines. Gao et al. (2023) developed au- 260

tomatic metrics along three dimensions: fluency, 261

correctness, and citation quality, to assesss LLM 262

for question answering. 263

7 Conclusion 264

We explore the impact of human vs. machine- 265

selected evidence for generating fact-checking ex- 266

planations with LLMs. Surprisingly, we found that 267

machine-selected evidence is either on-par or su- 268

perior to human-selected evidence, depending on 269

the LLM. Further analyses reveal that machine- 270

selected evidence is more comprehensive and tends 271

to contain redundant evidence (which help rein- 272

force a key point). Our results also show that an 273

explanation that appear helpful can be misleading 274

in terms of how it cites the sources, highlighting 275

the need to assess utility and transparency sepa- 276

rately. Lastly, even though the best LLM exhibits 277

encouraging performance, there’s still much room 278

for improvement for explanation generation. 279
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Limitation280

This work only evaluates the transparency of the281

generated explanations, i.e. how faithful they are282

based on the sources. We want to note that this283

transparency evaluation does not assess factuality,284

which checks whether an explanation is factually285

correct. Additionally, while we tried our best to286

craft the prompts, there remains the question of287

whether transparency can be further improved with288

more prompt engineering.289

The PolitiHop dataset may contain out-of-date290

information, given it was developed a few years291

ago. As such, this may conflict with the LLM’s292

parametric knowledge for certain claims. We saw293

this in our analyses where LLMs ignore evidence294

passages and generate statements based on their295

intrinsic knowledge. Also, the claims and evidence296

passages in PolitiHop are generally short single sen-297

tences. In practice, claims and evidence passages298

are likely to be longer.299

Ethics Statement300

All experiments were conducted under the approval301

of an internal ethic committee (ethics application302

ID: ANONYMISED). We provide workers with303

a plain language statement and consent form de-304

tailing the research goal, methods, compensation,305

and potential risks (e.g. misleading information).306

Workers are free to stop any time once they started307

and they will still be compensated.308
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Claim: Shands Hospital of Gainesville Florida has con-
firmed its first case of coronavirus.
passage 1: Anglerfish may have a reputation for being
among the creepier-looking ocean-dwellers..
...
passage 8 : What’s more, the picture referenced in the
Facebook post alleging that anglerfish are typically 7 feet
is taken from the Australian Museum’s 2012 exhibit titled
“Deep Oceans”.
...
passage 10 : When the exhibit opened in June 2012, The
Sydney Morning Herald reported on how the exhibit2̆019s
team had created an “oversized anglerfish”...

Veracity: False

Evidences: {8,10}

Generated Explanation: The claim that the typical angler-
fish is seven feet long is false. The confusion originates
from a picture published in a 2012 Facebook post, which
was actually taken from the Australian Museum’s exhibit
“Deep Oceans”[8]. When this exhibit was inaugurated in
the same year, The Sydney Morning Herald revealed that
the exhibit’s team had developed an “oversized anglerfish”,
indicating that the size of the anglerfish in the picture is not
representative of the typical size for the species [10].

Table 3: An example based on PolitiHop with claim c,
veracity v, associated evidences E. X is the generated
explanation that cites E.

A PolitiHop Dataset Sample475

Table 3 shows an example from PolitiHop. As476

illustrated in Figure 1, LLMs produce “Generated477

Explanation” that cite “Evidences”.478

B Transparency Evaluation Details479

Given annotators’ prediction Xmask
pred and the refer-480

ence label set Xmask
cit , Precision reflects the pro-481

portion of reference label in annotator prediction:482

Precision =
|Xmask

pred ∩Xmask
cit |

|Xmask
pred |

(1)483

Similarly, Recall reveals the proportion of refer-484

ence label recovered by annotators:485

Recall =
|Xmask

pred ∩Xmask
cit |

|Xmask
cit |

(2)486

F1 combines Precision and Recall via har-487

monic mean.488

F1 = 2 · Precision ·Recall

Precision+Recall
(3)489

Entropy (Shannon, 1948) is usually introduced490

to measure the randomness and the degree of un-491

certainty in the system:492

H = −
∑

pk log pk (4)493

In multi-label scenario, the entropy of the label 494

probability distribution reflects the likelihood of 495

each chosen label. It also influences the probability 496

of agreement on the label (Marchal et al., 2022). 497

For instance, consider a certain annotation result 498

[0, 0, 4, 0], which represents the occurrences of 499

each option, annotators exhibit high agreement in 500

choosing the 2nd sentence to cite the reason (index 501

starts from 0). In contrast, [1, 1, 1, 1] shows evenly 502

distributed choices on each option, which sug- 503

gests greater uncertainty among annotators. Con- 504

sequently, the latter will have higher entropy. In 505

our task, we utilize entropy as an indicator of an- 506

notation uncertainty. We compute the normalized 507

probability of each claim annotation and then apply 508

equation 4 to calculate entropy. 509

C Generation Statistics 510

Table 4 shows generation statistics. Claim Length 511

is the same for all settings since we sampled same 512

100 claims for all experiments. Machine tends to 513

extract more evidences than for Human and it also 514

generates longer explanations. 515

D Human Annotation Details 516

Annotation Procedure The annotation contains 517

two tasks. The first task provides annotators with 518

selected evidence passages asks to find masked 519

citation sentence in the explanation. The second 520

task requires annotators to judge the utility of the 521

explanation in clarifying the claim (Section 3). 522

Annotator Recruitment The annotation task 523

was performed on Amazon Mechanical Turk 524

(AMT) 9. We applied pre-screening pilot studies to 525

find qualified annotators. We conducted individual 526

reviews of submitted annotation results and offered 527

feedback to annotators to address any misconcep- 528

tions or confusion about the task. Annotators who 529

performed well in the pilot study were selected to 530

participate in final human evaluation. In order to 531

maintain high quality throughout the annotation, 532

we deploy quality control to identify and remove 533

extremely poor-performing annotators. We also 534

maintained continuous communication with anno- 535

tators to address questions. In total, 68 annotators 536

participated in the final human evaluation. 537

Quality Control Quality control was imple- 538

mented for both pilot study and the main task. In 539

pilot study, each Human Intelligence Task (HIT) 540

9https://www.mturk.com/
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Setting Model Claim Length Evidence Size Explanation Length

Human
GPT4

22.32±10.89 3.16±1.50 140.58±39.18GPT35
LLaMA2-70b

Machine
GPT4

22.32±10.89
5.07±2.42 171.26±51.45

GPT35 4.68±2.58 175.89±56.99
LLaMA2-70b 6.24±3.39 214.02±98.27

Table 4: Statistics of the data and generated explanations. The “Setting” column indicates whether evidence is
human- or machine-selected. Claim Length and Explanation Length refer to token length, which is tokenized by
OpenAI’s tiktoken v0.7.0. Evidence Size refers to the number of selected evidence passages.

containing 3/6 control questions. 2 of them are pos-541

itive questions containing exact one answer each542

and 1 is negative question containing no correct543

answer (the original answer sentence has been re-544

moved). Annotators are expected to choose “There545

isn’t any sentence that can correctly cite the high-546

lighted core evidence.” in such cases. All con-547

trol questions are manually inspected to avoid any548

confusion. An annotator who fails on any control549

questions will be disqualified from participating550

further tasks. In total, 9 pilot studies were released551

to recruit qualified annotators.552

During the final human evaluation, as annota-553

tors had already participated in the pilot study, a554

different batch of control questions were deployed555

to mitigate potential bias. We used ratio of failing556

control questions as an indicator to identify and557

remove extremely poor-performing workers.558

Annotator Compensation Annotators were559

compensated $1.81 (US Dollar) per claim, and560

$0.38 (US Dollar) per query response pair for re-561

sponses without citations. On average, annotators562

took approximately 10-12 minutes to complete two563

tasks.564

Annotator Agreement During human evalu-565

ation, each claim was annotated by 5 human566

workers. Since common metrics like Cohen’s567

kappa (McHugh, 2012) and Fleiss’s kappa are not568

applicable to our multi-label annotation scenario,569

we used Measuring Agreement on Set-valued Items570

distance (MASI) (Passonneau, 2006) together with571

Krippendorff’s alpha (Krippendorff, 2011) to com-572

pute annotator agreement. Finally, we achieved573

alpha value of 0.48 for GPT-4, 0.32 for GPT-35574

and 0.33 for LLaMA2-70b instances.575

E Prompts576

Inspired by Gao et al. (2023), we developed and577

optimized prompt for our task. We show evidence578

selection prompt in Table 6 and explanation gener- 579

ation prompt in Table 5. 580

F Utility Score Calibration 581

Perceiving the utility of fact-checking explanation 582

is a subjective task. On the one hand, annotators 583

might disagree on how useful the explanation is. 584

Some workers may consistently provide low util- 585

ity scores for all explanations due to their high 586

standards, while others might be more lenient. Ad- 587

ditionally, certain workers may only utilize a nar- 588

row range of the scoring scale such as the central 589

part. On the other hand, while deploying our task 590

on AMT provides a convenient and cost-effective 591

solution, it comes with challenges such as high 592

variance between workers, poor calibration, and 593

the potential to draw misleading scientific conclu- 594

sions (Karpinska et al., 2021). 595

Motivated by the aforementioned reasons, we 596

used a simple Bayesian model (Mathur et al., 2018) 597

to calibrate the annotated utility scores. The calibra- 598

tion functions as follows: assuming the utility score 599

s is normally distributed around the true utility µ of 600

the explanation, we use an accuracy parameter τ to 601

model each worker’s accuracy: higher value indi- 602

cates smaller errors. The full generative modelling 603

works as follows: 604

• For each explanation i, we draw true utility µi 605

from the standard normal distribution. 606

µi ∼ N (0, 1) (5) 607

• Then for each annotator j, we draw their accu- 608

racy τ from a shared Gamma prior with shape 609

parameter k and rate parameter θ 10. 610

τj ∼ G(k, θ) (6) 611

10We use k = 1.5 and θ = 0.5 based on our manual
inspection of preliminary experiments.
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Prompt

Instructions: You are required to write an accurate, coherent and logically consistent explanation for the claim based
on the given veracity and list of reasons in one paragraph. Use an unbiased and journalistic tone. When citing sev-
eral search results, use [1][2][3]. Ensure that each reason is cited only once. Do not cite multiple reasons in a single sentence.

Reasons:
Reason [1] What’s more, the picture referenced in the Facebook post alleging that anglerfish are typically 7 feet is taken
from the Australian Museum’s 2012 exhibit titled "Deep Oceans. Reason [2] When the exhibit opened in June 2012, The
Sydney Morning Herald reported on how the exhibit’s team had created an "oversized anglerfish" and listed the many steps
in making it: "Pieces such as the oversized anglerfish, with huge fangs and antenna-like flashing rod to attract prey, begin
with cutting and welding a metal frame, then sculpting material over it and, finally, hand painting it," the story says.

Claim:The typical anglerfish is seven feet long.
Veracity: False
Explanation:

Table 5: Prompts for explanation generation

• The annotator’s utility score si,j is then drawn612

from a normal distribution with mean µi and613

accuracy τj .614

si,j ∼ N (µi, τ
−1) (7)615

Our goal is to maximize the likelihood of the616

observation of annotated utility score:617

P (s) =

∫
j
P (τj)

∫
i
P (µi)P (si,j |µi, τ)dτdµ

=

∫
j
Γ(τj |k, θ)

∫
i
N (µi|0, 1)

N (si,j |µj , τ
−1
j )dτdµ

(8)618

We first standardize individual annotators’ utility619

scores via z-scoring to enhance comparability and620

reduce potential biases. Afterwards we use Expec-621

tation Propagation (Minka, 2001) to infer posterior622

over true utility score µ and annotator accuracy623

τ 11.624

G Experiment Details625

We ran all offline models on 4 Nvidia A100 GPUs626

in a data parallel fashion. Explanation genera-627

tion with LLaMA2-7B takes around 2 hours and628

LLaMA2-70B takes around 4 hours. The cost of629

generating explanations was $49 (US Dollar) with630

GPT-4 and $10 (US Dollar) with GPT-35.631

H Scientific Artifacts632

We list the licenses of different artifacts used633

in this paper: PolitiHop (MIT) 12, Huggingface634

11We implemented the model with Infer.NET frame-
work (Minka et al., 2018).

12https://github.com/copenlu/politihop

Transformers (Apache License 2.0) 13, and spaCy 635

(MIT) 14. Our source code and annotated data will 636

be under MIT license. 637

13https://github.com/huggingface/transformers
14https://github.com/explosion/spaCy
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Prompt

Instructions: You are required to retrieve a subset of reasons from the provided full reasons. The sentences in this subset
should be coherent and logically consistent, presenting the most crucial information necessary to establish the veracity of
the claim. Aim for the minimum number of sentences in the subset while maintaining the completeness and clarity. When
extract reasons, use [1,2,3]. At last, provide a justification explaining why they are good reasons and how they form a
logically consistent reasoning process.
Demonstration:
Reasons:
Reason [0]: Anglerfish may have a reputation for being among the creepier-looking ocean-dwellers, but it’s not because
they grow to be seven feet long, as a viral image on Facebook claims.
Reason [1]: The Jan. 12 post shows a young girl reaching toward what appears to be a very large anglerfish mounted on
display at a museum.
Reason [2]: The text above the image reads, "So,... I’ve spent my entire life thinking the Deep Sea Angler Fish was about
the size of a Nerf football.
Reason [3]: What’s more, the picture referenced in the Facebook post alleging that anglerfish are typically 7 feet is taken
from the Australian Museum’s 2012 exhibit titled "Deep Oceans".
Reason [4]: The anglerfish in the photo is actually a large-scale sculpture model of the fish made of plaster.
Reason [5]: When the exhibit opened in June 2012, The Sydney Morning Herald reported on how the exhibit’s team had
created an "oversized anglerfish" and listed the many steps in making it: "Pieces such as the oversized anglerfish, with huge
fangs and antenna-like flashing rod to attract prey, begin with cutting and welding a metal frame, then sculpting material
over it and, finally, hand painting it," the story says.

Claim: The typical anglerfish is seven feet long. Veracity: False
Extracted Reasons: [3,5]
Justification: Reason [3] establishes that the Facebook post’s claim relies on a picture from the Australian Museum’s 2012
exhibit. Reason [5] then reveals that the anglerfish in the exhibit is an oversized sculpture, not an actual specimen. Together,
these reasons logically demonstrate that the viral claim of typical anglerfish being seven feet long is false, as it is based on a
misrepresented image from an exhibit.

Here’s the actual task:
Reasons:
Reason [0]: Amid fears about the coronavirus disease, a YouTube video offers a novel way to inoculate yourself: convert to
Islam.
Reason [1]: "20m Chinese gets converted to Islam after it is proven that corona virus did not affect the Muslims," reads the
title of a video posted online Feb. 18.
Reason [2]: The footage shows a room full of men raising an index finger and reciting what sounds like the Shahadah, a
statement of faith in Islam.
Reason [3]: That’s because the footage is from at least as far back as May 26, 2019, when it was posted on Facebook with
this caption: "Alhamdulillah welcome to our brothers in faith."
Reason [4]: On Nov. 7, 2019, it was posted on YouTube with this title: "MashaaAllah hundreds converted to Islam in
Philippines."
Reason [5]: Both posts appeared online before the current outbreak of the new coronavirus, COVID-19, was first reported in
Wuhan, China, on Dec. 31, 2019.
Reason [6]: But even if the footage followed the outbreak, Muslims are not immune to COVID-19, as the Facebook post
claims.
Reason [7]: After China, Iran has emerged as the second focal point for the spread of COVID-19, the New York Times
reported on Feb. 24.
Reason [8]: "The Middle East is in many ways the perfect place to spawn a pandemic, experts say, with the constant
circulation of both Muslim pilgrims and itinerant workers who might carry the virus."
Reason [9]: On Feb. 18, Newsweek reported that coronavirus "poses a serious risk to millions of inmates in China’s Muslim
prison camps."
Claim: It was stated on February 18, 2020 in a YouTube post: “20 million Chinese converted to Islam after it’s proven that
the coronavirus doesn’t affect Muslims.”
Veracity: False
Extracted Reasons:

Table 6: Prompts for model evidence selection
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I Annotation Interface638

Determine the transparency and helpfulness
of explanations for fact checking claims
A claim is a statement or assertion that declares something to be true, and it can be either truthful
or bogus. In the fact-checking process, an explanation is essential. Your task is to assess whether
a provided explanation is transparent and helpful, specifically in terms of appropriately citing
relevant sources.

In this annotation, you will be presented 2 claims. For each claim, you'll be given a list of
supporting/debunking reasons and a succinct explanation that clarifies the claim based on the
listed reasons.

For each claim, you'll be asked to perform 2 tasks: (1) find missing citation sentences in the
explanation; and (2) judge the helpfulness or utility of the explanation in clarifying the claim.

In the upcoming section, we'll begin by providing two illustrative examples of the annotation task.
This is intended to assist you in grasping the idea of the task. Please read the example carefully.
Once you click "Proceed" at the bottom of the page, you will move on to the primary annotation
and encounter the first actual claim.

Important information: Thank you so much for participating in the task. Please kindly read
the example carefully and complete the task. To ensure quality, we will manually review your
responses. Bonuses will be provided only for careful task completion. Please feel free to
reach out if you have any questions or suggestions. Each worker please kindly complete no
more than 5 HITs in this round.

Annotation Example

Example Claim 1 (Task1)

Please read the instructions carefully before proceeding.

Instructions

In the first task, you'll be presented a claim, core reasons, a conclusion about the
truthfulness of the claim, and a succinct explanation that cites these core reasons. In the
explanation, you'll see square brackets citations that refer to core reasons (e.g. highlighting
the conversion of hundreds of individuals to Islam in the Philippines[5]). In this task, one
core reason is highlighted, its corresponding citation mark are missing in explanation
sentences that cite this reason. Your task is to identify these sentences by clicking on them.
Click on it again will cancel selection. Please note there might be zero, one or multiple
sentences that cite the highlighted reason. If you cannot find any suitable sentence, please
click the button that says "There isn't any sentence that can cite the highlighted core
reason".

Claim

It was stated on February 18, 2020 in a YouTube post: “20 million Chinese converted to
Islam after it’s proven that the coronavirus doesn’t affect Muslims.”

Full list of reasons

Figure 2: Annotation interface Page 1
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Determine the transparency and helpfulness
of explanations for fact checking claims
A claim is a statement or assertion that declares something to be true, and it can be either truthful
or bogus. In the fact-checking process, an explanation is essential. Your task is to assess whether
a provided explanation is transparent and helpful, specifically in terms of appropriately citing
relevant sources.

In this annotation, you will be presented 2 claims. For each claim, you'll be given a list of
supporting/debunking reasons and a succinct explanation that clarifies the claim based on the
listed reasons.

For each claim, you'll be asked to perform 2 tasks: (1) find missing citation sentences in the
explanation; and (2) judge the helpfulness or utility of the explanation in clarifying the claim.

In the upcoming section, we'll begin by providing two illustrative examples of the annotation task.
This is intended to assist you in grasping the idea of the task. Please read the example carefully.
Once you click "Proceed" at the bottom of the page, you will move on to the primary annotation
and encounter the first actual claim.

Important information: Thank you so much for participating in the task. Please kindly read
the example carefully and complete the task. To ensure quality, we will manually review your
responses. Bonuses will be provided only for careful task completion. Please feel free to
reach out if you have any questions or suggestions. Each worker please kindly complete no
more than 5 HITs in this round.

Annotation Example

Example Claim 1 (Task1)

Please read the instructions carefully before proceeding.

Instructions

In the first task, you'll be presented a claim, core reasons, a conclusion about the
truthfulness of the claim, and a succinct explanation that cites these core reasons. In the
explanation, you'll see square brackets citations that refer to core reasons (e.g. highlighting
the conversion of hundreds of individuals to Islam in the Philippines[5]). In this task, one
core reason is highlighted, its corresponding citation mark are missing in explanation
sentences that cite this reason. Your task is to identify these sentences by clicking on them.
Click on it again will cancel selection. Please note there might be zero, one or multiple
sentences that cite the highlighted reason. If you cannot find any suitable sentence, please
click the button that says "There isn't any sentence that can cite the highlighted core
reason".

Claim

It was stated on February 18, 2020 in a YouTube post: “20 million Chinese converted to
Islam after it’s proven that the coronavirus doesn’t affect Muslims.”

Full list of reasons

Figure 3: Annotation interface Page 1
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If you are interested in the context of core reasons, we provide a full list of reasons where
core reasons are extracted. You can view this list by clicking the "Expand" button.

1. Amid fears about the coronavirus disease, a YouTube video offers a novel way to
inoculate yourself: convert to Islam.
2. "20m Chinese gets converted to Islam after it is proven that corona virus did not affect
the Muslims," reads the title of a video posted online Feb. 18 .
3. The footage shows a room full of men raising an index finger and reciting what sounds
like the Shahadah, a statement of faith in Islam.
4. That’s because the footage is from at least as far back as May 26, 2019, when it
was posted on Facebook with this caption: "Alhamdulillah welcome to our brothers
in faith."
5. On Nov. 7, 2019, it was posted on YouTube with this title: "MashaaAllah hundreds
converted to Islam in Philippines."
6. Both posts appeared online before the current outbreak of the new coronavirus,
COVID-19, was first reported in Wuhan, China, on Dec. 31, 2019.
7. But even if the footage followed the outbreak, Muslims are not immune to COVID-19,
as the Facebook post claims.
8. After China, Iran has emerged as the second focal point for the spread of COVID-19,
the New York Times reported on Feb. 24 .
9. "The Middle East is in many ways the perfect place to spawn a pandemic, experts say,
with the constant circulation of both Muslim pilgrims and itinerant workers who might
carry the virus."
10. On Feb. 18, Newsweek reported that coronavirus "poses a serious risk to millions of
inmates in China’s Muslim prison camps."

Core reasons

4. That’s because the footage is from at least as far back as May 26, 2019, when it was
posted on Facebook with this caption: "Alhamdulillah welcome to our brothers in
faith."
5. On Nov. 7, 2019, it was posted on YouTube with this title: "MashaaAllah hundreds
converted to Islam in Philippines."
6. Both posts appeared online before the current outbreak of the new
coronavirus, COVID-19, was first reported in Wuhan, China, on Dec. 31, 2019.

Conclusion

TRUE

Explanation

The claim that 20 million Chinese converted to Islam after the coronavirus was proven to not
affect Muslims is false. The viral footage that is being used as evidence is actually older than
the current pandemic. The same video was published on Facebook on May 26, 2019, with a
caption that welcomed new brothers in faith [4]. Moreover, the video made its way to
YouTube on November 7, 2019, highlighting the conversion of hundreds of individuals to
Islam in the Philippines [5]. These dates clearly predate the first reporting of the new
coronavirus (COVID-19) outbreak in Wuhan, China, on December 31, 2019. Subsequently,
the claim's timeline is inconsistent with the established chronology of these two events in
Nov and Dec [5]. Therefore, the assertion in the claim regarding mass conversions due to the

Collapse

Figure 4: Annotation interface Page 2
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coronavirus is not corroborated by the timeline of events revealed in the sources of the
video.

 There isn't any sentence that can correctly cite the highlighted core reason.

Example Answer (Click to see how to annotate)

These dates clearly predate the first reporting of the new coronavirus (COVID-19)
outbreak in Wuhan, China, on December 31, 2019 [6].
Subsequently, the claim's timeline is inconsistent with the established chronology of
these two events in Nov and Dec [5][6].

These two sentences accurately represent the information presented in the cited
sentence. It maintains faithfulness to the original statement by conveying the same
information about the timing of the posts and the location of COVID-19 outbreak
(Wuhan). It helps the reader easily trace the source of information back to its origin,
promoting transparency and credibility in the text.

(once clicked you will move to the next task and can't return)

Example Claim 1 (Task2)

Please read the instructions carefully before proceeding.

Instructions

In the second task, you'll be presented the same claim, explanation and conclusion as
before, and your job is to rate how helpful is the explanation in clarifying the truthfulness of
the claim.

Claim

It was stated on February 18, 2020 in a YouTube post: “Says 20 million Chinese converted to
Islam after it’s proven that the coronavirus doesn’t affect Muslims.”

Explanation

The claim that 20 million Chinese converted to Islam after the coronavirus was proven to not
affect Muslims is false. The viral footage that is being used as evidence is actually older than
the current pandemic. The same video was published on Facebook on May 26, 2019, with a
caption that welcomed new brothers in faith [4]. Moreover, the video made its way to
YouTube on November 7, 2019, highlighting the conversion of hundreds of individuals to
Islam in the Philippines [5]. These dates clearly predate the first reporting of the new
coronavirus (COVID-19) outbreak in Wuhan, China, on December 31, 2019 [6]. Therefore, the
assertion in the claim regarding mass conversions due to the coronavirus is not
corroborated by the timeline of events revealed in the sources of the video.

Conclusion

TRUE

Rating

Continue

Figure 5: Annotation interface Page 3

642

14



How helpful is the explanation in clarifying the truthfulness of the claim?

[Please select the value using the sliding bar.]

Example Answer

Example rating: 98%

The explanation is very helpful in clarifying the truthfulness of the claim. It provides a
clear timeline of events that shows the claim is false. The generated explanation are
coherent, fluent and the citation is faithful.

(once clicked you will move to the next task and can't return)

Example Claim 2 (Task1)

Claim

The typical anglerfish is seven feet long.

Full list of reasons

If you are interested in the context of core reasons, we provide a full list of reasons where
core reasons are extracted. You can view this list by clicking the "Expand" button.

Core reasons

8. What’s more, the picture referenced in the Facebook post alleging that
anglerfish are typically 7 feet is taken from the Australian Museum’s 2012 exhibit
titled "Deep Oceans."
10. When the exhibit opened in June 2012, The Sydney Morning Herald reported on
how the exhibit’s team had created an "oversized anglerfish" and listed the many steps
in making it: "Pieces such as the oversized anglerfish, with huge fangs and antenna-
like flashing rod to attract prey, begin with cutting and welding a metal frame, then
sculpting material over it and, finally, hand painting it," the story says.

Conclusion

TRUE

Explanation

Less helpful More helpful

0% 25% 50% 75% 100%

Continue
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The claim that the typical anglerfish is seven feet long is false. Information sourced from a
2021 article on marine life reveals that an image featured in a Facebook post, purporting to
depict an accurate representation of a common anglerfish, is accurately presented as an
authentic specimen. At the time of the exhibit's opening, The Sydney Morning Herald noted
that the display contained an "oversized anglerfish," which was fabricated using sculpting
materials and a metal frame [10]. Thus, it's clear that the claim is based on an artificial
construct not representing a typical anglerfish's size.

 There isn't any sentence that can cite the highlighted core reason.

Example Answer

There isn't any sentence that can correctly cite the highlighted core reason.

Though the second sentence seems plausible and relevant to the highlighted core
reason, it is not a suitable citation. It misrepresents the information and inaccurately
claims that the Facebook post's image is accurately presented as an authentic
specimen, while the highlighted core reason clearly states that the image is sourced
from an exhibit, suggesting it's not authentic. Incorrect year 2021 in the explanation, it
should be 2012. This misrepresentation in this generated explanation compromises
faithfulness, factuality.

(once clicked you will move to the next task and can't return)

Example Claim 2 (Task2)

Please read the instructions carefully before proceeding.

Instructions

In the second task, you'll be presented the same claim, explanation and conclusion as
before, and your job is to rate how helpful is the explanation in clarifying the truthfulness of
the claim.

Claim

The typical anglerfish is seven feet long.

Explanation

The claim that the typical anglerfish is seven feet long is false. Information sourced from a
2021 article on marine life reveals that an image featured in a Facebook post, purporting to
depict an accurate representation of a common anglerfish, is accurately presented as an
authentic specimen [8]. At the time of the exhibit's opening, The Sydney Morning Herald
noted that the display contained an "oversized anglerfish," which was fabricated using
sculpting materials and a metal frame [10]. Thus, it's clear that the claim is based on an
artificial construct not representing a typical anglerfish's size.

Conclusion

TRUE

Continue
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Rating

How helpful is the explanation in clarifying the truthfulness of the claim?

[Please select the value using the sliding bar.]

Example Answer

Example rating: 10%

While the generated explanation is fluent, it is not helpful in clarifying the truthfulness
of the claim. The citation is not suitable. It misrepresents important information in the
core reasons and caused confusion.

Less helpful More helpful

0% 25% 50% 75% 100%

I have read the Plain Language Statement and Consent Form and agree to work on the task.

Proceed
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